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Design and Development of a Generic Spatial Decision Support System, based
on Atrtificial Intelligence and Multicriteria Decision Analysis

Abstract

A new integrated and generic Spatial Decision Support System (SDSS) is prdsasgedon a combination of
Artificial Intelligence and Multicriteria Decision Analysis techniques. The apprpagposed is developed to address
commonly faced spatial decision problewfssite selection, site ranking, impact assessment and spatial knowledge
discovery under one system. The site selection module utilises a themeAhabgdital Hierarchy Pracess. Two novel
site ranking techniques are introduced. The first is based on a systematiscondiglod comparison of sites with
respect to key datasets (criterions). The second utilises multivariate ordapagility sof, one-dimensional Self-
Organizing Maps. The site impact assessment module utilises a new spatidllgd Rapididmpact Assessment Matrix.
A spatial variant of General Regression Neural Networks is developed for Geiogligp/Neighted Regression (GWR)
and prediction analysis. The developed system is proposed as a usd@uhfbol that facilitates quantitative and
evidence based decision making in multicriteria decision environment. Tdrel@d users of the system are decision
makers in government organisations, in particular those invelveduin iptaramd development when taking into

account socio-economic, environmental and public health related issues.
1 Introduction

Decision makers increasingly rely on SDSS.to address multicriteria, semugtlispatial decision problems. The
concept of SDSS is mostly limited to demain specific applicationdHdlvever, certain spatial decision problems are
common to many application areas. Faor example site selection, site ran#lisfeaimpact assessment problems are
faced commonly in different_environmental applications, public healthasslessment, land use planning, resource
allocation, geoenergy initiatives and development of new facilities etc. Thasial slecision problems have some
common traits, i.e. they,are multicriteria in nature and they combingaancdegree of both soft and hard information.
Hard information is represented by quantitative and qualitative data, whefeedosmation is comprised of decision
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Although thesabove mentioned spatial decision problems are commomtoapplication areas, it is hard to find a
generic SDSS in literature that can readily be utilised. Sugumaran and De[fpdiscussed the possibility of
developinga generic SDSS that can be useful in many application areas. Some ofitheicial and open source GIS
software such as IDRISI, ArcGIS, SAGA and ILWIS provide a varietynoflelling techniques and an underlying
mechanism for software customisation to serve the purposeeasfesi SDSS [3]For example, ArcGIS model builder
provides a mechanism to combine different geoprocessing comporggttseto Despite these customisation features, it

requires deeper understanding of the structure of different modules ad@nt programming/scripting knowledge to



develop generic decision support tools from such existing soft@aetial Analysis and Decision Assistance (SADA)
and Decision Support System for the Requalification of Contaminated (BEESYRE) are two freely available and
frequently used decision support tools used for environmental dilit pealth risk assessmer8ADA provides a
comprehensive decision support environment for site specific humdth teeadl ecological risk assessment.[4]
DESYRE provides integrated management and remediation of contamirisged poviding features for site
characterizationsocioeconomic constraints and risk assessmenBfh SADA and DESYRE provide site specific
risk assessment features but lack in other commonly faced decisidemsolke.g. site selection, sitesranking or spatial

knowledge discovery.

On the other hand, a number of other SDSS have been presented tertitard for domain specific applications
related to site selection or site risk assessment. For example, Escalan{é]gtrasented an SDSS to evaluate crop
residue energy potentié analy® the potential and geographic dispersafnbiomass production. A set of biomass
points was generated through the transport municipal network. Neigioooigmalysis was used to assign biomass
potential to each study point. Fuzzy AHP and multi-criteria decisiomanalysiselea used for the assessment of each
biomass point for the selection of most suitable sites for anaerobic.digalstits [6] A hybrid multicriteria SDSS has
been developed for the identification and prioritization of suitable, regiort®fatruction of solar power plants in Iran.
This SDSS considers economic, environmental, technical, social and risk critdl€DA models to rank and
prioritise cities for the solar projects in Iran [7]. Zanuttigh et&l.developed an SDSS for the management of coastal
risks including assessment of erosion, fload risk; socio-econangicecological vulnerability. This system allows the
user to set up multiple scenarios by assigning different weighténwita multi criteria risk analysis and to compare
different options subsequently [8]. Comino et al. [9] presentedlticniteria SDSS for the assessment of environmental
quality of the Pellice river ©asin in Italy. The model has been develop&Riisl and has the capacity to assess the
HQYLURQPHQWDO TXDOLW\ RI WKH VWXEB3 DSUHDV V. ROUWW U PHQ RHJF REDRWPX B DM
ecosystem services has been performed using the system. This evaioatimeres the percentage of area covered
under key landuse classes in comparison with the environmental quality cassétered [9]. Gorsevski et all(]
introduced a prototype SDSS to facilitate the group decision makingirfidrfarms site suitability in Northwest Ohio.
The framework integrates environmental and economic criteria in thesanating fuzzy set theory, Borda count and
Weighted Linear Combination (WLC) methods. The criterion maps créatedrticipants are aggregated to produce a
group solution using Borda count method. Sensitivity analysigalsasbeen performed to check the sensitivity of the
model against the weights assigned to different criterii). [Fayetteville shale gas SDSS has been developed to
analyse and assess the impacts of water consumption for hydractigihg [L1]. The system is used by the regulatory

agencies and producers, to study the potential impacts on the envitahfteev components of the river. Fayetteville



shale gas SDSS utilises the Soil and Water Assessment Tool (SWAT) as itsingdexdgelling unit to analyse
changes in hydrological patterns in the study area as a result of Shaleptpaatiex [L1]. Ruiz et al. 12] have
presented the design and construction of a multicriteria SDSS for the identifichtsustainable industrial areas
incorporating socio-economic, physigahvironmental, infrastructures and urban development factors. The SDSS uses
fuzzy logic and weighted score for the construction of the multicriteria deaisadel. This tool has been applied in

Cantabria region, Spain for the identification of suitable areas for sustainatd&riscareasy2).

The review presented above suggests that although a number of SDSBehavdeveloped specifically for site
selectionor site risk assessment, but they do not offer a holistic decisppoduenvironment, i.e.they are limited to a
specific decision problem or they are domain/application specific. It istbdfidd a generic, system that can tackle
these frequently occurring spatial decision probleimsne systemis not domain specific and is not limited to a given
study area. Therefore there is a need for an integrated and holistic apfrbigcban be achieved by designing and
developing a generic SDSS with an adequate model base to assist the decisiortanklkeysmulticriteria decision
problems in different domains. Furthermore, it is envisaged 8iagjwpen source Geoinformatics technologies and a

modular development approacanensure the easy adoption and further extension of the capabilitiessyfstem.

This paper presents the design, development and verification“of suctegrated and generic SDSS basedaon
number of Artificial Intelligence (Al) and Multicriteria Decision Analygi8ICDA) techniques. The system can be
applied in a variety of applications in environmental, socioeconomic, geotectaridalpublic health domains.
Analytical modules can be used independently or in combination with each other e application requirement.
The system also provides features forsspatial knowledge discovery andsgabanalytics to gain evidence based
information for a given geographicaliregion. The intended users sf/ftem are decision makers in local and national

government organisations, consultants and researchers.
2 SDSS architecture design

Architecture _of; the_developed SDSS consists of three main compongi@gotiatabase, II) Model base and (c)
Graphical User Interfaces (GUI) based on the SDSS architecture prelsgiatczewski [2]. Geodatabase is used for
spatial data management, Model Base provides analytical capability and GUI are utiliseidiondnaking process by
the user. The system design is independent of the study ardaeamtlerlying spatial data in Geodatabase. Therefore,
the system can be applied independent of geographical location, subject vaildigildy of the data. Because of the

modular design, any new analytical modules can be added to the model base wittavah#dectural changes.

Mclintosh et al. 13] identified key challenges and made recommendations in Environmental DeBigiport Systems
(EDSS) development and its successful adoption to help facilitate the achigveri desirable social and
environmental outcomes. One of the main challenges exists in relatienstwing EDSS longevity and financial
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sustainability. A recommendation to overcome this challenge was to fode®$8 development that is relatively easy
and inexpensive to use and update. This can be achieved by emplpgimgource software technology which enables
easy model expansion and reusability to reduce development &8kt lie .Net based open source spatial library
DotSpatial has been used for the development of current SDSS in order tmaegullate and visualise spatial data
[14]. The analytical modules in the Model Base have been developed usirgs®dicNET C# programming language
and DotSpatial library. Th&UIs were developed using .Net Windows Forms. In order to cover thecomasnonly
faced spatial decision problems, several analytical modules have been deévwetopy MCDA and Atrtificial Neural
Networks (ANN) techniques. As shown in Fig. 1, the analytical modulesraes@nd implemented in the system are

divided into three main categories in accordance to their functional similariipelnde:

1. Site selection and ranking: The analytical modules developed are:

a. Analytical Hierarchy Process (AHP) based site selection tool.

b. Self-Organizing Maps (SOM) based site ranking tool.

c. Site ranking by neighbourhood analysis tool.
2. Impact assessment and prediction: The analytical modules developed are:

a. Rapid Impact Assessment Matrix (RIAM) based site impact assessment tool.

b. General Regression Neural Network (GRNN) based regression and prediction tool.
3. Spatial knowledge discovery: The analytical modules developed are:

a. SOM based correlation finding tool.
b. Parallel Coordinate Plots (PCP) based geo-visual analytics tool.

Technical detail of these analytical modukesovered in Section 4 and verification is provided in Sectigh 5.
schematic diagram of the system architecture design of the SDSS isisheigril.
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Fig. 1 - High level system architecture of developed SDSS

For geodatabase development, openisource’SpatialLite technology has be&paits#dte is an extension library of
the popular SQLite database to support geometrical storage and geoproopsesations 15]. SpatiaLite was selected
because it is a lightweight single file-based geodatabase that can be distribueditiotihe software without any
need to install database servers. To provide connectivity between the .Net bdisati@ppand SpatiaLite geodatabase,

the System.Data.SqLiterhas been used as the Active Data Object for .Net (ADO.NEdgrprov

3 Geodatabase management

As mentioned-earlier, SpatiaLite geodatabase has been used to store data. Functioesrhpr@dedthrough main
GUI of the SDSS to load GIS layers from geodatabase. The developed SDS&hendeht of the study ardaut in
order to verify the analytical modules and demonstrate the applicabilitieobystem, the geodatabase has been
populated with a number of GIS layers for Wales, UK. These demo applicat®psovided in Section 5 and cover the

spatial decision problems of site selection, site ranking and impactrassess

These GIS layers cover different aspeatfour domains namely: 1) Socio-Economic, II) Environmentd), Fublic
Health and IV) Techno-Economic. Some of the key GIS layers includsigathyenvironment, protected areas,
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demography, index of multiple deprivation, mortality rates, hospital a@misates, social capital, labour market,
topography, geology and hydrogeology. Techno-economic domaiaiesiIS layers to support applications related to
facility siting, renewable energy and unconventional gas exploratiorDetails of data collection and GIS analysis

performed in the development of these GIS layers is out of the sctie p&per, but can be found itd].

These GIS layers differ to each other in format (raster, vector), @cdlanits. For meaningful analysis it is important

to bring them into same scale and units. In order to overcomeghead-ishnet grid & 2D mesh of squared cellef
500x500m cell size has been created, covering the entire onshore ¥a&esf UK All GIS layers are then joined
together with this Fishnet data structure using different geopingefsictions in SpatialLitelf the .System is to be
applied for smaller areas, e.g. county level, then a smaller cell sized Fishriet aaed to provide detailed mapping
Other tables are also created in the geodatabase to store the key information relatgdutentixchild relationship of
different layers. This information is used in the analytical modules,ir.the, AHP based site selection module.
Analytical modules that require many input parameters from users,qar@raldded with functions to save the
parameters in the geodatabase as a thEnreexample the GIS layersiused jin site selection process and their relative
weights can be saved and loaded as a theme for future an@ilyisissa.useful feature that can help in group decision

making while comparing results of different combinations of parameters.
4 SDSS Development

The main interface of the system was developed first that mebakic features, e.g. add/remove GIS layers, visualise,
zoom pan and legend settings etc. The analytical modules were then developaddaddio the Model Base of the
system. As explained in SectiontBe analytical modules developed are divided into three categgriite Iselection

and ranking]l) Impact assessment arld) ISpatial knowledge discovery. The detail of these analytical modules is given

below.
4.1 Site selection and ranking

The site selection moedule is based on the AHP technique which combines hartt aridremation together to identify
potential sites,(Fishnet cells). At this stage, another spatial decision pristflered by the decision makers, i.e. to rank
and prioritise these potential sites. The potential sites can be ranked baseéeynFHe L W HalueR @ §a¢h site and
in its surrounding neighbourhood. This approach can also redeqgsotential risks associated with personal judgment
and choice of the decision makdi7]. To achieve this, two site ranking techniques have been developedl@seakp

below.

4.1.1 AHP based site selection tool



The AHP based site selection tool was designed to be used as a firstthiepite selection process tdélineates the
potential areas from the entire study area and filters out any unsuitalsle@sea selects the relevant socio-economic,
environmental, public health and techno-economic GIS layers (criteriodsasmigns relative weights to them for
given site selection problem. The AHP based site selection tool providée atduired functions for AHP analysis
including, data commensuration, relative weight assignment, sensitivitgsanahd storing the user preferences in the

geodatabase atheme. These features are discussed in details below.

If the relative importance of all criterions is known then the userdiozctly assign the relative weightsito them. The
sum of all the weights must be equal to 1. However, this is not prasties a large number of.criterions are used in
the analysisIin such cases, the tool allows to assign the relative weights usiipitvéise Comparison Method [2]

Using this approach, the relative importance of only two criterioesnigpared at astime. The tool then calculates the

relative weights and checks its consistensypg the same methodology as provided.in [2].

In order to bring all criterions into same units, a data commensuratiorstatsio developedt scales each criterion
between Gt using either i) Maximum Score ProcedureiidrScore Range Procedure [2]. After scaling, the value for
each location (Fishnet cell) is multiplied with its relative weightja process called tatkighear Combination [2]:
: 1
#oL 1 S\Toly @
Y

where #gis the suitability index for the ith location (Fishnet celf;is the relative weight assigned to ftte criterion
and Ty ys the value of théth criterion atith location. It is noted that the sum &is always equal to 1 (or 100%, if
used as percentage). In AHP, the“criterions are arranged in a tree hierarcleythehtp most node represents the
overall goal of the analysis. This goal is achieved by carrying oectigs and sub-objectives that form the AHP
hierarchy tree. The AHPsbased site selection process is essentially the applitatfeiyhted Linear Combination at
each level of the criterion hierarchy, starting from the bottom most criteaimh&raversing all the way up to the parent
node. The parent node in this case is the overall site selection procesd for the four domains and their criterions in

a tree structie.

The main GUFof the AHP based site selection tool is shown in Fig. 2. Critezleated by the user and their relative
weights can be saved as theme in the database using the save them butioeadgndstored themes can be loaded
AHP process can be applied at any level of the hierarchy and results c&sudlesed as a map. Tool also allows
applying filters on criterion to restrict the processing to a certain geographicaFarexample, a filter can be set on
the geological layer to restrict the AHP based site selection process within the s@itdbgcgl formations only. This

feature can also be used to filter out any critical environmental or strategic araabdrsite selection process right at



the beginning. The tool provides features for data commensuration eigtvassignment using this interface and

associated popup dialogues.

L ANALYTICAL HIERARCHY PROCESS = | (S e
| |
= [ 25%] x Socio-Economic Domain = [ 25%] x Environment Domain
-- [ 25%] x Social acceptance (- [ 10%] x Physical Environment
- [ 20%] x Social capftal - [ 30%] x COW Protected Stes
- [ 5%] % Qualty of Life (- [ 0%] x National Atmospheric Emissions Inverto
& [ 10%]x Social Disadvartage G- [ 20%] x CCW Visual Sensary
- [ 20%] x Population - [ 10%] x Distance from Browrield/derslict Aippir []
(- [ 20%] x Labour Market - | 10%] = Distance from Reclaimed Land
- | 0%] x Corine Land Cover 2006
- | 0%] x Gas Hazard - Methane and CO2 in supe

[ALTER DOMAIN WEIGHTS |

1| m ' l SENSITIVITY ANALYSIS ]
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Fig. 2 GUI of the AHPR based site selection tool loaded with selected GIS layers for Wales (UK)

AHP analysis result is sensitive,to the relative weights assigned to critgh&h9]. In order to assessifisensitivity of
the relative weights, a sensitivity analysis tool has been developed. The @lsahnsitivity analysis tool is shown in

Fig. 3.

User can check.the sensitivity of AHP results at any level of the AHRBrblsr with respects to the weights assigned to
the criterions that contribute in the analysis for that level. For example ifighr selects the top most level, its
sensitivity is checked against the weights assigned to the four dothair=onstruct it. User selects a criterion whose
weight has to be changed. A new series (line) is added to the resultdanfagrapch selected criterion as shown in Fig.
3. ,Q WKLV SDUWLFXODU H[DPSOH WKH WGQROQWWXIHWE ULDLQVCHOAVR § K\DR/F EBIE®

Socio-Economic domain. This criterion is constructed by four sub-criteamiisted in Fig3.
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Fig. 3 GUI of the sensitivity analysis tool’'showing the effect of ¢jeaim relative weights of different GIS layers on the

number of selected features (fishnet cells) meeting the benchmark criteria

User also selects a benchmarking value between 0 and 1 using the benchuwzdud@rslider on the sensitivity analysis
tool. This value is usedsto count the number of sites (Fishnet Cellshahatvalues greater than the set benchmark
using a given weighting scheme. User also selects a sliding interval whiséddo increase or decrease the weight of
the selected criterion. This difference of weight is equally distributed grather criterions to maintain the sum of
weights .equal to 1 (or 100%) all the time. Visual inspection of the resgitaphs provides an understanding of the
sensitivity,of AHP analysis with respect to the relative weights assigneghtdbuting criterions. This helps decision

makers in choosing an appropriate set of relative weights for the critededdn a given AHP analysis.
4.1.2 SOM based site ranking tool

A SOM is a type of ANN that uses a neighbourhood function to presesveeldtionship in multidimensional input

space into a low dimension output space called output map. The mapus usually a one or two-dimensional map.



SOM is used for visualizing high dimensional datlow-dimensional spacélhe training of SOM is unsupervised

therefore it is very easy to usa(].

The one-dimensional SOM has the capability of clustering and ordsoning) multidimensional data in ascendorg
descending orde®p,21]. Based on this capability, a novel site ranking tool has been develofied $SDSS. The SOM
based site ranking tool groups the potential sites into clusters based on tlseo¥altierion associated with the sites,
e.g. socio-economic and environmental criterions. User selects these criteritims basis of which site ranking is
performed. Data (all criterions) is first scaled between 0 and 1 andoted into a one-dimensional SOM. User also
provides the number of neurons (or number of clusters)drotliput one-dimensional map. Once the unsupervised
training is performed and the output map is converged to representlthdimansional input space, an ordered rank is
assigned to each cluster based on its position in the outputFitap4 illustratessa*one-dimensional SOM with 5

neurons in the output map, before and after self-organisation (ceneejgover.a,multidimensional input data.

Fig. 4 One-dimensional SOM before and after convergence over the input data

Convergence of out map as’shown in Figs achieved as a result of an unsupervised competitive learning using a
neighbourhood function. To start the learning process, the syststngdnerates random criterion values for each
neuron (models) inrthe SOM network. Number of criterions in the méslalame as that of the input data. An input
data item X is,then exposed to the SOM network to obtain the Best Matchin(BWiJ). The BMU is the one with
shortest Euclidean distance between the two in terms of their critedioesvT his distance is calculated usir2f[:

L f"TE ! Flg= (2)
where %is the index of the BMU : is the input data item arI' iis the model at" index in the output map. Self-
organization is an iterative process. Every time a model vector is identifigddlasits neighbouring model vectors are
moved closer to it in the output ma®0[. The new location of a model vector in the output map at step ih{ertd is
calculated using its previous value at step interval (t), its difference fremput vector and a neighbourhood function

given as 20].

10



| j)FES LI GRED@R & 2F Il : ?? 3)
where Sis the input data item introduced to the SOM network at time int }Ft-tis the model at ith index arD 3 P,
is the neighbourhood function givas[20]:

INF N © 4
DR L =R&atS—F——GC
8 tés: P
where, the term =:Pand é&: B, are both monotonically-decreasing functions of time. The "Prsncalled the learning
rate factor and has a value between 0 and 1. The &: Prdefines the kernel size and it decreases with'time. The value

of D @ends to become zero when time tends to become infinity. The t§F N defines the distance between

neighbouring model and the BM2(.

The self-learning process continues and in each iteration the modtledsantput map adjust their position, to represent
the multidimensional input data. This movement is significant in thenbiegj,/but slows*down with time. Only slight
adjustments are made after a number of iterations. The learning precspped when these adjustments are not
significant anymore. Each input data is represented by its correspd@iidgn/the output map. A model in the output
map can be a BMU for more than one input data items that'are simeacthoother in the multi-dimensional input
space. Eventually each BMU represents a cluster of candidate sites thamilnetsi each other with respect to the

criterions used for clustering and ranking purpose

The number of neurons in SOM output map“istimportant for a goadergence. In order to check this convergence,
the tool calculates two error terms: a) Quantisation error and b) Taygogrerror using the same methodology defined
by Kohonen R0]. The Quantizationserror.is the average distance of all the input frodesheir respective BMU in the
output map after convergencehe Topegraphic error is calculated by identifying the best two BMW®dch input
data vector and then byscheckKing if these two are also placed next to ezcim die output ma2p]. Based on these
two error terms, user, can increasedecrease the number of neurons in the output map to achieve bettergence.
Once a satisfactory level of convergence is achieved, the tool apglE®drank to each candidate site. This rank is
based on the position of BMU of the site, in one-dimensional outputafit@pconvergence. The tool also assigns a

gradient colour scheme to the resultant map showing higher rankgdaskiér colours for better visualisation.
4.1.3  Site ranking by neighbourhood analysis and comparison tool

This tool carries out a systematic comparison of criterions in the givenbmeidhoods of potential sites for the purpose
of site ranking The candidate sites are ranked according to the status of key criteriong ineighbourhood. This
neighbourhood is defined by the decision makera bsffer radius which is calculated in m§listance units, e.g.
meters. Decision maker also provides the criterions and the potential sites astiage®s. After scaling the criterions
to same units, the tool calculates the minimum, the maximum and tregawalues for each criterion in the given
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neighbourhood of each site. The final step is to assign ranks to thesiigsone of these; the average, the maximum
or the minimum values. The tool provides two options to rank the $jt€riterion Sorting Mechanism (CSM)7] and

II) Technique for Order of Preference by Similarity to Ideal Solution (TOH3E)

CSM is a novel site ranking method developed in this SDSS. In CSM, a sepaiaie assigned to each site based o
its value for every criterion used in the analysis. For example, a sitd&gtlstatus of an environmental criterion in its
neighbourhood is assigned a Rank-1. Whereas a site with worstaftéttessame criterion getsRenk-N,.where N is
total number of potential sites used in the analysis. Each sit@btay different ranks for different criterions. In the
end a Rank-Sum is constructed for each site by summing pdua ranks for the criterions. Sites are sorted in
ascending order in terms of this Rank-Sum. The site with the |d®aegtSum gets the overall Rank-1. Similarly the

site with highest Rank-Sum gets the overall Rank-N, where Rank-1 giternisost suitable out of N potential sité3][

In order to verify the results and increase the confidence inaifdng process, an-€xisting site ranking method,
TOPSIS is also implemented within this tool. TOPSIS is a commonly useadusiie@g method in MCDA problems. It
ranks the sites based on their distances from the most ideal andhe leastutieal §he empirical formulations used

in this tool are same as provided 22].
4.2 Impact assessment

The impact assessment section contains tools that'can‘be used foessenass of environmental and social impacts of
the potential site. Impact assessment is usually a qualitative procedurevédpiwo tools have been developed ia th
system that provides the capability tosCarry out’semi-quantitative inagaessment. The two approaches adopted are
I) RIAM based impact assessment tool"apddRNN based regression analysis tool. Further details of these methods

are provided below.
421 RIAM based impact assessment tool

Impact assessment is agprocess of assessing environmentatiarecemomic consequences of a program, a project or

D GHYHORSPHQW ,PSDFW DVVHVVPHQW LV MH[BKDOMIWDWXGHHBHRWHRWV \
sentiments. However, RIAM is a semi-quantitative method for g¢agrgiut impact assessment in the form of a
structured matrix that contains the subjective judgements of the tirmpaessors2B]. The impact components are

divided into four major categories, i.e. 1) Physical/Chemitidl,Biological/Ecological,lll) Social/Cultural andV)
Economics/Operational. The individual Environmental Assessment Score (ES) focaeaphnent is calculated by

evaluating them against the following two crite3]f

Group-A: Criteria that are of importance to the condition, that individually can chtaegeeore obtained.
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Group-B: Criteria that are of value to the situation, but should not individually pabda of changing the score

obtained.

The total score for Group A and B can be calculated ug&iig [

=6L :=5 H:=t; (5)
>6L :>s E >t E :>u (6)
'5L:=6H:>8 (7)

wherealanda?2 are the individual scores for the component&inup-A andbl, b2 andb3 are the individual scores
for the components iGroup-B. ES is the overall assessment sc®fee corresponding values fal;,a2, b1, bandb3

are provided by Pastakia and Jensz) in the form of a table.

A novel spatial variant of RIAM has been developed in this researchsto asssbmlenakers in checking the
sensitivity of key environmental and socioeconomic parameters likdlg @fected by RIAM impact components. For
this purposedecision maker can link the key environmental and ‘socioeconomic argetiothe relevant RIAM
components and assign a buffer distance to identify the neighaegion around the site. For quantitative criterjons
the tool calculates the minimum, maximum and average valuesof the linkeibmsitér. W KL Q We{gHbouthdbH TV
This value is then compared to the minimum, maximum,and aveedgeswof the same criterion in the entire study area
(e.g. national average). However, if a qualitative criterion is linked tRtA® component, then the tool calculates the
percentage of the LWH 1V Q H LcoveEeR bylthe RjiRe@ discrete class of the qualitative criterion, e.g.oftifeIC

class of the forest layer.

The spatial variant of the RIAM,technigue can be useful in analysing lppapased site can have negative or positive
impact on the surrounding neighbourhood based on the exigthgs of the key criterions there. For example, if an
area has higher air pollution than the national average, an addi#oonoaf fire power plant will then only deteriorate

the air quality in the neighbourhoodhis approach is evidence based as it records the existing status of key
environmental, socio-economic or public health criterions in a quantifiethenaTherefore, using this approach has

advantage over the traditional qualitative judgement based impact assessment process
4.22 GRNN based regression analysis tool

A novel GWR analysis tool has been developed in this research withifieshegrsion of the GRNN. The GRNN tool

facilitates the local variations in the regression analysis and helps decisiersnimaprediction and regression analysis.

GRNN isa one pass neural network, highly parallel in structure and belonge tcategory of Probabilistic Neural

Network [24]. It predicts the values at an unknown location on the basis of itaytgsto a known location in terms of
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the selected independent variabla&sGRNN has been selected because it is useful when the relationship between
dependent and independent variables is unknown and complex. In additeotoits simple structure, it would be
easier to incorporate the spatial parameters as one of the independent variahbigsort the local variation in the
regression analysis. The output function of the GRNN is define2das [

N E pFeente; (8)
gt —
A, KwEe
s

where zis the estimated value of the dependent variable at the unknown locatimthe value of dependent variable
at known locations andis the spread factor that defines the influence of neighbourintjdosan the calculation ¢ z

A small sigma value will result in a localised regression, whereas a very laugewilllresult in average of the entire
dataset.&;is a scalar term that shows the Euclidean distance between the predi@tioangothe training sample in

terms of all the independent variables (dimensions) and is defingd]as [
6
& LCF:AACF R ©)
where: and : Erepresents the independent variables at known.and unknown locations respectively.

The size of neighbourhood is important for the model to fit prop&thny iterations and comparison of standardised
error can help in the selection of an appropriate model. However, ifat idear what type and size of kernel is to be
used, the GGRNN tool also provide a mechanism that. uses spatial distance lystegraphical features as one of the
independent variables for the prediction of the dependent variaidenéighbouring areas of the prediction location

will influence more in the calculationof the dependent variable.

The training of GRNN is unsupervised and only requires &parameter from the user. GUI of the GGRNN tool is

shown in Fig. 5. User provides can provide a sigma value for iadependent variable. User can also use scaled,
normalised or originalivaluessof the variables in the process. If scaledrimalised values are used, then a same

value can be used for évery independent variable. It is important to wggpwpriate value of the parameter for a

JLYHQ DQDO\VLV 7KHUHIRUH WKH W R R[@4] BbOtheRdehiifieaon @fHndstvippiopaiaaR O G R X W
Y D O'X'loldddt Method D NQRZQ ORFDWLRQ LV KHOG RXW RI WK IS HXDGNHIMW W DDM. C
calculated from using the rest of the data and a gi#gemlue. User provides an upper and lower limit for #he
parameter and a step interval as shown in Fighg. WRRO WKHQ DSSOLHV 3+ROGRxXtWMedHWKRG’

Square Error (RMSE) against tlegparameters within the user defined range.
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Fig. 5 GUI of the GRNN tool showing sigma parameter opti ng oMethod with arbitrary data

GGRNN presented in this study, extends this basic GRNN calculation to allow semeparammixed GWR models
presented by Fotheringham et &5][ This is achieved by.incarporating the local and global independent learizid
by analysing the local variation in the relationship n different pteesR6].

Influence of local and global variables are

ted separately anduthemed up together. The influence of global

independent variables is calculated f e entire study ahe influence of local independent variables is calculated

only within the given neighbourhooth o to define the neighbourhood two different techniques ack iys=ixed

features are incl in eighbourhood. Since the geometries of thapdgcajrfeatures, e.g. district boundaries
are asymmetri re resulting in a varying spatial kernel.

The GGRN can be used to carry out Geographical Weighted Regression @WARis and also for the

spatial kernel and Il) spatia aptive kernel as shown in Fig. 5. et §ipatial kernel a spatial distance (e.g. 10km)

is used to define thenei rhood. For spatially adaptive kerrfelech number of neighbouring geographical

prediction of dependent variable at unknown location with the help of depeadd independent variables at the

known location in the neighbourhood of prediction point.

4.3 Spatial knowledge discovery

The spatial knowledge discovery tools are provided to facilitate knowledgetxtriiom the data. These tools can be

used to obtain an understanding of the relationship between environmeaiaeconomic and public health parameter
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in a given area. Tools developed in this section Br&OM based clean correlation finding tool ahjl Parallel

coordinate plotting tool.
4,31 SOM based clean correlation finding tool

SOM preserves the correlations found among input variables in the form oétgigairconnections in low dimensional
output map 20]. The SOM based clean correlation finding tool generates a matrix of clean comrédatiod among the
criterions. Using the clean correlation matrix, the number of criterions in gigsencan be reduced by/selecting only

those that are mutually independent and have strong correlations witpredént criterion.

After convergence, the correlation among input variables can be dicattlylated from the BMUs in the output map

using R7].

£
S

%L 55 1 gF & U goF & (10)
BR@5

where % ¥is the Clean Correlation between the varigtdedk, ] and are the Standard deviationsjandk. Mean
values of] andk are represented by and , | is the index number.of model vector from (1 - M) where M is thal to
number of model vectors. This also ensures that the presenegsefin the data has less effect on the correlation

finding as compared to the original data. This is because of ibe resistance capabilities of SOM as suggested in
[28].

4.3.2 Parallel Coordinate Plots based geo-visual analytics tool

The Parallel Coordinate Plots (PCP) isian effective exploratory anatgsidaga visualisation techniqu29]. The PCP

is an effective way of visualising two, of more variables togeth€P Ban be used for: i) visualising how different

variables are correlated» toneach othigy, visualising how different variables are clustered together in a given

geographical space anb)ddentifying the peculiar values of the variables different from normal pat{@9js

The PCP tool.in SDSS providasunction for Brushing’. Brushing is a technique ustmlhighlight a certain part of the
data to make it mare prominent than the rest of the @}alf is useful if decision makers are interested in exploring

the relationship between different variables in a given geographical region imgsompto the entire study area.
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Fig. 6 PCP results with brushing of selected features on Xagxis shows the variables and Y-axis shows the scaled

values. Darker line shows the data for selected feature on map

An example of the PCP tool is shown Fig. 6 to demonstrate how-attribute data can be visualised. Attributes of
selected features in the map are shown in darker colour in PCPR-towd#titltem from the rest. Plot shows the relative
position of Cardiff Council, Wales, UK, among others withsrespect to Bmalh Carbon and Green House Gas

footprints. Data has been scaled between 0 and 100 for all the variables.
5 SDSS application and verification

As described in section 4, some of the analytical/modules developed $DBE are either new techniques or present a
considerable developments or new variant'based on the existing metimede. dnalytical modules can be used
independently or in combination with each other as per the applica@mnrement. Demo applications of these
analytical modules are provided in this section and results are verifietheittelp of alternative reliable software, e.g.
Matlab and ArcGIS. Farsthis purpose the geodatabase is populated with a mirebgironmental, socio-economic

and public health criterion maps for Wales, UK, details of which can be foudd]in [
5.1 Application of the SOM based site ranking tool

An application of the SOM based site selection tool is provided here to rank the d@ognaits of Lower Super
Output Areas (LSOA) in Wales, UK in terms of Welsh Index of Multiple Deprivaf®0]. WIMD is the official
measure of relative deprivation for small areas in Wdbega consists of seven individual deprivation ranks and a
cumulative rank showing the multiple deprivations of 1896 LSOA regioh¥dles. Using the SOM based site ranking
tool, data has been grouped together into 20 clusters and ranked #26nbdsed on WIMD. Tlee clusters and

associated ranks assigned by the SOM based site ranking tool are shogvrvin Fi
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Fig. 7 Ranks generated by SOM based site ranking tool, LSOA regions in Watesleed from 120

In order to verify the site ranking carried out usingaSOM/based tootestdts are compared with Matlab based
GeoSOM toolbox31]. GeoSOM has been used forverification for two reasgrnisebSOM allows the processing of
one-dimensional SOM ari) GeoSOM can readithe GIS data formats, e.g. a Shapgdfeugh the GeoSOM toolbox
does not explicitly provide the site ranking, it.can be used to compare #wngrdf clusters in the output map after
convergence. A hexagonahedimensional output map has been selected in the GeoSOM toolbox whBidUtseare

represented by the nodes at each crest and trough as shown8n Fig.

For comparison of ranks, one LSOA is randomly selected from dabke 80 clustersThe position of its BMU is then
compared in the selfsorganized output maps generated by the twoltoblg. 8, the position of the BMUs designated
by GeoSOM tool for each of the 20 LSOAs is encircled. The ordered posftitie BMU is compared to the rank
assigned by.the SOM based site ranking tool. It is noted that for some L8®psdition of its represented BMU is
slightly 'different in the two cases but this difference never exceeahsl the order is still retained. This depicts that the
given LSOA is represented by the immediate neighbouring BMUs in thettput maps. This behaviour of the SOM

is expected, since the convergence of the neural network is achievelg sliifgrently every time even using the same.

18





















