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Excitations in a spin ice behave as magnetic monopoles, and their population and mobility control the
dynamics of a spin ice at low temperature. CdEr2Se4 is reported to have the Pauling entropy characteristic
of a spin ice, but its dynamics are three orders of magnitude faster than the canonical spin ice Dy2Ti2O7.
In this Letter we use diffuse neutron scattering to show that both CdEr2Se4 and CdEr2S4 support a dipolar
spin ice state—the host phase for a Coulomb gas of emergent magnetic monopoles. These Coulomb gases
have similar parameters to those in Dy2Ti2O7, i.e., dilute and uncorrelated, and so cannot provide three
orders faster dynamics through a larger monopole population alone. We investigate the monopole dynamics
using ac susceptometry and neutron spin echo spectroscopy, and verify the crystal electric field
Hamiltonian of the Er3þ ions using inelastic neutron scattering. A quantitative calculation of the monopole
hopping rate using our Coulomb gas and crystal electric field parameters shows that the fast dynamics in
CdEr2X4 (X ¼ Se, S) are primarily due to much faster monopole hopping. Our work suggests that
CdEr2X4 offer the possibility to study alternative spin ice ground states and dynamics, with equilibration
possible at much lower temperatures than the rare earth pyrochlore examples.
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A magnetic Coulomb phase is characterized by an
effective magnetic field whose topological defects behave
as emergent magnetic monopoles [1]. In dipolar spin ices
such as Dy2Ti2O7, where long-range dipolar interactions
between spins on the pyrochlore lattice establish the two-in–
two-out ice rule (which gives the field its nondivergent
character) [2], the monopoles are deconfined and interact
according to a magnetic Coulomb law [3–5]. The trans-
formation from the spin model to a Coulomb gas of magnetic
monopoles simplifies the understanding of the properties of
dipolar spin ices as the complicated couplings among the
spins are replaced by the determinant parameters of the
Coulomb gas: the elementary charge Qm, chemical potential
v0, and hopping rate u [3,6]. Through analogs with Debye-
Hückel theory of Coulomb gases, many thermodynamic
observables can be conveniently calculated [7–9].
The spin relaxation rate of canonical spin ices was a

particular problem in the spin representation. From high to
low temperature it changes from thermally activated, to a
temperature independent plateau, to a reentrant thermally

activated regime [10–13]. At high temperature, above the
monopole regime, Orbach processes describe the thermally
activated relaxation rate [13]. The plateau and reentrant
thermally activated regimes are not readily explained in the
spin representation, but can now be understood as the
hopping of monopoles by quantum tunneling in screened
and unscreened regimes of the Coulomb gas, respectively
[11,12]. In the unscreened regime, the relaxation rate
depends on the monopole density ρ with the hopping rate
u as the coefficient: f ∝ uρ when the system is near
equilibrium [7,8,14].
Although the monopole charge Qm and chemical poten-

tial v0 can be calculated exactly from the spin model, the
value of the monopole hopping rate u is not well understood
and is usually treated as a fitting parameter [11,12,15]. For
Dy2Ti2O7, u is fitted to be∼103 Hz at T < 12 K, which has
been experimentally confirmed through the Wien effect [6].
Recently, Tomasello et al. found that this hopping rate can be
estimated by the splitting of the crystal-electric-field (CEF)
ground state doublet under an internal transverse magnetic
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field of 0.1–1 T [16]. To verify the universality of this
approach, it is beneficial to compare themonopole dynamics
in other dipolar spin ice compounds.
The newly proposed spin ice state in the spinel CdEr2Se4

provides such an opportunity [17–19]. In this compound,
Er3þ ions constitute the pyrochlore lattice, and bulk
measurements have revealed the Pauling entropy and local
Ising character for the Er3þ spins [17,18]; both are strong
indicators of the existence of the spin ice state although
microscopic evidence is required to confirm the dipolar
character necessary for deconfined, interacting monopoles.
Of special importance is the low-temperature dynamics in
CdEr2Se4, which was revealed to be 3 orders faster than
that of the pyrochlore titanate Dy2Ti2O7 [18]. The origin of
this increase and its compatibility with monopole dynamics
in CdEr2Se4 remains unclear.
In this Letter, we explore spin ice states and monopole

dynamics in CdEr2X4 (X ¼ Se, S). Using inelastic neutron
scattering to study the CEF transitions and neutron diffuse
scattering to study the spin correlations, we confirm
the existence of dipolar spin ice states in CdEr2X4.
Through ac susceptibility measurements, we reveal fast
monopole dynamics in the whole quantum tunneling
regime. Comparison with a calculation of the splitting of
the Er3þ CEF ground state doublet under perturbative
transverse fields reveals the increase of the monopole
hopping rate as the main contribution to the fast dynamics.
Thus our work explains the fast monopole dynamics in
CdEr2X4 and provides general support to this monopole
hopping mechanism in dipolar spin ices.
Our powder samples of CdEr2Se4 and CdEr2S4 were

synthesized by the solid state reaction method [20]. To
reduce neutron absorption, the 114Cd isotope was used.
X-ray diffraction measurements confirmed the good quality
of our samples, with the ErxXy impurities being less than
1%. Inelastic neutron scattering experiments were per-
formed on IN4 with 1.21 and 2.41 Å incident neutron
wavelengths at Institut Laue-Langevin (ILL). Polarized
neutron diffuse scattering experiments were performed
on CdEr2Se4 using D7 with a 4.8 Å setup at ILL.
Nonpolarized neutron diffuse scattering experiments were
performed on CdEr2S4 using DMC with a 2.46 Å setup at
the Swiss Spallation Neutron Source (SINQ) of the Paul
Scherrer Insitut (PSI). Neutron spin echo experiments were
performed on IN11 at ILL. ac susceptibilities χ in the
frequency range of 1–1 × 103 Hz were measured with the
Quantum Design MPMS SQUID at the Laboratory
for Scientific Developments and Novel Materials of
the PSI. ac susceptibilities in the frequency range of
2.5 × 104–5.5 × 106 Hz were measured using a bespoke
induction ac susceptometer.
Figure 1 presents the inelastic neutron scattering

results of the CEF transitions in CdEr2Se4 and CdEr2S4.
Altogether six peaks are observed at the base temperature
for both compounds, which is consistent with the Stokes

transitions within the Er3þ 4I15=2 manifold under D3d

symmetry. Using the McPhase program [21], we fitted
the measured spectra with the CEF Hamiltonian
H ¼ P

lmB
m
l Ô

m
l , where Ôm

l are the Stevens operators
and Bm

l are the corresponding coefficients. The fitting
results are shown in Fig. 1 as the solid lines and Table I
lists the fitted CEF parameters and ground state wave
functions. The energies of the CEF levels are presented in
the inset of Fig. 1, and also in Supplemental Material [20].
For both compounds, the ground states transform as the
Γþ
5 ⊕ Γþ

6 dipole-octupole doublet [22,23]. Specifically, the
wave functions for both of the ground state doublets are
dominated by the j15=2;�15=2i components and have
almost the same anisotropic g factors of g⊥ ¼ 0 and
gk ¼ 16.4, which is consistent with the previous report
for CdEr2Se4 [18]. Thus our inelastic neutron scattering
results confirm the Ising character of the Er3þ spins in
CdEr2Se4 and CdEr2S4. Scaling our parameters [20]
suggests that other members of the series may be
Heisenberg-like (Dy, Yb), nonmagnetic (Tm), or Ising-
like with low-lying excited states (Ho) that may be of
interest for forming a quantum spin ice [24].
Although the Pauling entropy is a strong signature of the

spin ice state in CdEr2Se4 [18], it only characterizes the
spin configurations at the length scale of a single tetrahe-
dron. To realize a magnetic Coulomb gas with interacting
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FIG. 1. Inelastic neutron scattering results of the CEF tran-
sitions in CdEr2Se4 (measured at T ¼ 2 K) and CdEr2S4 (mea-
sured at T ¼ 1.5 K). Error bars are smaller than the symbol size.
The fits are shown as the solid lines. The inset shows the fitted
energies of the CEF levels for CdEr2Se4 (left column) and
CdEr2S4 (right column).

TABLE I. The fitted Wybourne CEF parameters (meV) and
ground state doublets for CdEr2Se4 and CdEr2S4.

B0
2 B0

4 B3
4 B0

6 B3
6 B6

6

CdEr2Se4 −25.70 −107.73 −97.74 25.31 −19.06 9.51
CdEr2S4 −29.18 −122.72 −113.66 25.97 −21.89 14.41

Jz �15=2 �9=2 �3=2 ∓ 3=2 ∓ 9=2

CdEr2Se4 �0.906 0.386 �0.159 −0.073 �0.004
CdEr2S4 �0.904 0.391 �0.145 −0.094 �0.006
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monopoles, it is essential to have a dipolar spin ice state
with power-law spin correlations, which can be verified
through measurements of the spin correlations [4]. Figure 2
presents the quasistatic spin-spin correlations in CdEr2Se4
obtained from polarized neutron diffuse scattering [25].
Broad peaks are observed at 0.6 and 1.4 Å−1, and the
overall pattern is very similar to that of the known dipolar
spin ices [26–28]. Sharp peaks with very weak intensities
are also discernible near 1.1 Å−1 and can be attributed to
the magnetic Bragg peaks of ErxSey impurities [20].
To fit the observed spin-spin correlations in CdEr2Se4,

we performed single-spin-flip Monte Carlo simulations for
the dipolar spin ice model with exchange couplings up to
the second neighbors [29],

H ¼ J1
X
hiji

σiσj þ J2
X
⟪ij⟫

σiσj

þDr30
X
ij

�
ni · nj
jrijj3

−
3ðni · rijÞðnj · rijÞ

jrijj5
�
σiσj: ð1Þ

Here, ni is the unit vector along the local h111i axes with
the positive direction pointing from one diamond sublattice
of the tetrahedra center to the other, σi ¼ �1 is the
corresponding Ising variable, J1 and J2 are the exchange
interactions for nearest neighbors (NN) hiji and second-
nearest neighbors ⟪ij⟫, respectively, r0 is the NN distance,
and D ¼ μ0ðhĴzigμBÞ2=ð4πr30Þ is the dipolar interaction,
0.62 and 0.69 K for CdEr2Se4 and CdEr2S4, respectively.
With the ALPS package [30], we implemented the
Hamiltonian (1) on a 6 × 6 × 6 supercell with periodic
boundary conditions. The dipolar interaction was truncated
beyond the distance of three unit cells. The spin-spin
correlations were evaluated every 100 sweeps during the
4 × 105 sweeps of measurement. Assuming the effective
NN coupling Jeff ¼ J1 þ 5D=3 to be equal to 1 K at which
temperature the CdEr2Se4 specific heat maximum was
observed [18,31,32], we fixed J1 to −0.03ð1Þ K and only

varied J2 in the fitting process. As is shown in Fig. 2, the
model with J2 ¼ 0.04ð1Þ K fits the measured spin corre-
lations very well. We found no need to include J3, which
appears in other dipolar spin ices [29]. Although the
exact value of J2 might be susceptible to both the supercell
size and the dipolar cutoff, our simulations do confirm
the dominance of the dipolar interactions in CdEr2Se4.
Nonpolarized neutron diffuse scattering results for CdEr2S4
are shown in Supplemental Material [20], which have
similar Q dependence as that of CdEr2Se4 and can be
fitted by the dipolar spin ice model as well. In this way, we
establish the existence of the dipolar spin ice state in
CdEr2Se4 and CdEr2S4.
With the fitted CEF ground states and coupling

strengths, we can determine the monopole parameters.
The monopole charge Qm ¼ 2hĴzigμB=

ffiffiffiffiffiffiffiffi
3=2

p
r0 can be

calculated to be 3.28 and 3.42 μB=Å for CdEr2Se4 and
CdEr2S4, respectively [3]. The chemical potential v0 ¼
2J1 þ ð8=3Þð1þ ffiffiffiffiffiffiffiffi

2=3
p ÞD, which is half of the energy cost

to create and unbind a monopole-antimonopole pair [9], is
2.93 K for CdEr2Se4 and 3.84 K for CdEr2S4. Although the
chemical potentials in CdEr2X4 are lower than that in
Dy2Ti2O7 (4.35 K), they are still more than two times
higher than the energy cost Eunbind ¼ ð8=3Þ ffiffiffiffiffiffiffiffi

2=3
p

D to
unbind a monopole-antimonopole pair, locating both com-
pounds in the same weakly correlated magnetolyte regime
as Dy2Ti2O7 [9].
Monopole dynamics in the low and high frequency

regimes can be probed with ac susceptibility [10,33–35]
and neutron spin echo spectroscopy [36,37], respectively,
and the representative results for CdEr2Se4 are shown in
Figs. 3(a) and 3(b). Figure 3(c) summarizes the temperature
dependence of the characteristic relaxation time τ ¼ 1=2πf
in CdEr2X4, where the results for τ > 1 × 10−3 s are
extracted from the peak positions of the imaginary part
of the ac susceptibility χ00ðTÞ, the results for 10−5 > τ >
10−7 s are obtained by fitting χðωÞ to the Cole-Cole model
[38], and the results for τ < 10−8 s are obtained by fitting
the neutron spin echo intermediate scattering function with
SðQ; tÞ=SðQ; 0Þ ¼ A exp½−t=τðTÞ� [36,37]. The relaxation
time in Dy2Ti2O7 [33,34] is also shown in Fig. 3(c) for
comparison.
First, we observe that at T > 10 K, the relaxation time in

CdEr2X4 obeys the Orbach law of τ ¼ τ0½expðΔ=kBTÞ − 1�
[13], with the parameters τ0 ¼ 3.93ð9Þ × 10−11 s and
Δ ¼ 77.1 K for CdEr2Se4, and τ0 ¼ 2.73ð5Þ × 10−11 s
andΔ ¼ 96.3 K for CdEr2S4. The fitted excitation energies
Δ in CdEr2X4 are much smaller than that of Dy2Ti2O7

(Δ > 230 K), which is due to their lower CEF excited
states [13].
The Orbach behavior of the relaxation rate does not

extend to the lowest temperature. Instead, at T in between 2
and 5 K, a plateau region with τ ∼ 4.9 × 10−7 s, which was
inaccessible in the previous susceptibility measurements
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FIG. 2. CdEr2Se4 magnetic scattering at 0.07, 0.5, and 1.5 K
obtained from the xyz polarization analysis. The 0.5 (1.5) K data
are shifted by 6 (12) along the y axis. The Monte Carlo simulation
results are shown by the solid red lines.
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[18], is observed for both CdEr2Se4 and CdEr2S4, remi-
niscent of the τ ∼ 2.6 × 10−4 s quantum tunneling plateau
in Dy2Ti2O7 [10,11,34]. Such a similarity extends to
even lower temperatures where the relaxation time starts
rising again. As can be seen in Fig. 3(c), at T < 1 K, the
relaxation time in CdEr2X4 can be described by the
Arrhenius law of τ0 expðΔ=kBTÞ, with parameters τ0 ¼
1.01ð1Þ × 10−10 s and Δ ¼ 10.07 K for CdEr2Se4, and
τ0 ¼ 2.9ð1Þ × 10−10 s and Δ ¼ 10.2ð6Þ K for CdEr2S4.
Because of the limited data points for CdEr2Se4, the fitted
Δ value from Ref. [18] has been used. The activation
energies in CdEr2X4 are very close to that of Dy2Ti2O7,
where the Arrhenius law with τ0 ¼ 3.07 × 10−7 s and
Δ ¼ 9.93 K has been observed in a similar temperature
regime [33].
Despite the similar temperature evolution, the absolute

values of the monopole relaxation rates in CdEr2X4 are
about 103 times higher than that in Dy2Ti2O7 for the whole
measured quantum tunneling region, which cannot be
simply accounted for by the difference of the monopole
densities ρ. Assuming ρðTÞ ∝ expð−v0=kBTÞ, the monop-
ole densities in CdEr2X4 are no more than 10 times higher
than that of Dy2Ti2O7 in the investigated quantum tunnel-
ing region. According to the f ∝ uρ relation of the Debye-
Hückel theory, there must be a 2 orders increase of the
monopole hopping rates u in CdEr2X4.

Following Tomasello et al. [16], we analyze the pertur-
bation effect of an internal transverse magnetic field on
the CEF ground state doublet in CdEr2Se4 and CdEr2S4.
Because of the similar NN couplings [9], we expect similar
internal field strengths in CdEr2X4 and Dy2Ti2O7 [39]. The
perturbed Hamiltonian can be written as

H ¼
X
lm

Bm
l Ô

m
l þH cosðϕÞĴx þH sinðϕÞĴy; ð2Þ

where the y direction is along the C2 axis and ϕ is the
angle between the transverse field H and the x direction
(see the inset of Fig. 4). Similar to the Dy3þ ions in
Dy2Ti2O7 [16], the Kramers degeneracy of the Er3þ ions
causes a third-order dependence of the ground state
splitting on the field strength in the perturbative regime:
ΔE ¼ α½1þ A cosð6ϕÞ�H3. Using the McPhase program
[21], we directly diagonalize the Hamiltonian (2) and fit the
coefficients to be α ¼ 2.80 × 10−4 (1.95 × 10−4) [meV=T3]
and A ¼ 0.136 (0.098) for CdEr2Se4 (CdEr2S4). For
Dy2Ti2O7, using the CEF parameters of Ref. [40], the
coefficients are calculated to be α ¼ 2.14 × 10−6 [meV=T3]
and A ¼ 0.183. As is compared in Fig. 4 for magnetic field
along the x direction, the CEF ground state splittings in
CdEr2X4 are indeed ∼102 larger than that in Dy2Ti2O7

under the same transverse magnetic field. This higher
susceptibility to transverse magnetic field is a property
of the full CEF Hamiltonian of CdEr2X2 as compared to
that of Dy2Ti2O7.
Our results suggest that to explain the much faster

dynamics of CdEr2X4 vs Dy2Ti2O7 only similar monopole
populations combined with a much faster monopole hop-
ping rate in the former are required, and also support the
single-ion quantum tunneling process proposed in Ref. [16]
as a general monopole hopping mechanism in dipolar spin
ices. Meanwhile, it should be noted that other factors may
also contribute to the high monopole hopping rates in
CdEr2X4. For example, the nonvanishing components
of jJ; Jzi with jJzj ≤ 7=2 in CdEr2X4 ground state doublet
might induce multipolar interactions that can further
increase the monopole hopping rates [41].
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In summary, neutron scattering investigations of the spin
correlations in CdEr2X4 (X ¼ Se, S) confirm they are the
first spinels that realize dipolar spin ice states. High-
temperature Orbach behavior gives way to fast (compared
to Dy2Ti2O7) monopole hopping dynamics at low temper-
ature. Comparison of monopole populations calculated
using Coulomb gas parameters estimated from the diffuse
scattering experiments and bulk properties, and monopole
hopping rates calculated using the CEF Hamiltonian
derived from our inelastic neutron scattering data, show
that the main contribution to the fast monopole dynamics
of CdEr2X4 is due to the much larger hopping rate. The
reproduction of the very different relaxation rates in
CdEr2X4 and Dy2Ti2O7 using realistic parameters supports
the general application of this method to the description of
monopole hopping processes in dipolar spin ices.
CdR2X4 (and MgR2X4 [19]) afford new possibilities in

the study of frustrated magnetism on the pyrochlore lattice,
with single-ion ground states [20], interactions, and dynam-
ics that contrast with the well-known pyrochlore oxides
[42]. One immediate benefit of the fast monopole hopping
rate in CdEr2X4 is that it enables the study of the magnetic
Coulomb phase in a broader frequency regime. In particu-
lar, nonequilibrium phenomena such as the Wien effect
[14,43], which appear in Dy2Ti2O7 at temperatures well
below those measured here (by susceptibility), may be
modified. On the other hand, if the timescale of dynamics is
taken as a measure of the quantum contribution to the
dynamics of a spin ice, going from slow and classical
(Dy2Ti2O7) to fast and quantum (e.g., Tb- or Pr-based
quantum spin ice candidates [44]), CdEr2X4 offer an
intermediate case that may help in the extrapolation of
our understanding of the former to that of the latter. Finally,
CdEr2X4 offer the possibility to look for a new ground state
of dipolar spin ice [45]. As is discussed in Supplemental
Material [20], for Dy2Ti2O7, an antiferromagnetic ordering
transition at ∼0.1 K is expected [45–48], but is experi-
mentally inaccessible due to the relatively high freezing
temperature of ∼0.65 K [10,49]. For CdEr2Se4, our param-
eters predict a ferromagnetic ordering transition at ∼0.37 K
and a comparable freezing temperature of ∼0.29 K [20].
This means that both the ferromagnetic ground state and
new monopole interactions caused by the bandwidth of the
spin ice states may be experimentally accessible [20].
Further dynamical and thermodynamic measurements at
low temperatures would be required to conclude whether
the spin ice state that we observed at 0.07 K is an
equilibrium state and to explore the possible ordering
transition in CdEr2X4.
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