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The variability of renewable energy resources, due to the characteristic weather fluctuations, introduces
uncertainty in generation output that are greater than the conventional energy reserves the grid uses to
deal with the relatively predictable uncertainties in demand. The high variability of renewable genera-
tion makes forecasting critical for optimal balancing and dispatch of generation plants in a smarter grid.
The challenge is to improve the accuracy and the confidence level of forecasts at a reasonable compu-
tational cost. Ensemble methods such as random forest (RF) and extra trees (ET) are well suited for
predicting stochastic photovoltaic (PV) generation output as they reduce variance and bias by combining
several machine learning techniques while improving the stability; i.e. generalisation capabilities. This
paper investigated the accuracy, stability and computational cost of RF and ET for predicting hourly PV
generation output, and compared their performance with support vector regression (SVR), a supervised
machine learning technique. All developed models have comparable predictive power and are equally
applicable for predicting hourly PV output. Despite their comparable predictive power, ET outperformed
RF and SVR in terms of computational cost. The stability and algorithmic efficiency of ETs make them an
ideal candidate for wider deployment in PV output forecasting.

© 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The projected global energy demand by 2050 will be approxi-
mately 130 PWh or the equivalent of 10'° tons of oil yearly [1,2]. The
demand should be achieved without increasing global CO, emis-
sions level or relying only on the fossil-fuel based energy systems
[3,4]. Developed and developing countries alike have initiated
policies to raise the share of renewable energy in energy use as part
of the global response to climate change. In March 2007, the EU set
a target of 20% renewable energy by the year 2020. Photovoltaic
systems will play a key role in mitigating climate change and
meeting world's future energy demands. Solar energy is one of the
most desirable sources of green energy because it is widely avail-
able, clean, inexhaustible, safe and economically viable. The
worldwide market of photovoltaic systems is increasing day by day
due to the deterioration of the environmental conditions and
depletion of conventional fossil-fuel based systems.

To tackle the challenge of mitigating climate change, power
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systems' planning and operation will need to be performed ac-
cording to the Smart-grid (SG) vision [5]. The vision aims at
introducing and using new technologies and services to make
electrical networks more reliable, secure, efficient and eco-friendly
[6]. Photovoltaic systems being one of the most clean and
economically viable technologies, will play an important part to-
wards the Smart-grid vision. Non-predictable renewable energy
sources, e.g. photovoltaic system are being integrated into existing
and new energy supply infrastructure. However, the stochastic
nature of solar renewable energy introduces challenging issues for
the optimal operation and control of SG systems. A balance, which
is important for the secure operation of power systems, will need to
be maintained between electricity production and consumption at
any moment by continuously controlling demand and adjusting
power generation capacity [7]. Predictive analytics will play a sig-
nificant role towards real-time optimal management of energy use,
secure operation of power systems, and maintaining balance be-
tween consumption and production.

According to Zamo et al. [8], solar energy prediction can be
categorised into five types:
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e Intra-hour — predicting for next 15 min to 2 h with a time step of
1 min;

e Hour-ahead — predictions with hourly granularity with a
maximum lookahead time of 6 h;

e Day-ahead — one to three days ahead of hourly predictions;

e Medium-term — from 1 week to 2 months lead-time and daily
production; and

e Long-term — predicting one to several years for monthly or
annual production.

Each of this prediction category serves a different purpose.
Intra-hour prediction is used for forecasting ramps and high-
frequency changes in energy production. Day-ahead predictions
are beneficial in power system planning for unit commitment and
dispatch, and for electricity trading [7]. Medium-term prediction is
used for planning and asset management. Long-term predictions
are useful for assessing resources and selecting potential renewable
energy sites [8]. PV power output predictions are thus important to
guarantee a balance between generation and demand with reduced
capacity and cost of the operating reserves [9]. Producers can use
power prediction for making decisions on the energy market,
enabling them to minimise the impact of deviations between
scheduled and actual power generation [5]. This will increase the
revenues while reducing the penalties related to regulation costs
[5,10]. Prosumers can use PV prediction models for planning their
consumption patterns for matching on-site power generation and
therefore maximising their profits [11]. Predictive analytic tool, a
core component of smart-grid, could be used for the following
applications:

e Optimal control of decentralised energy systems can be ach-
ieved by using prediction model of renewable energy resources
(RES), which allows grid operators, users, owner, etc. to make
informed decisions (e.g. increasing share of RES, etc.)

e Analysing performance characteristics of different solar PV
systems.

o Fault detection and diagnosis of PV systems by comparing actual
and predicted performance. Prediction models can be used to
automatically activate an alarm in case of any potential failure.

In a recent article by Youssef et al. [12], the authors reviewed
different artificial intelligence techniques used for PV systems.
Most of the reviewed techniques require data available from PV
systems for defining expert rules or developing models. These
models are then used for sizing, control, predictions and fault
detection and diagnosis. A recent article by Reynolds et al. [13] also
provided an overview of different modelling techniques suitable for
online or near real-time control applications. One of the main
benefits of data-driven models is that they require less time to
perform prediction and can be used for quick power system plan-
ning decisions. One example of the above mentioned prediction
applications is detailed in Ahmad et al. [14]. The authors used
nonlinear autoregressive neural networks for predicting hourly
solar irradiation. According to the authors, the developed models
can be used to develop intelligent controllers that allow users to
efficiently manage energy generated from solar PV and thermal
systems. Decision trees are one of the most widely used data
mining techniques, which uses a tree like structure to classify a set
of data into various predefined target values. One of the key ad-
vantages of decision tree-based methods is that the trained model
can represent logical statements, which are easy to understand by a
non-expert. In the review article by Youssef et al. [12], none of the
cited work focussed on using decision tree-based ensemble
methods for predicting PV power output; this shows that
ensemble-based methods (particularly decision tree-based

ensemble methods — random forests, extremely randomised
trees, gradient boosted regression trees) are less explored. Random
forests and extremely randomised trees are based on ensemble
learning theory and have the ability to learn simple and complex
problems [15]. They also require less fine-tuning and often default
hyper-parameters can result in better prediction capabilities.

1.1. Motivation and contributions

Accurate prediction of energy produced by PV systems has been
identified as one of the key challenges of massive PV integrations
[16]. It allows grid operators to manage electricity generation by
making informed decisions, and hence, reduces cost and un-
certainties. Improved prediction is also useful for participants in the
electricity balancing market and energy managers, as they could
avoid possible penalties incurred due to the discrepancies between
predicted and produced energy [17]. Most widely used machine
learning methods (e.g., artificial neural networks, support vector
machines) have instability issues, and therefore are prone to be
unreliable [18]. The instability could lead in large variations in the
predicted values due to small changes in the input data [18,19]. As
the model developed in this research could be used for real-time
fault detection and diagnosis, and energy management, therefore,
the stability of developed models is important. More advanced
machine learning techniques, ensemble learning, were developed
in the early 1990s to overcome these instability issues [19,20].
Ensemble-based techniques generally perform better than the in-
dividual learners that construct them, as they overcome their
limitations and there might not be enough data available to train a
single model with better generalisation capabilities [21,22].

The research presented in this paper mainly addresses the
following aspects.

o The use of tree-based ensemble methods to provide insight into
the analysis of the variable importance of each input feature.
Currently, domain knowledge is widely used to reduce input
variable space;

e The use of ensemble-based techniques for solar PV systems as
most of the previous research work are focussed on artificial
neural networks and its variants, support vector machines and
regressive methods, and;

e To demonstrate that tree-based ensemble methods can improve
the prediction and stability of the developed model. These
techniques are more computationally efficient as compared to
the most widely use techniques in the literature (for example,
support vector regression).

The paper compares the performance of a recently developed
machine learning method — extra trees, with random forest and
support vector regression. The rest of the paper is organised as
follows: Section 2 details literature review of techniques used for
PV power generation prediction. In Section 3, we describe princi-
ples of random forest, extremely randomised trees and support
vector regression. The methodology of the developed prediction
models is presented in Section 4. Prediction results and discussion
are detailed in Section 5, whereas concluding remarks and future
research directions are presented at the end of the paper.

2. Related work

In literature, different forecasting techniques have been applied
to predict photovoltaic (PV) power output. These studies can be
classified as direct [23—26] and indirect [27—31] techniques. Direct
methods are based on the system output, i.e. using historical PV
outputs and weather data as inputs [32]. In indirect methods, soalr
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radiation is predicted first by using its historical values and weather
data. These predicted solar radiation values are then used to predict
PV power output [32]. Hiyama and Kitabayashi [33] developed an
artificial neural network based method to predict maximum power
generation from a PV module. The authors used solar irradiation,
outdoor air temperature and wind velocity as input features. From
the results, it was found that the proposed method was able to
provide better prediction results. In literature, similar studies were
also performed by Bahgat et al. [34], Chen et al. [35], Rus-Casas et al.
[36]. According to the authors of these studies, feedforward ANN is
the most recommended artificial neural network, while the most
important input features for predicting solar output are solar ra-
diation and outdoor air temperature.

Almonacid et al. [37] proposed a methodology for short-term
(1h ahead) PV forecasting. The methodology was based on the
accurate short-term forecast of the solar radiation and outdoor dry-
bulb temperature. The authors developed two dynamic artificial
neural networks for forecasting solar radiation and outdoor air
temperature. These predicted values were then used to predict PV
power. Sulaiman et al. [38] developed a hybrid multi-layer feed-
forward neural network for predicting the output from a grid-
connected PV system. The authors used an artificial immune sys-
tem to find optimal values of network's hyper-parameters. In this
paper, a small number of data samples were used as training and
testing datasets and therefore, the resulting model may not have
captured seasonal variations. Kazem et al. [39] modelled solar PV
power output by using support vector machines. The developed
model used solar radiation and outdoor air temperature as inputs
and predicted photovoltaic current. Kazem and Yousif [40] also
used SVM and compared its performance against generalised
feedforward networks (GFF), multilayer perceptron (MLP) and self-
organising feature maps (SOFM). It was found that all developed
models achieved a low value of RMSE of about 0.25.

Support vector machine technique can solve non-linear and
high-dimensional problems. One of the key advantages of SVM is
that they can overcome the problem of over-fitting and have fewer
chances of getting stuck in the local minima as it is a convex opti-
mization algorithm [41]. Yang et al. [32] proposed a weather-based
hybrid method for day-ahead hourly prediction of PV power
output. The authors used self-organising map (SOM) and learning
vector quantization (LVQ) networks for classifying the historical PV
power output data. Support vector regressions (SVR) was then
employed to train the input/output dataset, and fuzzy inference
method was used to select an adequate trained model. It was found
that the proposed method achieved better performance than the
simple SVR and ANN. Shi et al. [26] also proposed PV prediction
methodology based on weather classification and support vector
machines. The results showed that the proposed prediction model
was effective and promising for grid-connected systems.

It is evident from the literature that different methodologies
have been applied to predict photovoltaic power output. Artificial
neural network is one of the most widely used methods. However,
ANN requires the user to specify different parameters of the model
(e.g. no. of hidden layer (s) neurons, number of neurons in hidden
layers(s), no. of training epochs, etc.). Also, ANN has some limita-
tions while dealing with highly uncertain data. On the other hand,
fuzzy logic can not learn directly from historical data and may not be
effective as it is based on human knowledge [42]. Generating expert
rules for fuzzy logic systems is a challenging task, and therefore best
practices or human knowledge is often used to develop initial rules.
A review on probabilistic forecasting techniques for PV power
generation can be found in van der Meer et al. [43].

Decision trees are one of most widely used machine learning
techniques for classification and regression problems. The method
uses a tree-like structure to classify a set of data into various

predefined target values (for regression problems) [15]. However,
traditional CART (classification and regression trees) have some
limitations, e.g. the final tree is not guaranteed to be optimal, trees
are unstable, and significant changes can occur due to a small
change in the training sample values [15]. In order to overcome this
drawback, different enhancements of CART were developed, e.g.
random forest, extra trees, gradient boosted regression trees. To the
best of authors' knowledge, there are limited studies that investi-
gated the applicability of decision tree based method and in
particular tree-based ensemble methods for predicting PV power
generation. Zamo et al. [8] benchmarked prediction models for
hourly PV electricity production. The authors compared ten ma-
chine learning models, including binary regression trees, bagging,
boosting, random forest and support vector machines. It was found
that the RMSE was between 9% and 12% for different power plants.
A recent article by Ref. [44] also explored the use of RF for pre-
dicting output current of a photovoltaic grid-connected system. The
RF model performed better than the ANN-based model. The paper
presents ensemble-based machine learning techniques for pre-
dicting 1-h-ahead prediction of PV power generation.

3. Machine learning techniques for PV forecasting
3.1. Support vector regression

Support vector regression have been extensively applied in
building energy and renewable energy generation prediction ap-
plications. The method is highly effective in solving non-linear
problems even with small sample of training datasets. SVM
adopts the structure risk minimisation (SRM) principle, which
minimises an upper bound of the generalisation error comprising
of the sum of the training error and a confidence level [45]. This
principle is different from the traditional empirical risk mini-
misation (ERM), which only minimises the training error. The basic
concept of SVM applied to regression problems is to introduce
kernel function, map the input space into a higher dimensional
feature spaces via a non-linear mapping and to perform a linear
regression in this feature space [46,47].

Assuming normalised input parameters consists of a vector X;
and Y; is the photovoltaic power output (i represents the ith data-
point in the dataset). For this case, the sample set can be defined
as {(X;, Y,»)}f'zl, where N is the total number of samples. Support
vector regression approximate the function using the form given in
Equation (1) [45,48].

Y=fX)=W-a(X)+b (1)

In Equation (1), @(X) denotes the high-dimensional space. A
regularised risk function, given in Equation (2), is used to estimate
coefficients W and b [46].

Minimise : %HWHZ —O—C%ile:Ls(Yivf(Xi)) (2)
_J0o, lYi —fXi) < e
Le(Yi,f (X)) = { |Y; — f(X;)| — e, others (3)

|W|)? is known as regularised term and C is the penalty parameter
to determine the trade-off between model flatness and training
error. The second term of Equation (2) is the empirical error and is
measured by the e-intensity loss function (Equation (3)). This de-
fines a ¢ tube shown in Fig. 1. The loss function is zero if the pre-
dicted value is with the tube shown in Fig. 1. Otherwise, the loss is
the magnitude of the difference between the radius ¢ of the tube



468 M.W. Ahmad et al. / Energy 164 (2018) 465—474

Observed

Predicted i

\/

Fig. 1. The parameters of the support vector regression.
Source: [49,50].

and predicted value [46]. In order to estimate W and b, above
equation is transformed into the primal objective function given by
Equation (4) [46].

R 1 1 N .
erilmlse . i”WHz n CN (:1 n Z])
Cl ) clv W7 b i=1 (4)
Y,‘*W'@(Xi)fb §€+Z]
Subject to:{ W-@(x;)) +b<e+{},i=1,2...,N

41>0 3>0

where, {; and {j are the slack variables. By introduction of kernel
function K(X;,X;), the Equation (4) is written as bellow;

XN: zN:(a,- —a) (aj - a}‘).K(X,-,Xj) - sle:(a,- —a)

{a{e}} 25

Minimise 1

(5)
N
Subject to: ; (o — ) =0
o, 0 €[0,C]

In Equation (5), a;,«; are Lagrange multipliers, i and j are
different samples. Therefore, Equation (1) becomes [46];

(o - o )K(X.X;) + b (6)

3.2. Random forest

A random forest (RF) is an ensemble-based machine learning
technique, consisting of a large number of trees. In random forest,
the performance of a number of weak learners (decision trees in
this case) is boosted via a voting scheme. The main hallmarks of
random forest are; 1) random feature selection, 2) bootstrap sam-
pling, 3) out-of-bag (OOB) error estimation, and 4) full depth de-
cision tree growing [51]. Random forest improves the classification
and regression trees (CART) by combining a large number of clas-
sification and regression trees. In random forest, there is no need to

perform cross-validation as it can natively perform out-of-bag error
estimation in the process of constructing the forest. The OOB error
estimation is claimed to be unbiased in different tests [52].

The training procedure of a random forest can be summarised in
following steps:

e Draw a bootstrap sample from the original dataset;

e For each bootstrap drawn in step 1, grow an unpruned regres-
sion (or classification) tree, with the following modifications: at
each node, randomly sample (K) of the input variables and select
the best split from among those variables; and

e Repeat step 1 and 2 until C such trees as grown, and predict new
data by aggregating the prediction of the C trees.

3.3. Extremely randomised regression trees

An extremely randomised trees (or extra trees) algorithm [53] is
a tree-based ensemble machine learning method. It is a relatively
recent algorithm and was developed as an extension of random
forest algorithm. Extra trees algorithm uses a classical top-down
procedure to build an ensemble of unpruned classification/regres-
sion trees. Extra trees (ET) uses a random subset of features to train
each base estimator, which is the same principle employed by
random forest (RF) algorithm. However, instead of selecting the
most discriminative split in each node, ET randomly selects the best
feature along with the corresponding value for splitting the node
[54]. Also, random forest uses bootstrap replica to train the pre-
diction model, whereas, ET uses the whole training dataset to train
each regression tree in the forest. These key differences make ET
less likely to overfit a data as they have reported better perfor-
mance in Ref. [53].

4. Methodology
4.1. Data description

The studied photovoltaic system has a peak power of 50 kWp
and comprises of 200 modules with each having a capacity of 250
Wp. The system is installed in a low energy educational building
(rated BREEAM excellent = LEED platinum). Power output from the
system is metered every 30 min. The building also has an on-site
weather station, which monitors solar radiation, outdoor air tem-
perature and relative humidity, wind speed and direction, and at-
mospheric pressure. The developed prediction models are defined
and trained to obtain best prediction results. For each trained
model, the input dataset includes 1-h interval data of weather
parameters, time information and previous hour solar PV power
output values. The output of the model is the next hour PV power
output from the system. The hourly values of outdoor air temper-
ature, relative humidity, solar radiation and wind speed are shown
in Fig. 2. Fig. 3 shows the system's hourly power output.

4.2. Model performance evaluation

To assess the performance of developed models, root mean
square error (RMSE), mean absolute error (MAE) and determination
coefficient (R?) were determined. Determination coefficient was
adopted to measure the correlation between the actual and pre-
dicted PV values. The former two indicators are defined as below;

SNy - v)?

RMSE = N (7)
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Fig. 2. Weather data of Cardiff, Wales, UK. The data shown in the figure is from 01/01/2015 00:00 until 31/12/2015 23:00.

50

N
o

w
o

PV output (kWh)
N
o

-
o

0 1000

2000

3000 4000 5000

Time (hr)

6000 7000 8000

Fig. 3. Actual hourly PV system power output. The data shown in the figure is from 01/
01/2015 00:00 until 31/12/2015 23:00.

1N
MAE = 5 ;Wi - Vil (8)

where y; is the predicted value, y; is the actual value, and N is the
total number of samples. In this work, root mean squared error
(RMSE) is used as a primary evaluation metric. MAE is used as a first
tie-breaker, and R? is used as the final tie-breaker. The two tie-
breaker were taken in account when the primary evaluation
metric (RMSE) did not provide a statistical difference between two
models.

The implementation of extra trees, random forest, support
vector regression included in the scikit-learn [55] module of python
programming language was used for all developmental and
experimental work. The work was carried out on a personal com-
puter (Intel Core i5 2.50 GHz with 16 GB of RAM).

5. Prediction results and discussion

This section details the prediction results obtained with tree-
based ensemble machine learning methods (random forest and
extra trees) and support vector regression, which are described in
Section 3. This section also presents an assessment of the impact of
different hyper-parameters on model's performance. For this pur-
poses, a stepwise searching method to find optimal values of
model's hyper-parameters.

5.1. ET and RF hyper-parametric tuning

Performance of studied ensemble tree-based algorithms de-
pends on the adjustment of three-hyper-parameters, i.e. number of
trees (M), number of minimum samples required for splitting a
node (n.,;,) and attribute selection strength parameter (K). K is the
number of randomly selected features at each node during the tree
growing process. It determines the strength of variable selection
process and for most regression problems is set to p, where p is the
dimension of the feature vector [53]. Parameter M denotes the total
number of trees in the forest, for this study we fixed this parameter
to 1000 trees. It is worth mentioning that the number of trees is
directly related to computational time, and therefore a reasonable
number of trees needs to be selected to optimise prediction per-
formance and computational time. For ET, different values of n;, in

Table 1
Results of various n;,, where K = n and M = 1000 for ET model.
nmin R?(-) RMSE (kWh) MAE (kWh)
2 0.9221 2.2646 1.0281
3 0.9224 2.2605 1.0256
5 0.9234 2.2456 1.0190
7 0.9245 2.2301 1.0121
10 0.9252 22189 1.0086
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the range of [2,10] were experimented to assess the prediction
performance dependence on np,;,. Table 1 details the performance
of prediction models while varying np;,. It was found that varying
Nmin did not yield a significant improvement for photovoltaic po-
wer prediction dataset. For this dataset, a value of 3 was selected as
it resulted in slightly better performance than the default value of 2.
The minimum number of samples required to split an internal node
could be an important hyper-parameter depending on the problem.
However, in our case, this parameter did not significantly improve
our result (as demonstrated in the ET parametric study) and
therefore was kept as default (i.e. equal to 2) for RF models.

For ET, K values were varied in the range of [1,5] (i.e., total
number of features selected for model construction process).
Table 2 shows that the attribute selection parameter did not
significantly improve the performance and therefore a default
value of 5 (i.e., total number of selected features) was selected for
this problem. Table 3 presents the results obtained by varying K for
RF models; it was found that for predicting hourly photovoltaic
power output, this parameter did not significantly enhance the
performance of RF models. Therefore, we selected K=2 for our
experiments as it performed slightly better than other values and
the trained RF model had an R? value of 90.10.

Maximum tree depth was also varied to the study models’
performance dependence on this parameter. Table 4 shows that
maximum depth has a significant influence on ET model's perfor-
mance. It was found that deeper trees resulted in better perfor-
mance. A maximum depth of 1 resulted in an R? value of 0.729348
(under-fitted model). It was also found that for ET models, trees
deeper than 7 did not perform significantly better as the perfor-
mance metrics were approximately equal. Also, the performance of
trees deeper than 12 levels started to deteriorate. The depth of a
tree in the forest is implicitly fixed by ny;, i.e., the smaller the value
of minimum samples required for splitting a node, the deeper the
tree. Table 5 shows the effect of tree depth on the performance of a
random forest. It was found that a random forest constructed with
deeper trees resulted in better prediction accuracy. A maximum
depth of 1 led to under-fitting, and the model resulted in a lower
value of R? (0.729976) and higher values of MAE (3.752482) and
RMSE (3.752482). Also, the performance of the model did not
significantly improve with trees deeper than 7 levels. The results
show that default values of hyper-parameters of studied ensemble
tree-based models are near-optimal and could result in a robust
prediction model.

5.2. SVR hyper-parametric tuning

Performance of support vector regression models depends on a)
kernel function and b) specific parameters of the selected kernel
function. In literature, radial-basis function (RBF) kernel is widely
used for regression problems. It non-linearly maps samples into a
higher dimensional space and can easily handle the non-linear
relationship between class labels and attributes [49]. Polynomial
kernel function has more hyper-parameter to tune as compared to
RBF kernel, and as more parameters increase the complexity of the
model, therefore RBF was selected as a preferred kernel function for

Table 2
Results of various K, where n,;, =2 and M = 1000 for ET model.
K R?(-) RMSE (kWh) MAE (kWh)
1 0.9255 2.2148 1.0433
2 0.9258 2.2105 1.0164
3 0.9245 2.2300 1.0168
4 0.9226 2.2561 1.0242
5 0.9218 2.2685 1.0287

Table 3

Results of various K, where n,;, =2 and M = 1000 for RF model.
K R?(-) RMSE (kWh) MAE (kWh)
1 0.9260 2.2072 1.0202
2 0.9270 2.1923 0.9914
3 0.9257 2.2118 0.9959
4 0.9245 2.2291 0.9993
5 0.9239 2.2383 1.0019

Table 4

Results of various dy;,, where nq,;, =2, K=5 and M = 1000 for ET model.
dmin R? (-) RMSE (kWh) MAE (kWh)
1 0.7293 42215 3.0193
3 0.8758 2.8598 1.6635
5 0.9122 2.4040 1.2384
7 0.9231 2.2499 1.0851
9 0.9258 2.2108 1.0326
10 0.9262 2.2043 1.0194
11 0.9261 2.2053 1.0126
12 0.9260 2.2080 1.0080
13 0.9251 2.2208 1.0109
15 0.9239 2.2381 1.0139
20 0.9220 2.2661 1.0273

Table 5

Results of various d;,, where ny,;, =2, K=5 and M = 1000 for RF model.
dmin R% () RMSE (kWh) MAE (kWh)
1 0.7300 4.2166 3.0440
3 0.8769 2.8470 1.6583
5 0.9122 2.4046 1.2348
7 0.9233 2.2470 1.0832
9 0.9266 2.1986 1.0244
10 0.9271 2.1903 1.0106
11 0.9272 2.1891 1.0007
12 0.9270 2.1919 0.9945
13 0.9265 2.1999 0.9922
15 0.9251 2.2201 0.9966
20 0.9237 2.2409 1.0028

this problem. For RBF, there are three hyper-parameters to tune, i.e.
kernel coefficient (), penalty parameter of the error term (C) and
radius (e).

According to the definition of kernel coefficient by Chang and
Lin [56], — v = 1/K; where K is the number of input variables.
Therefore, in this case, y=1/5 was used to estimate hourly PV
power output values. Penalty parameter (C) is used to find the
trade-off between the model complexity and the degree to which
deviations larger than e are tolerated in the optimization formu-
lation. A small value of C will place small weight on the training
data and therefore result in under-fitted model [50]. On the other
hand, too large values of C would under-fit the training dataset as
the objective will only be to minimise the empirical risk only. A
step-wise search was used to find optimal values of C and e. In this
study, e was fixed at 0.1 while varying C over the range of 2-7 and
27. The results are shown in Table 6. From Table 6, it is evident that
initially there was significant increase in the performance of the
model with an increase of C, however with larger values of C, the
performance increased only slightly. It was also found that the
larger values of C resulted in over-fitting the training dataset. It was
concluded that higher values of C did not significantly enhance the
model's performance and also it is computationally extensive to
train SVR model with larger values of C. Therefore, a value of 23 was
selected for C. Parameter ¢ controls the width of the e-intensive
zone and a too large value of this parameter deteriorate the
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Table 6

Results of various C, where € = 0.1 for SVM model.
C R (-) RMSE (kWh) MAE (kWh)
2-7 0.1634 7.4221 3.7624
2-6 0.4584 5.9720 2.9750
2-5 0.7041 44140 2.1946
2-4 0.8186 3.4559 1.7601
2-3 0.8543 3.0969 1.5990
2-2 0.8704 29215 1.5126
2-1 0.8802 2.8085 1.4372
20 0.8911 2.6781 1.3485
21 0.9016 2.5455 1.2575
22 0.9089 2.4488 1.1856
23 0.9131 2.3924 1.1399
24 0.9154 2.3605 1.1115
25 0.9167 2.3424 1.0937
26 09178 2.3268 1.0806
27 0.9184 23174 1.0716

Table 7

Results of various &, where C= 23 for SVM model.
e R? (-) RMSE (kWh) MAE (kWh)
2-10 0.9127 2.3980 1.1310
2-9 0.9127 2.3982 1.1310
2-8 0.9126 2.3984 1.1312
2-7 0.9126 2.3983 1.1312
2-6 0.9126 2.3981 1.1315
2-5 0.9127 2.3974 1.1320
2-4 0.9129 2.3951 1.1340
2-3 0.9131 23915 1.1456
2-2 0.9132 2.3899 1.1745
2-1 0.9133 2.3890 1.2343
20 0.9108 24231 1.4273
21 0.8959 2.6183 1.8857
22 0.8351 3.2956 2.7262
23 0.6166 5.0241 43177

accuracy of training dataset [49]. For tuning e, its values were varied
over the range of 2-10 and 23 while keeping C = 8. From the results
in Table 7, it can be seen that smaller values of e did not have sig-
nificant influence on the performance of the model. However, the
performance drastically reduced for values larger than 2. From re-
sults, a value of 2> was selected for e.

5.3. Testing results

Predictive performance of all of the three developed models are
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PV power output (kWh)
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nearly comparable, Fig. 4 illustrates the plots of hourly PV power
output values predicted by RF model vs measured data for the
testing dataset. The results clearly show the level of linear rela-
tionship to illustrate the model's capability to accurately predict PV
power output. Due to higher fluctuations of solar radiation (and
therefore in PV power output), more differences between actual
and prediction values are observed during some of the hours in the
testing dataset. Nevertheless, the developed models showed strong
non-linear mapping generalisation ability, and can be effective in
predicting hourly PV power output. A comparison between the
measured and predicted values for both training and testing data-
sets is given in Table 8. According to the results, RF performed
marginally better on both training and testing datasets as
compared to the other two developed models. For all three models,
the R? values were higher than 90% and RMSE values were in the
range of 2.24 and 2.40. From these results, it is evident that the
developed models have capabilities to accurately predict the hourly
PV power output.
A comparison of different computational intelligence models
and actual PV data is presented in Table 9. The mean value, which
measures the central tendency within a dataset, shows that all
models closely resemble the actual PV data. Standard deviation
quantify the amount of variations and it was found that SVM has
nearly similar standard deviation as actual PV data. Median values
of all three developed models do not match with the actual data.
Minimum and maximum values assist in identifying outliers in the
dataset. It was found that SVM has a slightly lower minimum value.
Whereas, RF and ET have maximum values higher than the
maximum value of the actual PV data. Skewness and Kurtosis
measure the normality of a dataset. In other terms, Skewness and
Kurtosis measure the “tailedness” and “asymmetry” of the proba-
bility distribution of a real-valued random variable. It was found
that the developed models have marginally different Skewness and

Kurtosis values than the actual PV data's values.

5.4. Number of training samples

The number of samples in the training dataset has two impacts
on machine learning model a) with the increase in the number of
training data sample, it is expected that the prediction accuracy of
the model will increase, and b) it increases the training time of the
model and memory usage during the training phase. To demon-
strate the effect of training data sample on model's performance
and time required to construct a model, different experiments were
performed by varying the number of samples in the training
dataset. Fig. 5 (a) demonstrates the effect of the number of training
data samples on prediction accuracy. Performance evaluation
metric (R%) was calculated on training and testing datasets. For ET
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Fig. 4. Prediction results from random forest model on testing dataset.
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Table 8
Comparison of models on training and testing datasets.
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Model Training dataset Testing dataset

R? (%) RMSE (kWh) MAE (kWh) R? (%) RMSE (kWh) MAE (kWh)
Extremely randomised trees 0.9272 2.2860 1.0689 0.9231 2.2499 1.0851
Random forest 0.9367 2.2639 1.1000 0.9233 2.2470 1.0832
Support vector regression 0.9105 2.3974 1.1321 0.9127 2.3973 1.1321

Table 9
Comparison of the statistical measures on testing dataset for different studied ma-
chine learning models.

Factor/variable Actual PV data  RF ET SVM
Mean 4.594 4.900 4.901 4.854
Median 0.066 0.247 0.276 0.277
Standard Deviation ~ 7.980 7.824 7.842 7.986
Sample Variance 63.674 61.221 61.505 63.776
Kurtosis 3.654 2426 2427 2.982
Skewness 2.049 1.775 1.777 1.903
Range 39.880 35.262 35.320 39.567
Minimum 0 0.005 0.006 —0.168
Maximum 39.880 35.267 35.326 39.399
Sum 15577.164 16617.252 16617.966  16460.067

and REF, it was found that increasing the number of samples in-
creases models' performance on the testing dataset. It can be seen
in Fig. 5(a) that both ET and RF showed almost same behaviour on
the testing dataset, and models' accuracy quickly increased be-
tween n = 250 and n = 1000. SVR showed relatively lower accuracy
on both training and testing datasets. Fig. 5(b) shows that RF has
significantly higher training and prediction time as compared to ET
and SVR. RF's training and prediction time has approximately direct
relationship with the number of data samples. It can be noticed that
ET has the lowest training and prediction time (8.46s) than the
other two techniques (14 s for SVR and 21.5 s for RF) on full sets of
training and testing datasets. As discussed by Ahmad et al. [15], it is
also worth mentioning that training time could depend on a
number of factors. e.g. implementation of the studied algorithm,
input data representation and sparsity, complexity of the model
(e.g. increasing number of trees could increase the complexity of
the problem and also the training time) and feature extraction.
Fig. 6 shows the relative importance of each input feature used
during the training phase of ensemble tree-based algorithms as
well as its Pearson correlation with PV output. It is interesting to
note that each of the tested machine learning models has different
variable importance score for each input feature. As an example; for
the ET model, solar radiation is the most influential input feature
with a variable importance score of 0.782. On the other hand, the

ERF mET mCorrelation

Feature importance/Pearson correlation

DBT RH Rad WS PR Hr Day Mon Previous

Fig. 6. Feature importance and Pearson correlation for PV power output prediction.
Notes: Previous: Previous hour's PV power output, Mon: Month of the year, Day: Day of
the year, Hr: Hour of the day, PR: Atmospheric pressure, WS: Wind speed, Rad: Solar
radiation, RH: Outdoor air relative humidity, DBT: outdoor air dry-bulb temperature.

previous hourly value of PV output is the most important param-
eter for the RF model. Both of these input features (i.e. solar radi-
ation and previous hour value) are highly correlated to PV power
output, as demonstrated by their Pearson correlation coefficients. It
can also be noticed that month of the year, the day of the week and
outdoor air relative humidity are negatively related to the PV power
output. It is worth mentioning that the procedure of selecting
important variables was performed before training ET and RF
models, and only influential variables were used for model devel-
opment purposes. Evaluating feature importance helps in dimen-
sionality reduction to improve model's performance on a high-
dimensional dataset. The performance by reducing dimension of
input features can be enhanced by enhancing the generalisation
capabilities of the model and/or reducing the training time [15].
Table 10 illustrates the R?, RMSE and MAE values for both training
and testing datasets by using all or some of the considered input
variables for the ET model. First, the performance metrics are
shown for a model which considers all of the input variables and
then metrics are listed for the ET model considering fewer inputs.
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Fig. 5. a) Effect of number of training data samples on prediction accuracy, b) Effect of number of training data samples on training and prediction time.
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Table 10
Comparison of full and reduce ET models on training and testing datasets.

Input variables Training dataset

Testing dataset

R? (%) RMSE (kWh) MAE (kWh) R? (%) RMSE (kWh) MAE (kWh)
DBT, RH, Rad, WS, PR, Hour, Day, Mon, Previous 0.9192 2.3348 1.2056 0.9156 23574 1.2197
RH, Rad, WS, PR, Hr, Day, Mon, Previous 0.9209 2.3092 1.1706 0.9178 2.3262 1.1812
DBT, Rad, WS, PR, Hr, Day, Mon, Previous 0.9212 2.3052 1.1672 0.9181 2.3216 1.1779
DBT, RH, WS, PR, Hr, Day, Mon, Previous 0.8926 2.6912 1.4912 0.8858 2.7426 1.5396
DBT, RH, Rad, PR, Hr, Day, Mon, Previous 0.9214 23017 1.1669 0.9184 2.3180 1.1789
DBT, RH, Rad, WS, Hr, Day, Mon, Previous 0.9212 2.3058 1.1652 0.9182 2.3206 1.1748
DBT, RH, Rad, WS, PR, Day, Mon, Previous 0.8964 2.6433 1.4065 0.8862 2.7376 1.4591
DBT, RH, Rad, WS, PR, Hr, Mon, Previous 0.9210 2.3087 1.1698 0.9180 23231 1.1793
DBT, RH, Rad, WS, PR, Hr, Day, Previous 0.9211 2.3065 1.1731 0.9179 2.3258 1.1841
Temp, RH, Rad, WS, PR, Hr, Day, Mon 0.8851 2.784 14212 0.8801 2.8094 1.4544
Radiation 0.8450 3.2327 1.5878 0.8367 3.279 1.6390
Previous 0.83540 3.3317 1.8569 0.8199 3.4436 1.9453

Notes: DBT: Outdoor air temperature, RH: Relative humidity, Rad: Solar radiation, hr: Hour of the day, WS: Wind speed, Day: Day of the year, Previous: Previous hour's PV

power output, PR: Atmospheric pressure, Month: Month of the year.

Please note that all models are trained and tested on the same
datasets. From results, it is clear that even if solar radiation and
previous hour energy generation are the most influential variables
(seeresults in Fig. 6), using only them deteriorates the performance
of the model. Therefore, it is critical to use other important vari-
ables selected by the RF and ET algorithms.

6. Conclusions

In this study, the feasibility of utilizing tree-based ensemble
methods (extra trees and random forests) and support vector
regression to predict the hourly output from a photovoltaic system
was evaluated. For this purpose, a PV system installed in Cardiff, UK
was used as a case study. The capability of decision tree-based
ensemble for predicting the photovoltaic power produced has
been verified with a better prediction accuracy of the models. To
appraise the models' prediction performance, different well-known
statistical parameters of MAE, RMSE and R? were used. It has been
found that ET and RF performed marginally better than the widely
used machine learning method — support vector regression. The
results also demonstrated that ET has significantly lower training
and prediction time, i.e. 8.46 s as compared to 21.5s and 1 s for RF
and SVR, respectively. The paper also proposed using tree-based
ensemble methods to provide insight into the analysis of the
importance of each input variable. The presented analysis will
allow researchers and industry practitioners to gain better under-
standing of the modelled systems.

The developed machine learning models can be applied to
predict 1-h-ahead PV power generation based on different weather
parameters, date time information and previous hour values of
photovoltaic power output. The models are developed for stand-
alone PV system; however, they could be used to predict PV po-
wer output in grid-connected systems. The advantages of the tree-
based ensemble methods are that they have only a few tuning
parameters and in most cases default hyper-parameter can result in
satisfactory prediction performance. RF performs internal cross-
validation (i.e., using out-of-bag samples) and can be used to
handle high-dimensional datasets. The proposed extra trees algo-
rithm is computationally efficient and is more suitable for online or
near real-time optimization/control applications. In future, the
designed ensemble-based models will be used to detect perfor-
mance gap in the PV system, and the system will be able to detect
faults based on the comparison between actual and predicted po-
wer output. There will be a need to incorporate a procedure to
detect different types of PV faults. There is also a need to investigate
the performance of other decision tree-based methods, e.g.,

Gradient boosted regression trees, Mondrian forests. Future studies
will also focus on assessing the performance of tree-based
ensemble methods in other time-scales and for different climate
conditions. Development of separate models based on weather
classification (i.e., classifying weather on different weather condi-
tions — clear sky, foggy day, cloudy day and rainy day) will also be
investigated in future. There is also a need to explore Big Data
technologies for training and deploying renewable energy predic-
tion models.
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