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ABSTRACT: Fast transfer of photoinduced electrons and subsequent slow 
electron−hole recombination in semiconductor heterostructures give rise to long-
lived charge separation which is highly desirable for photocatalysis and photovoltaic 

applications. As a type II heterostructure, CdS/TiO2 nanocomposites extend the 
absorption edge of the light spectrum to the visible range and demonstrate eff ective 
charge separation, resulting in more efficient conversion of solar energy to chemical 
energy. This improvement in performance is partly explained by the fact that CdS/ 

TiO2 is a type II semiconductor heterostructure and CdS has a smaller energy band 

gap than UV-active TiO2. Ultrafast transient absorption measurements have revealed 

that electrons generated in CdS by visible light can quickly transfer into TiO2 before 
recombination takes place within CdS. Here, using time-domain density functional 
theory and nonadiabatic molecular dynamics simulations, we show how electronic 

subsystems of the CdS and TiO2 semiconductors are coupled to their lattice  
vibrations and coherently evolve, enabling eff ective transfer of photoinduced electrons from CdS into TiO2. This very 
fast electron transfer, and subsequent slow recombination of the transferred electrons with the holes left in CdS, is 

verified experimentally through the proven efficient performance of CdS/TiO2 heterostructures in photocatalysis and 
photovoltaic applications. 

 
 
 
 
 

 

 
1. INTRODUCTION 
 
Increasing environmental concerns over the extensive use of 
fossil fuels have led to research into the development of new 
technologies to convert solar energy into chemical and electric 
forms. Much attention has been dedicated to fabrication of 
solar-to-electricity/gas-conversion nanodevices based on semi-

conductor heterostructures.
1−4

 In particular, heterostructures 

composed of metal oxides, such as TiO2, are promising 

because they are abundant and photoresistive as well as 

chemically stable.
5−8

 However, use of these materials is held 

back due to large band gaps (larger than 3 eV)
9
 that can utilize 

only the very short-wavelength (near-UV) portion of the 
sunlight spectrum. Another drawback is eff ective charge 
carrier recombination, in which photoinduced electrons and 
holes recombine before they are well separated, which is 
required if  
they are to initiate photoreduction

10−14
 or conduct an 

electric current.
4,15−18 

 
Making customized interfaces of diff erent semiconductors can 

largely alleviate the disadvantages of isolated materials, e.g., the 

very low harvesting of visible light and high electron−hole 

recombination rates.
19

 Small band gap semiconductors, such as  

 
CdS, CdSe, or related materials, can be used not only to 

improve the optical activity of TiO2 and extend it to the visible 

range of the solar spectrum but also to enable eff ective charge 
separation in the semiconductor, thereby sufficiently increasing 
the lifetimes of photoinduced charges before they are lost as a 
result of recombination. The CdS-led visible activation of 

TiO2 has been evidenced on numerous occasions by photo-

electrochemical measurements, demonstrating high hydrogen 

generation rates for TiO2 coupled to CdS under visible light 

illumination.
20−23

 Similarly, for photovoltaic applications 

experimental measurements have shown a substantial increase 

in generated photocurrent for CdS-sensitized TiO2 photo-

anodes exposed to solar light.
24−26

 In addition to spectral 

improvement, these materials are thermally stable and 

photochemically robust, and combined with TiO2 they provide 

highly durable heterostructures for photoconversion applica-
tions.  
 
 

  



 
 

When TiO2 is complemented by CdS, a type II electronic 
band alignment for the semiconductor heterostructure is 
formed. This enables an eff ective charge separation across the 

CdS/TiO2 junction as a result of the thermally favorable 

injection of visible-light-excited electrons from the conduction 

band (CB) of CdS into the CB of TiO2.
27

 The electron transfer 

has been measured to be faster than the recombination of the 

photoelectrons and holes.
28−30

 This fast transfer could reduce 

the recombination of the photoinduced charges, thus resulting 
in longer-lived photoinduced electrons, which is desirable for 

postseparation photoreduction processes.
20,21

 However, the 
electron transfer efficiency could be reduced by other 
competitive electron loss pathways, such as electron− hole 
recombination across the interface or charge trapping on the 

surface of the semiconductor electron donor.
31,32 

 
Recently, synthesis of CdS/TiO2 heterostructures with 

diff erent morphologies, e.g., CdS quantum dots,
33,34

 nano-

particles/nanotubes,
20,35

 and core−shell forms,
29

 has been 
reported. Ultrafast transient absorption (TA) spectroscopy 
measurements have shown fast transfer of photoexcited 

electrons across CdS/TiO2 interfaces before the electron 

and hole recombine in CdS nanocrystals.
28,29

 It has been 
also shown that the electron injection from the zinc-blende 
phase of CdS nanocrystals is remarkably faster than from 

the wurtzite phase.
29 

 
Here, using nonadiabatic molecular dynamics (NAMD) 

within the framework of time-dependent density functional 
theory (TDDFT), we have studied the dynamics of photo-

excited charges in the CdS/TiO2 heterostructure and made 
complete time-resolved comparisons of electron transfer (ET) 
and possible electron−hole recombination pathways across the 

CdS(110)/TiO2(101) interface and inside each isolated 
semiconductor. This choice of the interface is based on 

HRTEM observations made by Zhang et al.,
36

 who showed 
that CdS and CdSe layers form an interface of CdS(110)/ 

TiO2(101) with anatase TiO2 layers. By quantifying inter-
actions of quantum electronic subsystem and phonon 

vibrations of the CdS/TiO2 interface, our NAMD calculations 
rationalize the results of recent experimental TA measure-

ments
30

 and provide very good qualitative comparison with 
results of some other works that report time-resolved 

measurements of hot carrier dynamics in CdS/TiO2 

junctions.
28,29

 The computed electron transfer and recombi-
nation time scales are in good agreement with TA measure-

ments of Mazumdar et al.,
30

 and their relative orders of 

magnitude are consistent with recent experimental reports.
28,29 

 
Our study provides numerical evidence that both adiabatic 

and nonadiabatic mechanisms largely contribute to the fast ET 

from CdS into TiO2.
37

 The former mechanism is strongly 
dependent on delocalization of donor or acceptor orbitals, 

while the latter requires a high density of CB states for TiO2 as 
well as some vibrational phonon modes to accommodate the 
energy released during the nonadiabatic cooling of the 
photoexcited electronic subsystem.  

Two possible electron−hole recombination processes within 

CdS and across the CdS/TiO2 interface have been resolved to 

take place over longer time periods, and these are in very good 
agreement with reported time scales from TA measure-

ments.
28−30

 The slow recombination across the junction is due 

to very weak nonadiabatic coupling (NAC) between associated 
two edge electronic states as well as extremely rapid loss of the 
quantum coherence between these states. 

 
An absorbed photon in CdS excites an electron from the 

valence band (VB) into the CB forming a transient 
electronic state inside the CdS nanocrystal. After excitation 
of the CdS electronic state, the photoexcited electron can 
transfer either adiabatically, by passing over a transition 
state barrier, or nonadiabatically, by hopping between the 

donor and acceptor states, into the CB of TiO2, causing 
charge separation. Following the adiabatic electron transfer, 

the electron trans-ferred diffuses into the TiO2 bulk, 
relaxing to the bottom of the CB, while the energy released 
is accommodated into the crystal vibrations. 

Before the ET process, the photoexcited electron can 
recombine with the hole generated in the VB. As a result of 
the recombination, both photoinduced charges are lost with 
the energy released as photon radiation or phonons into 
lattice vibrations. This is an undesirable event and is the 
main source of charge and energy loss in semiconductor 
materials used for photoelectrochemical and photovoltaic 
applications. Also, the transferred electrons in the CB of 

TiO2 and the hole left in the VB of CdS can weakly attract 

each other, thus promoting a very ineff ective recombination 
process, which is believed to be orders of magnitude slower 

than the primary electron transfer.
32 

 
The dynamics of photoinduced charges are simulated using 

a mixed quantum-classical approach with an implemented 
decoherence-induced surface hopping (DISH) scheme within 
the framework of the time-dependent density functional theory 

in the Kohn−Sham representation.
38

 Keeping the quantum-

mechanical picture of electrons, the ions are treated classically, 
and eff ects of their wave packet nature on the electronic states 

are accounted for by linear optical theory.
39

 This approach has 

been broadly implemented in studies of the photoinduced 
charge dynamics across interfaces of various heterostructures, 

such as MoS2/MoSe2,
40

 MoS2/WS2,
41

 and CdSe/CdS.
42

 

Excellent agreement has been reported with results of 
sophisticated ultrafast time-resolved measurements because 
this approach provides a detailed description of the evolution 
of quantum electronic subsystems subject to the interaction 

with semiclassical crystal vibrations.
43,44 

 

2. SIMULATION METHODOLOGY  
We use the mixed quantum-classical picture of electron−lattice 
vibration dynamics by implementing the classical path 
approximation (CPA) of the decoherence-induced surface 

hopping (DISH) technique
38,45,46

 In this picture, the electronic 

system is treated quantum mechanically, while lattice 
vibrations are treated classically. The wave packet nature of 
atoms is taken into account by calculating the decoherence 
time for each pair of states according to a linear optic response 

formalism.
39

 Hopping between potential energy surfaces 

occurs at the decoherence events which are manifested by a 
stochastic collapse of the electronic state wave function toward 

the adiabatic basis states.
38

 This technique provides a detailed 

time-domain description of the electron−lattice vibration 
interactions at the atomic scale and has been successfully used 
to model electron−phonon dynamics in various 

systems.
42,47−54

 The detailed description of the time-domain 

DFT and linear optic theory of decoherence time calculations 
can be found in the Supporting Information.  

The atomic relaxation, electronic structure, and ground-state 
(adiabatic) MD were performed using the Quantum Espresso 
(QE) program, which implements plane-wave expansion of the 

periodic electron wave functions.
55

 Nonlocal exchange- 
  

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b06425/suppl_file/jp8b06425_si_001.pdf


 
 
correlation interactions of electrons were treated based on the 
generalized gradient approximation (GGA) as implemented in 

the Perdew−Burke−Ernzerhof (PBE) functional.
56

 The 

electrostatic interactions of the ionic cores and the valence 
electrons were described by the projector-augmented wave 

(PAW) pseudopotentials.
57

 The van der Waals interactions 
between the two semiconductors are taken into account by the 

semiempirical Grimme DFT-D2 method.
58 

 

The initially relaxed CdS/TiO2 interface is thermalized 

using molecular dynamics (MD) with the Andersen thermostat 
at 300 K for 1 ps. Following the heating process, a 3.1 ps 
adiabatic MD simulation was performed in the microcanonical 
ensemble with 1 fs atomic time step, and the very first 200 
steps were used to sample initial conditions for NAMD. The 

NAMD simulations were performed using DISH
38

 as 

implemented within the PYthon eXtended Ab initio Dynamics 

(PYXAID) code
43,

 
44

 under the approximation of neglecting 

the back-reaction. For each process, electron transfer or 
electron−hole recombination, 100 initial geometries were 
selected randomly to sample trajectories, and the nonadiabatic 
eff ects have been averaged over these trajectories. To achieve 
better convergence in some cases, 1000 initial conditions have 
been sampled from the first 2 ps of the trajectories, and the NA 
Hamiltonian matrix was iterated twice to achieve longer 
NAMD simulation time. Finally, to treat electronic transitions, 
1000 random number sequences have been used to sample the 
surface hopping probabilities.  

Unit cells of zinc-blende CdS and anatase TiO2 were fully 
optimized, allowing both the cell parameters and atomic 
positions to relax until the forces and total energy changes 
became smaller than the corresponding thresholds. Such 

structures were then used to construct CdS(110)/TiO2(101) 

supercells for the interface. Four-layer (2 × 2) CdS(110) and 

10-layer (2 × 2) TiO2(101) slabs with lattice mismatch of just 
under 7% were used, and an orthorhombic supercell with 
dimension of a = 8.0 and b = 10.9 Å was made (see Figure 1  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Geometries of the CdS(110)/TiO2(101) interface at 
temperature (a) T = 0 K and (b) 300 K. The black arrows in (b) 
show the new bonds formed at the interface when atoms get closer 
to each other upon thermalization. Cd, S, Ti, and O atoms are 
denoted by wheat, yellow, gray, and red colors, respectively.  

 

and Figure S1 of the Supporting Information). For the size and 

coordinates of optimized CdS/TiO2, TiO2, and CdS structures, 

please refer to Tables S1−S3 of the Supporting Information. A 
vacuum space of 25 Å normal to the interface was created to 
avoid spurious interactions between the interface and its 

periodic images. The bottom atoms of the TiO2 slab were kept 

fixed, and the rest of the atoms were relaxed until the forces 
became smaller than 0.02 eV/Å. The energy cutoff  for 

 
expansion of the electron wave function was set to 612 eV 
(45 Ry) for all steps of the simulation. For time-consuming 
MD steps, the energy eigenvalues were calculated only at 
the gamma point, and a dense 8 × 8 × 1 Monkhorst−Pack 
mesh was used to compute more accurate partial densities 
of states of the interface at temperatures 0 and 300 K. More 
details of the simulation procedure and theory behind it can 
be found in the Supporting Information. 
 

3. RESULTS AND DISCUSSION 
 

3.1. Geometric and Electronic Structures of the CdS/ 

TiO2 Interface. Figure 1a shows the relaxed geometry of the 

CdS(110)/TiO2(101) interface at 0 K. It is clearly seen that 

inter-semiconductor bonds are formed between O and Cd from 

TiO2 and CdS, respectively. The average length of these 

relaxed Cd−O bonds is 2.34 Å, which is exactly the same as 
the Cd−O bond length in bulk cadmium oxide (2.34 Å), 
indicating a very strong interaction (binding) between the two 
semiconductors. The strong binding between donor and 
acceptor atoms suggests a notable delocalization of charge 
density distributions of corresponding electronic states. The 
strong binding could enable an eff ective adiabatic ET, which 

normally takes place at initial stages of electron excitation.
40

 

The figure also presents a snapshot of the interface from the 
MD trajectory at 300 K. It shows that at this higher 
temperature stronger interactions between the donor and 
acceptor materials are expected as a result of thermal motions 
of atoms of each semiconductor normal to the interface (see 
Figure S2). Therefore, one may expect stronger coupling 
between donor and acceptor electronic states which participate 
in the electron transfer process.  

The projected density of states (PDOS) of each atom in the 
total density of states is shown in Figure 2a. The calculated 
PDOS’s are for the relaxed interface at 0 K. It is clearly seen 
that a right type II band alignment with tangible lowest 
unoccupied molecular orbital (LUMO) off set is obtained for 

CdS and TiO2. This band alignment is almost unchanged at 

room temperature (see Figure S3), which shows that the order 
of contributing states in the charge dynamics remains intact 
during the MD runs. The LUMO off set across the interface is 
almost 0.3 eV, which is an order of magnitude larger than the 

CdS exciton binding energy (28 meV),
59

 indicating that the 

electron injection is also thermally favorable and that the 

excited electron can transfer partly nonadiabatically into TiO2 
by losing its energy into phonons. The 0.3 eV off set calculated 

for LUMOs of CdS and TiO2 is consistent with the reported 

conduction edge off sets.
20

 
,34,60

 Similar LUMO off set values 
have also been calculated with DFT-based electronic band 

structure theory.
36 

 
GGA functionals can produce substantial errors in band gaps 

and lead to erroneous band edge alignments. However, in the 

present work, the GGA exchange-correlation theory has generated 

the right band edge alignment of type II, which is suitable for 

studying charge charger dynamics across the interface. When 

studying charge recombination, we have rescaled the band gaps to 

the more accurate values reported in experimental works. In 

addition, when an electron is excited from the valence band into 

the conduction band of a semiconductor, it is bound to the hole 

left in the valence band because of electrostatic attraction between 

the charges. Because the dielectric constant is high in 

semiconductors, the electron−hole distance is much larger than the 

lattice constant, and the electron−hole binding energies are small, 

falling within 
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Figure 2. (a) Partial density of states of Cd (blue solid), S (yellow dashed), Ti (black dotted), and O (red dash-dotted) atoms in the 

CdS/TiO2 heterostructure at temperature T = 0 K. The Fermi energy is set at zero. (b) Charge densities of the key band edge states at the 

interface: (1) HOMO of CdS and LUMO of (2) TiO2 and (3) CdS.  
 
a meV range. In particular, the measured exciton binding 

energies for CdS and TiO2 are 28 meV
59

 and 180 meV,
2
 

respectively. Accounting for exciton binding preserves the 

band alignment, since the TiO2 energy level is decreased 
more than the CdS energy level.  

In addition to underestimating band gaps, which can be 

corrected by gap scaling, GGA functionals produce more 

delocalized states, likely overestimating donor−acceptor 

coupling. At the same time, by underestimating the band edge 

off set, GGA functionals underestimate the density of acceptor 

states at the donor state energy, since densities of state 

generally increase with energy. These two errors tend to cancel 

each other. Increasing the simulated system size also has 

opposite eff ects on donor−acceptor coupling and density of 

states. As the system size increases, the density of acceptor 

states grows as well. At the same time, the donor−acceptor 

coupling decreases because electronic states delocalize away 

from the interface in a larger system and thus overlap less. The 

use of both more advanced DFT functionals and larger 

simulation cells demands great increased computational 

efforts.  
PDOS calculations for each atom indicate that empty Ti 3d 

and filled S 3p orbitals largely constitute the LUMO and 

highest occupied molecular orbital (HOMO) of the semi-

conductor heterostructure, respectively. This can also be seen 

more clearly in the spatial charge density plots of the 

corresponding LUMO and HOMO energy levels (see Figure 

 
2b), where the LUMO and HOMO charge densities are 
localized around Ti and S atoms, respectively.  

It should be noted that the anatase TiO2 is an indirect band 

gap semiconductor with energy band gap of ∼3.1 eV. The 

indirect nature of the band gap slows down the recombination 

of electrons and holes that relaxed to the band edges. Our band 

structure calculation reveals that the composite system (CdS/ 

TiO2) has a direct band gap at the Γ-point (see Figure S6). The 

focus of the present works is on the dynamics of charge 

carriers in the combined system, and calculations of the 

electronic properties at the Γ-point calculation suffice to model 

the recombination dynamics across the interface. Using a 

denser sampling of the Brillouin zone introduces significant 

additional computational expense.  
3.2. Electron Transfer and Electron−Hole Recombi-

nation. We have assumed that upon photoirradiation of CdS 
the electrons are instantaneously excited from valence bands 
into conduction bands. Following the photoexcitation, the 
electrons can undergo three processes: (1) either relaxing into 
the LUMO and then recombining with generated holes left in 

HOMO, (2) transferring to the nearby TiO2 semiconductor and 

relaxing into the LUMO of TiO2, and (3) the transferred 

electrons in TiO2 can return into CdS and recombine with the 

left holes (see the energy level diagram in Figure 3).  
To better understand the origin of charge separation at the 

CdS/TiO2 junction, distributions of charge densities for donor 
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Figure 3. Schematic of electronic energy levels involved in the ET and 

electron−hole recombination at the CdS/TiO2 interface and in pure 

CdS and TiO2. Shown are the processes studied in the present work.  
(1) Photogenerated electrons and holes in pure CdS and TiO2 can 
recombine, leading to loss of charge. (2) Photoexcited electron 
can undergo transfer across the interface. (3) The transferred 

electron in TiO2 can recombine with the hole left in CdS.  
 
and acceptor states have been shown in Figure 2b. The 

delocalization of donor and acceptor state wave functions can 

enable immediate transfer of photoinduced charge upon 

irradiation,
32,40,61

 which could be much enhanced at higher 

temperatures, when thermal atomic vibrations provide larger 

overlap of donor and acceptor orbitals (see Figure S2). As is 

clearly seen in Figure 2, the S 3p and Ti 3d orbitals mainly 

form the donor and acceptor states, respectively. The 

delocalization of donor and acceptor orbitals is not particularly 

surprising, since the two semiconductors interact covalently 
with each other, whereas a higher density of states exists for 

the acceptor than for the donor state. This interaction is more 

pronounced at higher temperatures when thermalized atomic 

vibrations allow larger overlap of wave functions of 

contributing orbitals in the transfer process (Figure S2), which 

is clearly seen in Figure 1b, where Ti and S atoms are closer 

for the thermalized interface.  
The delocalization of the donor state onto the acceptor 

material suggests that a strong overlap of corresponding wave 

functions exists for electron transfer (see Table 1), and as a  
 
Table 1. Canonically Averaged Decoherence Times (DT) 
and Absolute Values of Nonadiabatic Coupling (NAC) for 

Pairs of States Belonging to TiO2 and CdS  
 

process DT (fs) NAC (meV)  
LUMO(CdS)−LUMO(TiO2) 47 3.73 

LUMO+1(CdS)−LUMO(TiO2) 36 3.40 

LUMO+2(CdS)−LUMO(TiO2) 26 2.96 

LUMO(TiO2)−LUMO+1(TiO2) 103 10.00 

LUMO(TiO2)−LUMO+2(TiO2) 73 5.11 

LUMO(TiO2)−LUMO+3(TiO2) 63 3.11  

 

result, a fraction of the photoexcited electron can be 
transferred, while an electron−hole pair is formed. Table 1 

shows the calculated nonadiabatic coupling factor for electron 

transfer as well as the electron transition within TiO2 CB. The 

NAC quantifies the strength of coupling between a pair of 

electronic states and how fast one changes in time with respect 
to the other. Based on these values, the nonadiabatic couplings 

of states belonging to the same material are expected to be 
much larger than the couplings belonging to the two 

complementary materials (Table 1). The relatively large 
averaged couplings (greater than 2.5 meV) between the donor 

and acceptor energy levels facilitate fast electron transfer 
dynamics across the heterostructured interface. The fast 

 
dynamics is assisted further by long coherence between the 
energy levels.  

The two processes studied here, electron transfer and 

electron−hole recombination, are governed by interactions 
between donor and acceptor electronic states as well as 

interactions between electronic states and atomic vibration 

modes of the system (electron−phonon interactions). The 

electron−phonon interactions are particularly important for 
nonradiative recombination of photoinduced electrons and 

holes in the system. For electron transfer, the earliest stages of 

the process can take place adiabatically through overlap of 

charge density distributions of two isoenergy states within the 

two adjacent materials. The adiabatically transferred electrons 

in the CB of TiO2 then cool to the CB minimum, and the 

energy released is accommodated into lattice vibrations 

coupled to the electronic subsystem. The electron cooling 

transition prevents adiabatic back-transfer of separated 

electrons into the donor materials, thus enabling a long-lived 

separation of photoinduced charges. However, Coulombic 

interactions between the electron in the LUMO of TiO2 and 

the hole left in the HOMO of CdS allow a new back-transfer 

channel for electron−hole recombination across the interface.  
Electron−phonon interactions (scattering) can be divided 

into two categories, i.e., (1) elastic and (2) inelastic 
interactions. The elastic interactions randomize phases of 
the electronic states, resulting in loss of coherence between 

pairs of electronic states.
38,62

 Longer coherence for a pair 

of states can gives rise to a fast transition between the 
states. For example, if a slow decoherence occurs between 
the donor and acceptor states, a very fast transfer process 
would be expected to take place, and vice versa. The 
inelastic scattering of electrons and phonons results in a 
release of phonon quanta, converting electronic energy to 

heat and stimulating vigorous motion of nuclei.
62 

 
The decoherence time for each pair of states is estimated by 

computing the pure-dephasing time for the two states within 

the framework of the optical response theory formalism.
39

 In 

this theory, the phonon-induced dephasing time can be 
computed from the un-normalized autocorrelation function 
(un-ACF) of the fluctuation of the energy diff erence of the two 

electronic states along the nuclear trajectory, Cun(t) (see the 

Supporting Information). ACF measures the correlation 
between electronic states and lattice vibration modes that 

couple to the quantum electronic subsystem.
62

 Larger initial 

un-ACF as well as irregular asymmetry fluctuations over time 
results in a fast loss of coherence between two states. In fact, a 
large initial un-ACF indicates high magnitude of gap 
oscillations, while irregular and asymmetric oscillations give 

rise to very fast decoherence.
62

 The change of ACF and thus 

the decoherence rate of electronic subsystems can originate 

from the symmetry of molecular structures of materials.
63

 If 

the local symmetry of an atomic bonding pattern is broken by 
doping with light atoms or introducing defects into the system, 
high-frequency vibrations might emerge that could cause rapid 
loss of coherence.  

The inset in Figure 4a shows the un-ACF for the electron 

transfer between two CdS and TiO2 electronic states involved 

in the ET process. The small-amplitude un-ACF fluctuations 
that have emerged for the donor and acceptor energy states are 

not particularly irregular, and a very small initial value is 
recorded for un-ACF, which leads us to conclude that 
fluctuations in the energy diff erence of these state are not 

  

http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b06425/suppl_file/jp8b06425_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b06425/suppl_file/jp8b06425_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpcc.8b06425/suppl_file/jp8b06425_si_001.pdf


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. Dynamics of electron transfer across the CdS/TiO2 

interface. (a) Pure-dephasing function for the electron donor and 
acceptor orbital pair involved in the ET. The inset in (a) shows the 
corresponding un-normalized ACF. (b) Evolution of the donor 
state population. (c) Phonon influence spectrum contributing in 
the ET process. The results of fitting in (a) and (b) are shown with 
solid curves.  

 

very large, and thus a long coherence between the two 

states over time would be expected.
62 

Gaussian decay is used to fit the pure-dephasing functions: 
j  j  z 

2 

z 
f (t) =  exp

i
− 2 i ttg y y 

k 

1 

k 

 

{ {   

 

where tg is the dephasing time constant. The pure-

dephasing function is computed using the second-order 
cumulant approximation of the optical response theory, and 
Gaussian decay is appropriate for the fitting because it is 
can also be regarded as second order in time. The fitting 
results are presented in Table 1 for the electron relaxation 
and transfer processes (see Figure 4). Decoherence occurs 
faster for two states belonging to two complementary 
materials. In contrast, coherence is more persistent for 
states localized within the same material (see Table 1). 

Figure 4a shows that the two donor and acceptor states 
oscillate coherently for a relatively long time (47 fs), despite 
the fact that the states involved in ET belong to the two 
semiconductors. This could be rationalized by covalent 
interaction between the two semiconductors and bonds formed 
between S and Ti atoms, as their orbitals mainly constitute the 
donor and acceptor orbitals. The long-living coherences ensure 
rapid transfer of photoexcited electrons, as has been 

highlighted in various systems from CdS into TiO2, 

materializing as efficient charge separation in the CdS/TiO2 

heterostructure. It should be noted that the pronounced 
delocalization of orbitals and large overlaps between them 
results in large NACs, facilitating the transfer process. This 

eff ective interatomic interaction is more enhanced at room 
temperature (see Figure S2). This large NAC (3.7 meV), along 
with quantum coherence enhancement, makes charge transfer 
more eff ective across the interface.  

The dynamics of the photoinduced charge separation and the 

subsequent relaxation are quantified in Figure 4b, where time 
evolution of population of CdS’s LUMO orbital is displayed. 

The population is the ratio of number of trajectories in the 

excited state to total number of trajectories in the ensemble.
43

 

The LUMO orbital is initially occupied by the photoexcited 
electron, and its occupation number changes over time as it 

adibatically and nonadibatically couples to the host orbitals in 

the neighboring semiconductor (TiO2). The time constants of 

the dynamics are obtained by fitting to the exponential decay 

f(t) = exp(−t/τ). The calculated subpico-second transfer time, 

260 fs, is consistent with transfer times measured by TA 

spectroscopy, 300−600 fs,
30

 for the CdS/ TiO2 heterostructure. 

The same fitting has been used for time evolution of the 

energies of the excited electrons transferring into TiO2 (see 

Figure S4). The computed energy is with respect to the initial 
energy of the acceptor state. The NAMD computation shows 

that by accounting many near-edge excited states in the basis 
set, a relaxation time of 660 fs is obtained for the time 

evolution of excited-electron energies in the accessible high-

density state CB manifold of the CdS/TiO2 (see Figure S4).  
Lattice vibrations in heterostructured semiconductors can 

promote charge separation and recombination between the 
semiconductors. They can accommodate the energy released as 
heat during these processes, which take place inside (or at the 
interface of) the semiconductors. Figure 4c shows the spectrum 
of lattice modes (influence spectrum) contributing to ET from 

CdS into TiO2. The influence spectrum is calculated by FT of 
the energy off sets between the donor and acceptor states for 
the ET. The photoinduced electron in CdS couples to multiple 

phonon modes of both CdS and TiO2. The dominant peaks that 

emerged can be attributed to low-frequency 199 cm
−1

 Eg 

phonon vibration of TiO2
64

 and high-frequency 600 cm
−1

 2LO 

phonon vibration of CdS.
65

 Another high-frequency phonon 

vibration of CdS 3LO,
66

 which is the 
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second overtone of the fundamental optical 300 cm

−1
 

mode, is seen that largely contributes to the ET process. 

The low-frequency Eg mode denotes O−Ti−O bending type 

vibration in the TiO2 lattice.
64 

 
There are some peaks between the assigned peaks that could 

be overtones of main modes. These phonon modes might be 
artificial as a result of ensemble calculations. Among the 
contributing modes, the out-of-plane displacements of 
constituent atoms eff ectively influence the electron dynamics 
across the interface because these motions modulate energies 
of donor and acceptor states and change their coupling. It is 

not very surprising that both CdS and TiO2 phonon modes 

contribute to the ET because both donor and acceptor states are 
partially delocalized across the interface (see Figure 2b). This 
spectrum of numerous phonon modes provides a strong 
coupling of lattice vibrations to the quantum electronic 
subsystem (large NAC) (see Table 2). This eff ectively speeds  
 
Table 2. Nonadiabatic Coupling (NAC) and Decoherence 
Time (DT) for Pairs of States Involved in Electron−Hole 
Recombination as Well as Calculated and Experimental 

Recombinatiom Time (RT) for Pure CdS, Pure TiO2, and 

the CdS/TiO2 Interface 
 
 band gaps NAC DT RT (ps)  

 (rescaled, eV) (meV) (fs) (this work) RT (ps) (expt) 

CdS 1.6 (2.4) 1.380 56.0 1200 2700−360069,70 

TiO2 3.3 (3.1) 0.952 12.3 3600 2300−600071,72 

CdS/ 1.1 2.1 ∼4.0 ∼18 11−4030 

TiO2      
      

 
up the ET process, thus preventing charge loss (through 
recombination) within CdS. As a result, long-lived photo-
induced electrons and holes are generated, which can then  
participate in the water oxidation and hydrogen reduction 

process.20,21,67 
 

When the electron transfers from CdS into the TiO2, it still 

has an electrostatical interaction with the hole left in the VB of 
CdS. Therefore, the transferred electron can recombine with 
the hole leading to loss of charge and energy dissipation, 
which are undesirable phenomena in photoelectrochemical and 
solar energy applications. The charge recombination through 

the CdS/TiO2 interface has been modeled by including edge 

states HOMO and LUMO as well as nearest-edge state 
HOMO−1, and LUMO+1, in the total basis set, to account for 
the role of near-edge states in thermally assisted transitions.  

The details of the recombination dynamics are displayed in 

Figure 5. The inset in Figure 5a shows the un-ACF of the 

states involved in electron−hole recombination across the 

interface. The very large autocorrelation function at the 

beginning, as well as irregular and large-amplitude oscillations 

over time, suggests very brief coherent oscillation of involved 

energy states over time. This leads us to speculate that the very 

quick energy state dephasing would be expected for the 

contributing states in the energy state manifold of the 

recombination. The calculated ∼4 fs dephasing time for the 

HOMO and LUMO states is a satisfying proof of the very 

short coherence maintained during the recombination process. 

Recombination occurs over a large energy range (nearly 1.0 

eV, see Figure 2a), while energy transfer occurs over a small 

energy range of just 0.3 eV (see Figure S4). The decoherence 

eff ects are particularly important in the energy range of the 

recombination process because decoherence of energy states 

occurs much faster than the recombination, which could 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5. Dynamics of charge recombination across the CdS/TiO2 
junction: (a) Pure-dephasing function for the LUMO and HOMO 
state pair in the heterostructure involved in the recombination. 
The inset in (a) shows the corresponding un-normalized ACF. (b) 

Evolution of population of the LUMO of TiO2. (c) Phonon 
influence spectrum for the charge recombination process. The 
results of fitting in (a) and (b) are shown with solid curves.  

 

therefore slow the recombination. The quantified loss of 
coherence of the energy states (in shorter than 5 fs) could 
significantly slow the recombination process, although the 
nonadiabatic coupling between the states should be 
quantified to unravel the more eff ective factor in the overall 
quantum transition. Table 2 shows the NAC values 
obtained for states involved in recombination in the 

CdS/TiO2 system as well as in pure CdS and TiO2.  
The calculated 18 ps recombination time is within the 

range of 11−40 ps reported for type II core−shell CdS/TiO2 

structures.
29

 Inclusion of the near-edge states (HOMO−2 
and LUMO+2) in the NAMD calculations changes the 

  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. Dynamics of electron−hole recombination in isolated cubic CdS and anatase TiO2, shown in blue and red, respectively. (a) Un-
normalized ACF of the HOMO−LUMO energy gap. (b) Pure-dephasing function for the band gap (HOMO to LUMO) excitation. (c) 

Evolution of the excited state populations. (d) Phonon influence spectra. The un-ACF of CdS in (a) and the TiO2 signal in (d) have been 
multiplied by 10 and 5, respectively.  
 
recombination time only slightly (by 0.2 ps). The shorter 
transfer time reported in experiment could be due to 
structural defects (oxygen or sulfur vacancies) formed 
during the synthesis process. Such defects can enormously 
accelerate the electron transfer by forming unsaturated 
chemical bonds, and thus, by further extending the charge 

density of the S donor orbital onto the acceptor TiO2 

semiconductor, stronger donor−acceptor coupling occurs.  
Given the short transfer time for the hot electrons across the 

interface, followed by the relatively slow recombination at the 
junction, one may conclude that the near-IR photoexcitation of 

the CdS/TiO2 system would produce long-lived hot electrons 

and holes that could eff ectively participate in, for example, 

hydrogen reduction at TiO2 and water oxidation at CdS, 

respectively. This enables an eff ective water-splitting process 
with greater absorption of the visible light spectrum, paving 
the way for customized materials design of photoelectrodes to 
fabricate efficient photoelectrochemical cells.  

The nonradiative electron−hole recombination dynamics 

across the interface are primarily coupled to the 400 cm
−1

 B1g 

vibration mode of TiO2 (see Figure 5c). This mode, like the Eg 

mode, originates from the bending of O−Ti−O bonds in 

anatase TiO2.
64,68

 There are some other minor peaks around 

the main peak, though they are almost negligible in 
comparison. This very high intensity vibration coupled to the 
subspace of near-edge energy states accelerates decoherence 
of the energy states involved in the recombination dynamics.  

We have also quantified the details of the recombination 

dynamics for pure CdS and TiO2 semiconductors (see Figure 6). 

Figure 6a depicts the un-normalized ACF for both CdS and TiO2. 

For CdS, a very small initial value of un-ACF is followed 

 

by regular small-amplitude oscillations, while for TiO2 a larger 

initial un-ACF value is followed by regular large-amplitude 
oscillations. This suggests coherent oscillation of CdS 
recombination states over longer time periods and fast 

decoherence of recombination states in TiO2. These are clearly 

seen in the computed dephasing function of the edge states for 
the two semiconductors; the loss of coherence take places 

much faster in TiO2 than in CdS (see Figure 6b).  
Figure 6c shows the evolution of populations of the LUMO 

states for the CdS and TiO2 semiconductors. The computed 
recombination times of 1.2 and 3.6 ns for the zinc blende CdS 

and anatase TiO2 structures (see Table 2) have the same order 
as of the experimentally determined time scales: 2.7−3.6 ns for 

CdS
69,70

 and 2.3−6.0 ns for TiO2.
71,72

 The shorter 

recombination times measured for TiO2 can be rationalized by 
the presence of common defects, such as O vacancies, inside 
the crystal structures. These defects create new states, so-
called defect states, inside the band gap which can trap the hot 

charge carriers and thus accelerate the recombination.
47

 The 

diff er-ence in the recombination times for CdS/TiO2 and pure 
CdS systems can be explained by the diff erence in the energy 

gaps involved. The recombination in CdS/TiO2 occurs over a 
significantly smaller gap (1.1 eV) than in CdS (2.4 eV) (see 
also Table 2).  

Figure 6d depicts the spectral densities of the energy gap for 

CdS and TiO2 structures, characterizing the lattice vibration 

modes coupled to the recombination dynamics. The electronic 
subsystem of CdS couples primarily to the low-frequency 243 

cm
−1

 E1 (TO) and high-frequency 600 cm
−1

 overtone (2-

LO)
73

 and 800 cm
−1

 
74

 of the CdS vibration modes. In TiO2, 

the phonon modes of Eg (v6) at 144 cm
−1

 mainly contribute to 
  



 
 

the recombination. It should be noted that with respect to the TiO2 

recombination dynamics the slower loss of coherence for gap-

edge states of CdS (Figure 6b) and stronger coupling between 

these two states (as a result of coupling to less intense vibrations) 

result synergistically in shorter recombination times in CdS. 

Considering the computed nanosecond time scale for 

recombination in CdS and very fast subpicosecond electron 

transfer across the CdS/TiO2 junction, one can conclude that the 

charge separation can take place long before photoinduced charge 

can be recombined within the CdS semiconductor. 

The computed time scales for charge dynamics studied in 
this work are highly consistent (in terms of order of 
magnitude) with time scales measured by sophisticated 
femtosecond laser-based optical methods. This is perhaps 
surprising since pure DFT methods (GGA) have been 
employed here without scaling of NAC parameters. Results 
from pure DFT methods, such as GGA, usually suff er from 
underestimation (for small unit cells) and overestimation 
(for large unit cells) of NACs, which could dramatically 

aff ect the computed charge dynamics times.
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theory, fewest-switches surface hopping and decoher-

ence induced surface hopping, views of the optimized 

system geometry, donor state charge densities, atom 

projected density of states, energy relaxation plot, and 

Cartesian coordinates of the optimized structures (PDF) 
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4. CONCLUSIONS 
 
Using time-domain density functional theory combined 
with nonadiabatic molecular dynamics, we have studied the 
photoinduced electron transfer and recombination dynamics 

at the CdS/TiO2 interface as well as in pure CdS and TiO2 
semiconductors. The study explains why sophisticated 
transient absorption measurements demonstrate very fast 

charge separation for the CdS/TiO2 heterostructures and 
eff ective photocatalytic activities observed in simple photo-
electrochemical experiments. The charge separation is fast, 
since the donor and acceptor orbitals are delocalized into 
the acceptor and donor materials, respectively, the donor− 
acceptor interaction is very strong, and the quantum 
coherence between corresponding states is long-lived. The 
nonradiative electron−hole recombination across the 
interface is slow (2 orders of magnitude slower than the 
electron transfer), which indicates that separated charge 
carriers have long lifetimes and consequently can 
participate in oxidation and reduction processes before they 
are lost. This slow recombination can be attributed to rapid 

loss of coherence between the LUMO of TiO2 and HOMO 

of CdS as a result of strong coupling of TiO2 B1g vibration 
modes to the quantum electronic subsystem. The results of 
the nonadiabatic molecular dynamics calculations are in 
good agreement with the time scales available from 
transient absorption spectroscopy measure-ments.  

Given the nanosecond long lifetime of photoexcited 
electrons in CdS, the very short time for electron transfer 

across the CdS/TiO2 interface, and long charge recombination 

time across the interface, one can conclude that charge 

separation in CdS/TiO2 composites is very fast and long-lived, 

which could lead to very efficient photocatalytic and 
photovoltaic performances for this heterostructure, as already 
shown in a number of experiments. 
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