
 

 

CHAPTER NINE 

Homo Atomicus: An Actor Worth Psychologizing?  

The Problems of Applying Behavioral Economics to Nuclear Strategy 

Anne I. Harrington and John Downer 

 

The idea of the perfectly rational, utility-maximizing actor has done a lot of work for 

social scientists over the years. This is most visible in economics, where homo 

economicus has served as the hypothetical protagonist of innumerable models, theories, 

and formulae. Less visible but perhaps equally significant, however, has been the 

unnamed rational actor at the heart of modern nuclear strategy, invoked in the game-

theoretic stratagems of Schelling1 and the many influential theorists and policymakers 

who followed in his wake. Let us call this actor homo atomicus. 

Homo atomicus enjoys considerable authority in the nuclear sphere, where 

rational actor models are still used to guide most strategy deliberations. This is perhaps 

surprising, however, since the authority of homo economicus has lately begun to wane2 — 

in no small part due to the 2008 financial crisis, which dramatically undermined the 

rational actor models on which oversight of global financial system had been premised.3  

The 2008 crisis, along with other perceived failures of foresight and leadership, 

raised important questions about rational actor theories in economics, and created space 

for a new model of economic man. Into it stepped the generation of behavioral 

economists such as Kahneman, Tversky, Thaler, Ariely, and Loewenstein. Drawing on a 

wide range of experiments in cognitive psychology, these thinkers exploded the notion of 



 

 

homo economicus as a perfectly rational actor by highlighting persistent irrationalities in 

common economic behaviors.  

One reason this new approach found a home in mainstream economics was that, 

even while it critiqued the rational protagonist of common economic models, it 

simultaneously offered ways to rescue the models themselves. Its key contribution was 

not to show that humans were often irrational, but to show that those irrationalities were 

shaped by consistent biases. This consistency allowed homo economicus to remain 

predictable even while he became irrational,4 which was crucial because it meant that 

economists could tailor their models to anticipate his irrationalities. Behavioral 

economics didn’t kill the rational actor, in other words, it simply gave him quirks.  

If the models of economists can be improved by finessing their protagonist, 

however, then why not those of nuclear strategists? Homo economicus closely resembles 

homo atomicus, after all, and nobody imagines that the irrationalities identified by 

cognitive psychologists apply exclusively to the economic sphere. It seems intuitive, at 

least, that the models of nuclear strategists might evince the same shortcomings as those 

of economists, and, as such, that they might equally learn from cognitive psychology. 

Perhaps there is potential for a discipline of “behavioral deterrence,” akin to behavioral 

economics.  

This is the question that motivates this chapter. The goal is to evaluate the 

viability of cognitive and behavioral approaches to nuclear strategy.5 Our conclusion 

strikes a skeptical note. Contra to many of the contributions to this volume, we will argue 

that cognitive psychology is markedly less useful to nuclear strategists than it is to 

economists. We do not doubt that nuclear strategic thought might gain from looking 



 

 

beyond its (unquestionably problematic) commitment to rational actors, and from 

incorporating psychological considerations more directly in its analyses. We believe, 

however, that there are a priori reasons to imagine that insights into human irrationality 

have less purchase in the context of nuclear strategy than in economics.  

The argument, in essence, will be that economists and nuclear strategists 

understand and justify their rational actor models in meaningfully different ways, with 

the effect that insights from cognitive psychology are more useful to one than the other. 

These differences in the ways that economists and strategists approach rational actors, 

and their significance, become visible if we unpack the specific meaning of “rational” 

and “actor” in each context. To this end, the crux of the chapter is divided into two parts:  

Part 1 will look critically at the notion of rationality. It will begin by asking why it 

is, exactly, that economists and nuclear strategists felt comfortable assuming rational 

behavior for so long. It will then look at the specific circumstances under which it is 

logical for theorists to modify their rationality assumptions to accommodate cognitive 

biases. The conclusion of this part will be that it is only logical to adjust for cognitive 

biases under specific circumstances, and that these circumstances pertain to many 

economics problems but very few (if any) nuclear strategic problems. The upshot being 

that cognitive psychology has significantly less to offer strategists than it does 

economists, even if there remains scope to imagine it playing a role. 

Part 2 will look critically at the notion of actors. It will examine who, or what, 

those actors represent in the relative contexts of economics and nuclear strategy. It will 

then examine the applicability of cognitive psychology to these actors at different levels 

of analysis. Its conclusion, similar to that above, will be that psychology has a more 



 

 

complicated relationship to the actors that populate nuclear strategic models than it does 

to the models invoked by many economists. By drawing on studies that have examined 

similar issues, however, it will conclude by suggesting possible avenues for future 

research into cognitive psychology and nuclear strategy. 

 

Part 1: On Rationality  

An Unlikely Premise 

In many schools of economics and nuclear strategy, rationality has become such a 

foundational premise that theorists often forget that it requires justification at all. This can 

be surprising to outsiders because, on some level, it seems intuitively obvious that people 

routinely behave in ways that would challenge even the most expansive definition of 

rationality. “All men are, at times, influenced by inexplicable sentiments,” as the 

American novelist Charles Brockden Brown once put it.6 Public health experts, for 

instance, have long struggled with the realization that most smokers already understand 

that their expensive habit is killing them. 

 Yet neither economists nor strategists are as blind to human nature as their critics 

sometimes suggest. Both have logical justifications for assuming rational actors despite 

the undeniable capriciousness of actual people.7 Their argument, in essence, is not that all 

people act rationally, or even “boundedly rationally,”8 all the time, but that theoretical 

models are able to transcend the messiness of real behavior. This argument tends to 

invoke at least one of four distinct justifications or mechanisms, each loosely 

corresponding to a specific construal of rationality and its purpose. For want of better 

labels we will call these: (i) “Rationality as normative prescription,” (ii) “Rationality as 



 

 

product of special circumstances,” (iii) “Rationality as product of systemic selection,” 

and (iv) “Rationality as emergent mean or mode.” In what follows we will discuss these 

justifications in turn. In each case we will briefly outline the essential logic, its 

relationship to cognitive psychology, and its applicability to economic and strategic 

models. 

 

i. Rationality as Normative Prescription  

Some models invoke rational actors not to describe how actors do behave, but to explain 

how they should behave. Construed in this way, rational behavior is aspirational, and 

rational actor models are justified because they allow theorists to identify optimal 

solutions for problems that can then guide decision making.9 In economics, for example, 

the game-theoretic Nash Equilibrium has been used to design auctions.10 

 This rationale is important to nuclear strategic models, many of which justify their 

invocation of rational actors in these terms, i.e. as a tool for exploring and guiding 

optimal decision making. Scholars routinely argue that deterrence theory served a 

normative function, for example.11 From the earliest days of the Cold War, writes 

Morgan, “…[w]e needed instruction on how to do our best, to be rational, to avoid 

disaster but not lose.”12 

 Crucially, however, cognitive psychology has little to offer models premised on 

this justification, and for a straightforward reason. Psychology can help researchers 

identify common biases, but in this context — where models are being used for guidance 

— the explicit purpose of formulating rational solutions is to avoid such biases.13 Simply 

put: the fact that people tend to be poor at certain problems does not, in most instances, 

fundamentally change the optimal solution to those problems. 



 

 

 

ii. Rationality as Product of Special Circumstances  

A second justification for assuming rational actors conceives of models as being 

“descriptive” rather than “normative” (as in the justification above). It argues that even 

though actors often act irrationally, they nevertheless act rationally in special 

circumstances, such as when: a) they are incentivized to act rationally; b) the 

interpretation of what is rational is relatively clear and consistent to all; and c) they are 

provided resources — stratagems, information, advice, etc. — that promote and facilitate 

rational decision making.14 Where objectives are clear, stakes are high, and actors are 

uncommonly judicious (or judiciously advised), in other words, then many theorists 

would argue that rationality becomes a more viable premise than it would be otherwise.15 

In economics, for example, the objectives of many financial decisions are relatively 

tightly defined, and where large sums are at stake and professional businesspeople 

involved, it arguably makes sense for economic models to assume that certain key 

decisions will be made on predictably rational grounds.  

 As with the previous rationale, the invocation of “special circumstances” offers a 

plausible justification for modeling nuclear strategic interactions in rational terms. This is 

because such interactions almost exclusively occur in circumstances where well-

resourced actors are incentivized to make carefully considered decisions.16 In questions 

of deterrence, for example, the high stakes of nuclear conflict undoubtedly create an 

incentive for states to reflect carefully on their decision making, defer to experts, and to 

formulate (and then follow) “rational” prescriptions. As Waltz succinctly puts it: 



 

 

“…nobody but an idiot can fail to comprehend [the] destructive force [of nuclear 

weapons]. How can leaders miscalculate?”17 

 As with the previous rationale, however, the insights of cognitive psychology 

have significant limitations in this context, and for straightforward and intuitive reasons. 

Simply put, situations that incentivize deliberate reflection, by well-resourced actors, 

about problems with clear stakes, are not conducive to unthinking cognitive errors. The 

most fateful nuclear strategic decisions have unambiguous and carefully explored 

consequences, in other words, and nobody makes them without due consideration. 

 

iii. Rationality as Product of Systemic Selection  

A third justification for invoking rational actors in models of human behavior is to 

assume the existence of a selective process that actively favors rational outcomes.18 Such 

processes are usually assumed to take the form of an external sorting mechanism — an 

“invisible hand,” such as the free market — that advantages “rational” behaviors.19 In 

economics, for instance, we might reasonably imagine that small businesses 

disproportionately fail when they make “irrational” economic decisions, and 

disproportionately prosper when they make “rational” economic decisions. And in these 

(eminently plausible) circumstances, it is logical to assume that economically “rational” 

businesses become more prevalent over time — boosted by the market’s internal 

selection processes.20 (Or, framed slightly differently, it would be reasonable to assume 

most established businesses to be rational actors, because if they were not rational then 

they would not be established businesses.) 

 While such assumptions are plausible in economic scenarios like that above, 

however, it is difficult to imagine that nuclear strategic models could realistically invoke 



 

 

the same justification. This is because the stakes of failure are too high. In the context of 

deterrence, for instance, the “sorting mechanism” would presumably be nuclear 

annihilation, which is far too blunt and final an instrument to be effective in fashioning 

rationality.  

 Even if nuclear strategists could make a case for rationality on these grounds, 

however, then the point would still be moot insofar as we are interested in the 

applicability of cognitive psychology. This is because cognitive psychology, again, has 

little application to models that assume rationality on this basis.  

 Cognitive psychology has no bearing on “selection”-based models of rational 

behavior because such models are operationally indifferent to the psychology of the 

actors involved. The truth of this becomes clear if we consider that such models do not 

even require that actors have a psychology.21 Take, for example, evolutionary biology, 

which has had great success using game-theoretical (i.e. rational actor) models justified 

on these grounds. When biologists explain the behaviors of fish with reference to the 

(evolutionary) “rationality” of those behaviors,22 they are not saying that fish make 

consciously rational decisions.23 They are asserting, rather, that certain instincts proved 

more “rational” when aggregated over time — in the sense that they conferred slight but 

meaningful advantages to reproductive success — and, as a consequence, were favored 

by natural selection.  

 

iv. Rationality as Emergent Mean or Mode  

A final justification for invoking rational actors in theoretical models is to focus on trends 

rather than individuals, and to assume that actors behave rationally “on average” even if 



 

 

they can be capricious as individuals. This claim can more accurately be thought of as 

two distinct justifications with different mechanisms, which are grouped together here 

because they are functionally equivalent in their relationships to nuclear strategic models 

and cognitive psychology. These are: (a) to suppose that individual behaviors cluster 

around a rational mode, and (b) to suppose that individual behaviors converge on a 

rational mean.  

 To say that behaviors cluster around a rational mode is to assume that more 

people make the rational choice than any other. Consider, for example, a group of 

individuals shopping for a new car and reduced to choosing between two options that are 

identical in all meaningful ways except their price. In these circumstances some 

individuals might choose the more expensive — economically “irrational” — option for 

personal and circumstantial reasons (perhaps it is being sold by a friend or relative). Yet 

it is nevertheless reasonable for economists to expect the majority of shoppers to choose 

the cheaper — economically “rational” — option, which will therefore become the modal 

choice.  

 To say that behaviors converge on a rational mean is to assume that the irrational 

behaviors of individuals cancel each other out in the aggregate, making the decisions of 

the collective (expressed, for instance, in the price of a stock) more rational than those of 

the individuals of which it is composed. Economists routinely make this assumption. A 

consequential example would be Hayek’s argument that free markets efficiently integrate 

individual behaviors in ways that reveal optimal (and thus “rational”) distributions and 

prices.24 



 

 

 It is primarily in this context — where models are basing a rational actor 

assumption on the justification that rationality lies in means and modes — that 

economists have found cognitive psychology to be valuable. As outlined at the top of this 

chapter, the core insight of behavioral economics is that biases often do not cancel each 

other out or cluster around a rational mode, but can instead converge towards 

“predictably irrational” outcomes.25 Identifying such irrationalities, along with their 

intensity and the circumstances in which they occur, has allowed economists to hone their 

models and interventions in many ways — informing the designs of everything from 

retirement schemes to gambling machines.26 

 Crucially, however, it is difficult to imagine that the models of nuclear strategists 

can be justified (and therefore modified) on these grounds. The key point here is that 

these justifications for assuming rationality only apply when theorists are interested in 

means and modes (in the form of trends, for example, or stock prices), and are relatively 

indifferent to isolated datapoints (such as individual choices or bids), which they assume 

to be messy and unpredictable. Yet individual incidents matter in nuclear strategic 

models, which cannot afford to treat them as inherently unpredictable. In this sphere the 

fate of civilization can hinge on a single decision by a single actor: be it a parliament, a 

president, or even a mid-level functionary like Vasili Arkhipov27 or Stanislav Petrov.28 

And where an isolated datapoint could mean a war that rendered all models and 

stratagems moot forever, it seems illogical for theorists to dismiss specific interactions as 

“noise” and look past them to a “signal” in their aggregate.29 

 

Rationality Revisited 



 

 

This is all to say that cognitive psychology is only valuable to models that make specific 

assumptions about rationality, and that the models of nuclear strategists (unlike those of 

many economists) cannot afford make these assumptions (See table 9.1). It follows from 

this that strategic models should have little use for cognitive psychology. Indeed, nuclear 

strategists might gain more from doubling down on their rationality assumptions than 

from questioning them. 

-- Table 9.1 about here -- 

 Although we believe the essential logic of this argument to be sound, we freely 

concede that it deserves more nuance than can be afforded here. Let us therefore close 

this section with two caveats. The first is to note that some of the models deemed 

irrelevant to cognitive psychology above, might, at the margins, find some value in 

explorations of human irrationality. Where models are intended to be normatively 

prescriptive, for example, there might be scope for cognitive psychology to highlight 

areas were people are most in need of guidance. The second is to note that, even if 

strategic models are unlikely to benefit from insights into cognitive biases, strategic 

thinkers might still gain from looking to psychology more broadly. Prominent cold 

warriors have come to believe be that rational actor models are poor tools for guiding 

nuclear strategy in a world of “rogue states” and terrorist organizations.30 In such 

circumstances it may be valuable to abandon game-theoretic models entirely and to look 

for strategic insights in aspects of psychology that economists have largely ignored. 

 

Part 2: On Actors 

Methodological Individualism and the Problem of Aggregates 



 

 

In the previous section we examined the different justifications that rational choice 

theorists invoke for ascribing rationality to economic and strategic actors. In this section 

we will more directly examine the actors to which they ascribe that rationality. 

In nuclear strategic discourse, theorists apply theories of rational choice to many 

different types of actors, about which they require little substantive knowledge.31 As long 

as the actor can be treated as unitary, rationality is equally as applicable to organizations, 

such as nation-states and firms, as it is to individuals. Behavioral economics, by contrast, 

is rooted in experimental fields that exclusively take individual human cognition to be 

their object of inquiry.32 As such, its findings are not only specific to the behavior of 

individual beings, but often also linked to the underlying biology of the human brain. In 

Thinking, Fast and Slow, for instance, Kahneman argues that people often depend on 

simple heuristics because slower and more deliberate thought processes require 

physiological effort and resource expenditure.33 (So it is, for example, that scientists have 

found that people are more likely to engage in rigorous analysis instead of making a snap 

judgment after rather than before lunch.) The fact that this approach is based on the study 

of individual human behavior, however, raises question about what applicability, if any, 

these findings have to the collective and aggregate actors often invoked by nuclear 

strategists. 

That there is a problem with applying findings based in methodological 

individualism to collectives and aggregates is widely recognized.34 In the conclusion to a 

recent special issue on “The Behavioral Revolution and International Relations,” for 

instance, Janice Stein argues that psychological explanations of international behavior are 

undermined by processes of aggregation. She concludes that the methodological 



 

 

individualism of cognitive psychology creates an inference problem because 

“…theoretical propositions drawn from individual-level analysis do not move easily to 

‘higher-level’ units such as states.” 35 In a similar vein, economists Bruno Frey and Jana 

Gallus have proposed that aggregation processes may produce different outcomes than 

those observed at the individual level, and that the problem of understanding these 

differences is substantial enough to constitute a new field of research.36  

Behavioral researchers have generated a number of specific insights that pertain 

to strategic planning and decision making, but have struggled to integrate these insights 

into a single, comprehensive framework.37 This could be, at least in part, due to the fact 

that theories of deterrence and nonproliferation typically take the state as the primary 

actor, and treating a state as if it behaves like an individual is to commit what is known as 

a category mistake.  

A category mistake, in its most general sense, is when someone mistakenly 

ascribes qualities to an object or entity that it clearly does not possess. The mid-twentieth 

century philosopher Gilbert Ryle introduced the term to describe the false equation of 

two entities that do not share the same ontological status, or the misattribution of 

characteristics to an entity that cannot, by definition, exhibit such characteristics. He 

offers several examples, such as the following, which revolves around the ontological 

status of the University: 

A foreigner visiting Oxford or Cambridge for the first time is shown a number of 

colleges, libraries, playing fields, museums, scientific departments and 

administrative offices. He then asks ‘But where is the University? I have seen 

where the members of the Colleges live, where the Registrar works, where the 



 

 

scientists experiment and the rest. But I have not yet seen the University in which 

reside and work the members of your University.’38  

The category mistake here is to expect that the University will be a discrete building 

rather than a collective entity that is the association of these discrete parts. States are 

made up of individuals, but to treat them as if they possessed the characteristics of a 

human being is to make the same mistake as Ryle’s tourist. The state does not exhibit the 

characteristics of a human body any more than the University exists as a single building. 

Avoiding category mistakes is one of the challenges of applying the insights of 

behavioral economics to questions of nuclear deterrence and nonproliferation. Unlike the 

“rational actor” assumption, which, in some circumstances, is equally applicable to states, 

organizations, and individuals, the findings of behavioral economics are based on 

observations of human behavior and rooted in the physical processes of the brain. The 

experimental basis of those observations, meanwhile, grants them a different ontological 

status than that of an a priori assumption. But whereas an assumption is easily 

transported from one domain to another, the substantive findings of psychological and 

neurobiological experiments are not so readily transferred. Claiming that a state might be 

predictably irrational in the same way as a person is a significant and problematic leap. 

So it is that the “problem of aggregate actors” offers a second reason to doubt there is a 

straightforward application of findings from behavioral economics to the realm of nuclear 

strategy. 

 

Towards a Reconciliation? 



 

 

The complexities of collective behavior undoubtedly raise important questions for 

deterrence strategists looking to invoke behavioral insights. As with the discussion of 

rationality above, however, and probably to a greater degree, it is possible to envisage 

ways that nuclear strategists might grapple productively with the problems of applying 

cognitive psychology to collective actors. To this end, it is worth looking to other 

research programs that have faced the challenges of reconciling methodological 

individualism with aggregate subjects. There are at least two such examples: (i) the study 

of affect in International Relations; and (ii) the study of decision making in bureaucratic 

organizations. We will briefly examine each in turn. 

 

i. Affect and the State 

Scholars interested in the role of emotions in international relations contend with a 

problem similar to the one identified above.39 Like cognitive biases, emotions are 

individual-level phenomena that are understood in relation to their biological basis, and 

which have a complex relationship to institutional actors. Although emotions such as 

anger, sympathy, and guilt are easily observable in the rhetoric of international 

interactions, the focus on state-level behavior in dominant theories of international 

relations excludes such emotions from consideration. For while it is easy to observe 

emotion at the individual level in the behavior of leaders and members of the public, it is 

difficult to theorize it as a driver of state behavior. 

 Political scientists Todd Hall and Andrew Ross have tackled the problem of 

linking micro-level emotions to macro-level behaviors. They theorize three pathways for 

collective affective experience: bottom-up through shared concerns and dispositions; 



 

 

horizontally across individuals through contagion; and top-down as a result of social 

harmonizing processes.40 In exploring these pathways they describe “affective waves,” 

which occur in response to an event that elicits strong emotions across individuals, the 

shared experience of which further intensifies the response and becomes capable of 

overriding pre-existing goals and concerns.41 They also speak of “emergent collective 

solidarities,” wherein the political identities of groups are shaped through shared 

emotional responses.42 (For an illustration of these collective dynamics we might look to 

the Arab Spring, where a shared response to Mohamed Bouazizi’s self-immolation in 

Tunisia inspired a series of protests across the Middle East, resulting in major social 

uprisings.)  

 By providing a connection between the individual experience of emotion and the 

collective phenomena of “affective waves” and “emergent collective solidarities,” Hall 

and Ross show how theorists might grapple with the relationship between individual-

level phenomena and state-level behavior. It is not implausible, moreover, that the 

pathways they outline might offer a tool for ascribing biases to collective actors. For 

while some of the biases and heuristics identified by behavioral economists are 

cognitively driven rather than rooted in affective experience,43 others have a clear 

emotional basis. Take, for example, loss aversion (a stronger desire to avoid losses over 

realizing equivalent gains) and the endowment effect (a tendency to overvalue goods we 

already own), both of which are readily identifiable as being linked to feelings of 

attachment.44 One could easily imagine pathways and collective-level phenomena 

through which loss aversion and the endowment effect make it easier for a state to forego 



 

 

building nuclear weapons than for it to give them up having crossed the nuclear 

threshold.45  

 

ii. Bureaucracies  

An alternative approach that scholars have taken to the problem of extrapolating from 

individual to collective actors is to take an explicitly “organizational” approach, and ask 

how institutional structures interact with individual-level decision making biases and 

heuristics. This approach recognizes that key individuals (with all their biases) can have 

real agency even within large organizations, and seeks to explore how, and where, that 

agency is exercised.  

 The organizations that are most pertinent from the perspective of nuclear strategy 

are the state bureaucracies that frame and process key decisions (about whether or not to 

send information about a possible attack up the chain of command, for example.)46 The 

question of how institutional incentives interact with biases and heuristics to shape 

decisions in bureaucratic contexts could potentially constitute an important avenue of 

behavioral research.47  

 

Conclusion 

Sigmund Freud is often said to have deemed the Irish to be entirely immune to 

psychology. It is unlikely that the same could be said of homo atomicus, yet the insights 

of psychologists undoubtedly have a complicated relationship to nuclear strategy. In this 

chapter we have presented two critiques of the “behavioral revolution” as it applies to 

nuclear strategic thought.  



 

 

 In the first we evaluated applying the findings of cognitive psychology in light of 

justifications that theorists invoke for assuming rational actors. Cognitive psychologists 

have shown that people have biases, which, in the aggregate, lead to consistent and 

predictable outcomes. Economists — who often build models on the assumption that 

people behave rationally in the aggregate and isolated events can profitably be ignored — 

have found this insight to be useful. Nuclear strategists, by contrast, do not build models 

on assumptions about the aggregate behavior of groups and the insignificance of isolated 

cases. They build models that speak to isolated cases, and do so on the belief that those 

models can inform and/or usefully explain the behavior of informed actors. As such, we 

argued, they are less likely to either want or need to correct for unconscious biases. 

In the second we addressed the challenge of applying individual-level findings to 

state-level behaviors. Unlike the rational actor assumption, which moves relatively easily 

across different levels of analysis, we argued, simply transferring the results of cognitive 

psychological experiments to more complex social actors is not so straightforward. The 

substantive claims that cognitive psychologists make about heuristics and biases are 

rooted in the biological processes of the human brain. Organizations do not share this 

physiology, however, and we contended that to treat more complex social actors, such as 

states, as if they would display the same biases as an individual is to commit a category 

mistake.  

Neither critique is definitive, as we explain, and it is possible to imagine research 

programs that attempt to navigate the limitations they describe. We do, however, believe 

that both are foundational and far reaching. There are compelling reasons to believe that 



 

 

the insights of behavioral psychology will not map easily or straightforwardly onto the 

problems of nuclear strategy; it is important that scholars remain alive to this. 

  



 

 

 

 

JUSTIFICATION FOR 

RATIONAL ACTORS 
Relevant to nuclear strategic 

models? 
Amenable to behavioral 

adjustment? 

i. Normative prescription Yes No 

ii. Special Circumstances Yes No 

iii. Systematic Selection No No 

iv. Emergent mean/mode No Yes 

 

Table 9.1: Justifications for assuming rationality and their implications for a behavioral 

approach to nuclear strategy 
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