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Stereoscopic Image Stitching with Rectangular Boundaries

Yun Zhang · Yu-Kun Lai · Fang-Lue Zhang

Abstract This paper proposes a novel algorithm for
stereoscopic image stitching, which aims to produce

stereoscopic panoramas with rectangular boundaries.
As a result, it provides wider field of view and better
viewing experience for users. To achieve this, we formu-

late stereoscopic image stitching and boundary rectan-
gling in a global optimization framework that simulta-
neously handles feature alignment, disparity consisten-
cy and boundary regularity. Given two (or more) stereo-

scopic images with overlapping content, each containing
two views (for left and right eyes), we represent each
view using a mesh and our algorithm contains three

main steps: We first perform a global optimization to
stitch all the left views and right views simultaneously,
which ensures feature alignment and disparity consis-
tency. Then, with the optimized vertices in each view,

we extract the irregular boundary in the stereoscopic
panorama, by performing polygon Boolean operations
in left and right views, and construct the rectangular

boundary constraints. Finally, through a global energy
optimization, we warp left and right views according
to feature alignment, disparity consistency and rectan-
gular boundary constraints. To show the effectiveness
of our method, we further extend our method to dis-
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parity adjustment and stereoscopic stitching with large
horizon. Experimental results show that our method

can produce visually pleasing stereoscopic panoramas
without noticeable distortion or visual fatigue, thus re-
sulting in satisfactory 3D viewing experience.

Keywords stereoscopic image stitching · rectangular
boundaries · global optimization · rectangling ·
disparity consistency

1 INTRODUCTION

As VR/AR is becoming popular, more and more people

enjoy watching stereoscopic media for immersive view-
ing experience. Stereoscopic media is getting more pop-
ular and accessible, and the demand for manipulating

stereoscopic images and videos to suit the needs of con-
tent creation has risen in many application scenarios.
As the most common way to combine stereoscopic me-
dia from different cameras to generate a wider field of

view, there is an apparent need for practical and reli-
able algorithms for stereoscopic image/video stitching.
Furthermore, the stitching method can utilize images
and videos captured by common hand-held cameras to
provide more usable visual content.

Unlike conventional 2D visual media, stereoscopic
stitching methods need to consider the preservation of

depth information. Although 2D image/video stitching
techniques are well studied and have been successful-
ly integrated in digital cameras, they cannot be di-
rectly applied to stereoscopic content. The stereoscopic
panorama, generated by directly applying a 2D stitch-
ing method to left and right views independently, usu-
ally has a serious disparity inconsistency, which would
cause uncomfortable viewing experience when watching
this region. Thus, researchers put efforts on designing
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stereoscopic stitching methods that can simultaneous-
ly align features and preserve the disparity consistency.
Zhang et al. [30] were the first to propose stereoscop-
ic image stitching method to easily create stereoscopic
panoramas. Although successfully keeping the disparity
consistency, they did not combine the stitching process
in left and right views in a unified optimization frame-
work, and therefore cannot ensure an optimal solution
with minimum distortions. Recently, Yan et al. [26] and
Wang et al. [24] proposed hybrid warping and natural
shape preserving methods to further improve the stitch-
ing performance. However, their methods cannot ensure
the global optimality and boundary regularity.

Considering the application scenario of stereoscop-
ic stitching, one of the major purposes of generating
stereoscopic panoramas is to enlarge the viewing area.
Therefore, besides the requirement of preserving the
shape and disparity, we also prefer a larger visible area
when watching the stitched stereoscopic panorama us-
ing common display devices, which have rectangular
shapes. Thus, it would be preferable if the final panora-

ma could have a more regular shape. However, previous
methods like [26] usually generate panoramas with ir-
regular boundaries, and the final panoramas after crop-

ping may lose much information, which degrades the
wide angle viewing effects.

Inspired by He et al. [10], who proposed a warping-

based approach to rectangling 2D panoramas, we pro-
pose to stitch stereoscopic images to produce panora-
mas with rectangular boundaries. Our approach takes
into account the characteristics of stereoscopic images,

and formulates the problem as a global optimization
that simultaneously optimizes stitching and rectangling.
To preserve the shape during stitching as much as pos-

sible, we also propose a global optimization to simul-
taneously deform left and right views while preserv-
ing the shape and depth consistency. In our method,
we first stitch the left and right views by optimizing
feature alignment, disparity consistency, shape preser-
vation and global similarity to form the initial state.
Then we extract the irregular boundaries of stitched
panoramic image pair by polygon Boolean operations
in each stitched view. With the extracted vertices on
the irregular boundaries, we set up regular boundary
constraints, and perform an optimization that align-
s stereoscopic images while satisfying these additional
boundary constraints. Finally, we obtain the stitched
stereoscopic panorama with a rectangular boundary by

warping and blending.
The main contributions of this paper are summa-

rized as follows:

– We are the first to propose a method for stereo-
scopic image stitching with rectangular boundaries,

which can provide wider field of view in the generat-
ed stereoscopic panorama, compared with existing
approaches.

– We formulate a global optimization to simultane-
ously stitch left and right views, while ensuring dis-
parity consistency and shape preservation, outper-
forming state-of-the-art methods.

2 RELATED WORK

2.1 Image stitching

2D image stitching has been extensively studied in re-
cent years, and the technology has been successfully in-
tegrated in digital cameras for panoramic image genera-
tion. In [21], Szeliski provided a tutorial on image align-
ment and stitching, and discussed open research prob-
lems in this area. Earlier methods mainly focused on

improving the accuracy of image alignment. For glob-
al alignment, Brown et al. [1] and Gao et al. [7] pro-
posed to use single and dual homography to warp im-

ages. However, their global warping approaches are not
effective for scenes with large parallax or non-local per-
spective variations. To solve those problems, Zaragoza

et al. [28] proposed as-projective-as-possible (APAP)
warping based on moving Direct Linear Transformation
(DLT), which applies several local parametric warps for
more accurate alignment. Given the good performance

in local feature alignment, APAP [28] is widely used in
recent work [13]. Chang et al. [3] combined projective
and similarity transformations for perspective preser-

vation of each image. However, this might be too flexi-
ble and result in distortions when the spatial relation-
ship between images is just a 2D transformation. Lin et
al. [13] proposed as-natural-as-possible stitching, which

combines the local homography and global similarity
transformations to generate more natural panoramas.
Their method can avoid unnatural rotation and miti-
gate perspective distortions in non-overlapping regions.
However, the global similarity estimation may still in-
troduce local distortions for some objects with highly

structured geometric features. To achieve more natural
appearance after warping, Chen et al. [4] proposed a
stronger global similarity prior, which ensures similar-
ity transform between each stitched image pair. Com-
pared with [13], [4] can provide correct scales and views
for better global transformation, thus can produce more
natural panoramas with wider field of view. Observing
that overlapping regions do not need to be fully aligned,
Zhang et al. [29] proposed a local stitching method to
cope with parallax, but it may fail on images with large
parallax. Lin et al. [14] combined local alignment and
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seam estimation by adaptive feature weighting to han-
dle large parallax. However, their method may also pro-
duce poor results in regions containing rich structures
but few matched features.

Although image stitching has been extensively s-
tudied, previous stitching methods produce panoramas
with irregular boundaries for images captured by free
moving hand-held cameras. However, users prefer to
view images with regular boundaries, and images are
usually displayed in a rectangular window. Thus, to
obtain stitched results with regular boundaries, He et
al. [10] first proposed panoramic image rectangling, which
takes a stitched panorama as input and aims to pro-
duce rectangular images by content-aware warping. Al-
though effective in many examples, their method treats
stitching and rectangling as two steps, which cannot
ensure an optimal solution and may lead to unneces-
sary distortions. To address this, Zhang et al. [31] in-
corporated rectangling into the image stitching frame-
work to improve results, and further proposed a piece-
wise rectangling method to avoid excessive distortions

for panoramic scenes with substantial missing content.
Inspired by [10,31], we propose the first approach to
stereoscopic image stitching with rectangular bound-

aries, which enhances the wide field viewing experience.

2.2 Stereoscopic image and video editing

In general, trivially extending 2D image/video editing
methods to each view of a stereoscopic image pair will
introduce disparity inconsistency and visual fatigue. For

better 3D viewing experience, stereoscopic editing should
firstly consider the disparities between two views.

In recent years, many researchers focused on dis-
parity editing to improve the visual comfortableness of
users. Lang et al. [11] proposed a number of disparity
mapping operators to control and retarget the depth-
s of a stereoscopic scene in a nonlinear fashion. These
operators have been widely used in depth adjustment
in stereoscopic images and videos for better perceptual
quality. Chang et al. [2] and Liu et al. [17] proposed

the content-aware stereoscopic image and video resiz-
ing methods respectively, which can adapt images and
videos to different target display devices, and adjust the
perceived depth in a visual comfort zone. Lee et al. [12]
proposed a nonlinear disparity remapping system to
make the depth manipulation more intuitive and effec-
tive. Wang et al. [25] presented a unified stereoscopic
video disparity adjustment framework to automatically
improve the 3D viewing experience.

How to manipulate the visual content in stereoscop-
ic media as conventional 2D images and videos is an-

other active topic. For interactive stereoscopic image

composition, Tong et al. [23] proposed depth-consistent
stereoscopic composition to interactively blend a 2D
image into a stereoscopic image. Du et al. [5] extend-
ed the 2D perspective editing to stereoscopic images.
Given a target perspective, their method can construct
correspondent constraints and obtain the stereoscopic
result by warping-based optimization. Mu et al. [20]
proposed a patch-based method for stereo-consistent
image completion, where the depth and image content
in the missing region are filled simultaneously. Tang et
al. [22] exploited depth information in stereoscopic im-
ages for more accurate saliency detection, and achieved
good performance in some challenging examples. More
recently, Yan et al. [27] utilized the saliency information
to avoid undesirable distortion in important objects in
their content-aware mesh warping model for depth ad-
justment.

Although 2D image stitching has been extensively
studied, it cannot be directly applied to stereoscopic
images. Zhang et al. [30] proposed the first method to
stitch stereoscopic images casually taken by a stereo

camera, and successfully handled parallax, cross-view
consistency and disparity consistency in stereoscopic
stitching. However, the stitching of two views is not
treated as a global optimization, which cannot ensure

the optimal alignment and warping, thus may introduce
noticeable distortions. Yan et al. [26] proposed stereo-
scopic stitching based on a combination of projective

and content-preserving warping. Compared with [30],
their stitching is more robust and effective. However,
they fix the first stereoscopic image pair as a refer-
ence, and other images may be severely distorted when

aligning with the reference. Wang et al. [24] combined a
constrained projective and a shape-preserving warp to
make the stitching as natural as possible. Although bet-
ter than previous methods [30,26], their method does
not consider the boundary regularity constraint, thus
may lose much information after cropping. In this pa-

per, we aim to construct a global optimization to si-
multaneously stitch left and right views, while ensuring
the disparity consistency, least local distortions, and
boundary regularity.

3 Overview

Fig. 1 shows the pipeline of our stereoscopic stitching
method. The input to our approach is two (or more)
stereoscopic images with partial overlaps in their left
and right views. For simplicity, we use two stereoscopic

images to describe the algorithm, and each image con-
tains a left view and a right view.

To ensure the efficiency, we represent each view us-
ing a mesh. We first formulate a global optimization
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Fig. 1 Pipeline of our stereoscopic stitching. The input includes two (or more) stereoscopic images each containing a pair of
(left and right) views. We firstly perform an initial global optimization for stereoscopic stitching without boundary constraints.
Then we extract the irregular boundaries of the initial panorama, and construct rectangular boundary constraints. Finally we
perform global optimization with the additional boundary constraints to obtain the rectangular stereoscopic panorama while
ensuring feature preservation and perceptual comfortableness.

that simultaneously aligns left views and right views
with constraints on feature alignment, disparity consis-
tency, shape preserving and global similarity transform,

and obtain the initial panorama by warping. Then, with
the initially warped mesh on each view, we extract the
irregular boundary of the initial panorama by polygon
Boolean operations, and set up the target rectangular

boundaries for left and right views. Finally, we perform
a global optimization by adding the rectangular bound-
aries as constraints, and finally obtain the rectangular

stereoscopic panorama by warping and blending. Our
method performs stitching on left and right views us-
ing a unified global optimization framework, which can

ensure seamless stitching, with less distortions and im-
proved disparity consistency.

4 Global stereoscopic stitching

Previous methods [30,26] do not stitch left and right
views by a global optimization, and thus cannot en-
sure the optimal disparity consistency and global struc-
ture preservation. In this section, we propose to stitch
stereoscopic images in a global optimization framework,
which also provides the initial results for further panora-
ma rectangling.

Similar to previous stitching methods, we place a
mesh on each view of input stereoscopic images, and
the stereoscopic stitching result is obtained by warping-
based optimization. LetN be the number of input stereo-
scopic image pairs to be stitched, V and V̂ are mesh

vertex positions before and after warping. We propose
an energy involving the following terms: feature align-

ment of each view Ef , local shape similarity Es, global
similarity Eg, and disparity consistency Ed, and details
are as follows.

Feature Alignment. Feature alignment is used to
match each view (left or right) of stereoscopic images
with the same view of other stereoscopic images within

overlapped regions. Similar to [4], we use APAP [28]
due to its high quality for image feature matching. It is
defined as follows.

Ef (V̂ ) =

1∑
d=0

∑
(i,j)∈Gd

∑
fij
k ∈M

ij
d

||v̂(f ijk,i)− v̂(f ijk,j)||
2, (1)

where Gd is the image matching graph of left (d = 0)
and right (d = 1) views, containing image pairs of the
same view with overlaps. M ij

d refers to all the matched
features between images i and j of view d. In prac-
tice, the points f ijk,i and f ijk,j of a matched feature pair

f ijk do not usually coincide with mesh vertices, so we
represent each matched feature point f ijk,i (similar for

f ijk,j) as a bilinear interpolation of vertices in the mesh
quad that contains the feature point. The interpolation
v̂(f ijk,i) is represented as V̂i

mn · Ωi
mn , where V̂i

mn =

[V̂ im,n, V̂
i
m+1,n, V̂

i
m+1,n+1, V̂

i
m,n+1] includes the four ver-

tices of the mesh quad that contains the feature point,
and Ωi

mn = [ωim,n, ω
i
m+1,n, ω

i
m+1,n+1, ω

i
m,n+1] are the

interpolation weights. v̂(f ijk,j) is similarly defined.

Local shape similarity. Similar to most warping
based stitching, we also need to preserve the shape of
each mesh quad in stereoscopic stitching. We split each
mesh quad into two triangles, and use the shape pre-
serving term defined in [16] to penalize distortions of
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Fig. 2 Content-aware disparity constraint. (a) overlapped
region of left stitching result, (b) disparity histogram com-
parison of two stereoscopic images in the overlapping region,
(c) stitching result obtained by original disparity, (d) stitch-
ing result obtained by content-aware disparity.

triangle shapes. The energy is defined as follows.

Es(V̂ ) =
1∑
d=0

N∑
i=1

∑
V̂ i
j ∈V̂i

d

||V̂ ij − V̂ ij1 − ξR(V̂ ij0 − V̂
i
j1)||2

where R =

[
0 1
−1 0

]
, ξ = ||V ij − V ij1 ||/||V

i
j0 − V

i
j1 ||,

(2)

where d indicates left (d = 0) and right (d = 1) views
of each stereoscopic image pair. V̂ ij , V̂ ij0 , V̂ ij1 are vertices
of a triangle in each mesh quad after warping, and V ij ,
V ij0 , V ij1 are corresponding vertices before warping. ξ is

the scaling parameter estimated from the initial mesh.
Since each triangle is right-angled before warping, we
set R a transformation matrix with 90◦ rotation.

Global similarity. To make the stitching result

as natural as possible, we use the global similarity term
defined in [4] to constrain the rotation and scale of each
stitched image according to the reference image (chosen
as the first image) in each view. The energy term is
define as follows.

Eg(V̂ ) =
1∑
d=0

N∑
i=2

∑
eij∈Ed

i

ω(eij)[||c(eij)− si cos θi||2+

||s(eij)− si sin θi||2],

(3)

where si, θi (i = 2 · · ·N) refer to the desired scale and
rotation of each warped image in left (d = 0) and right
(d = 1) views w.r.t. the corresponding views in the ref-
erence image I1. ω(eij) is the weight to determine the
importance of edges for global similarity. In the over-
lapping regions, we need to focus on feature alignment,
thus the weight should be smaller, where for other re-

gions, larger values are given for better preserving glob-
al similarity. See [4] for detailed definitions.

Disparity consistency. Simply extending standard
image stitching to stereoscopic images may cause dis-
parity inconsistency and visual fatigue. Actually, when
we consider the disparity preserving constraint in the
global stitching framework, we need to balance this con-
straint in a content-aware manner. See Fig. 2(c), when
we simply copy the disparity of input stereoscopic im-
ages, the final result may be severely distorted. In this
example, the disparities of two stereoscopic images in
the overlapping region (marked in Fig. 2(a)) vary great-
ly, see the disparity histograms in Fig. 2(b). Thus, in
the overlapping regions, the disparity and feature align-
ment constraints conflict. For better 3D viewing effects,
we add a weight Ψ(·) to control the disparity consisten-
cy as follows:

Ed(V̂ ) =
N∑
i=1

∑
pik∈P i

Ψ(pik) · ||v̂(pik,l)− v̂(pik,r)−D(pik)||2,

(4)

where pik,l and pik,r refer to the kth matched feature

points in the ith image pair, and we use the interpola-
tion of quad vertices to represent each feature point in
the left view as v̂(pik,l) = V̂i,l

mn · Ωi,l
mn, where V̂i,l

mn are

vertices of a quad that contains pik,l in the left view of

the ith stereoscopic image, and Ωi,l
mn refers to the cor-

responding interpolation weight of each vertex. Feature
points v̂(pik,r) in the right view are similarly defined.

D(pik) is the original disparity of feature pik, and Ψ(pik)
is the weight for the disparity constraint. To keep the
disparities of stitched panorama in a proper range, we
set I1 as a reference image, and the disparities of I1
are preserved by a large weight. Observing that local
feature alignment and disparity constraints should be
balanced in the overlapping regions, we measure the

weight of disparity constraint Ψ(pik) of a matched fea-
ture pair pik in other images Ii(i = 2, ..., N) as

Ψ(pik) =

{
δi · dmin(q(p

i
k),Φ

i)√
W 2

i +H
2
i

, pik /∈ Φi

δi · (T (Φi) + 0.05)−α, pik ∈ Φi
, (5)

where Φi refers to the overlapping regions of the ith

image, and q(pik) is the center of the mesh quad that

contains pik. For matched features in non-overlapping
regions, we calculate the minimum distance between
q(pik) and all mesh quads in Φi, denoted as dmin(·, ·).
δi is used to place more importance on the reference
image. We set δ1 = 10 and δi = 1 (∀i 6= 1). Wi and Hi

are width and height of the ith image. For overlapping
regions containing two images, the more similar their

disparity histograms are, the larger weight is on the
disparity consistency term. T (·) measures the distance
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of disparity histogram between the images in Φi, and
α is used to control the impact of disparity similarity
on the disparity constraint. In our experiment we set
α = 1. When more than two images overlap, we select
the image Im with median disparities as reference, and
T (·) measures the calculated between Ii and Im. See
Fig. 2(d), with our content-aware disparity constraint,
the stitching result is more natural with less distortion.

With the energy terms defined above, the total en-
ergy E1 is a linear combination of them, see Equation 6.

E1(V̂ ) = λaEf (V̂ )+λsEs(V̂ )+λgEg(V̂ )+λdEd(V̂ ), (6)

where λa, λs, λg, λd are weights to determine the im-
portance of each term. We give more importance to dis-
parity preservation and shape preserving for less distor-
tion and disparity consistency, and set λa = 1, λs = 2,
λg = 1.0, λd = 6 for most examples.

5 Stereoscopic Rectangling

Compared with results generated by 2D image stitching
and [30,26,24], our global stitching is better in shape
preserving and disparity consistency, see Fig. 5. Howev-

er, our result in Fig. 5(f) still generates the panorama
with an irregular boundary. Thus, we further improve
our global stitching by rectangling the irregular bound-
ary of stitched panoramas. The main idea of stereo-

scopic rectangling is to drag the vertices on the initial
irregular boundary of the stitching result to the target
rectangular boundary, then the stitched image can be

warped driven by these boundary constraints.

5.1 Boundary analysis

In this section, we give details of irregular boundary ex-
traction from the warped meshes of global stereoscopic
stitching. We use the method proposed in [31] for irreg-
ular boundary extraction in the corresponding view of
the warped meshes. Fig. 1 shows the irregular boundary

extraction on the left view. We first extract the bound-
ary vertices of each warped mesh, and represent them
as polygons. Then we get the irregular boundary of
panorama by the polygon Boolean union operation [18].
The irregular boundary is represented by boundary ver-
tices from different meshes and their intersections. We
further get the outer rectangle of the irregular bound-
ary, and select the closest mesh corners to the out-
er rectangle as four corners of the irregular boundary.
Then we classify irregular vertices into 4 groups with d-
ifferent directions (left/right/top/bottom) using neigh-

boring corners. We also identify the intersections in

each direction, and represent them using interpolation
of neighboring related vertices. The target rectangular
boundary is then constructed by averaging vertices in
each direction, see Fig. 1 for the rectangle with different
colors in four directions.

5.2 Stitching with rectangular boundary

The rectangular boundary is converted to a constraint
in the final global optimization step to warp the stereo-
scopic images to fill the rectangle. Based on the energy
terms defined in Section 4, we further add the rectangu-
lar boundary Er and line preserving El constraints to
formulate the optimization objective. We give detailed
definition of energy terms as follows.

Rectangular boundary. We define the rectangu-
lar boundary preserving energy as

Er(V̂ ) =
1∑
d=0

4∑
i=1

∑
V̂j∈ξdi

||Γ (ξdi )[ζ[V̂j ]V̂j + (1− ζ[V̂j ])

(ϑ[V̂j ] · ω[V̂j ])]− val[i]||2,

(7)

where ξdi , i = 1, 2, 3, 4 refers to the set of vertices in
four directions of the extracted irregular boundaries in

left (d = 0) and right (d = 1) views; val[i] refers to
the value of each target boundary segment; ζ[V̂j ] de-
termines the type of vertices: 1 - vertices, 0 - intersec-
tions; Γ (ξdi ) = [0 1] or [1 0], when ξdi is horizontal

or vertical, which determines direction of vertices to
be dragged. For the intersection points, we first detect
the neighboring related vertices ϑ[V̂j ] = [V̂m, V̂n, V̂p, V̂q]

that produce the intersections, see the dotted rectangle
in Fig. 1, then we calculate the interpolation weights of
the vertices ω[V̂j ] = [Cm, Cn, Cp, Cq]

T , finally the inter-
sections can be easily represented by the interpolation
of corresponding mesh vertices.

Straight line preserving. To avoid obvious line
distortion after warping, we also need to preserve the

straight lines in stereoscopic stitching. Similar to the
warping-based retangling in 2D images [10,31], we de-
tect line segments using the method in [8], and use the
line preserving term defined in [15].

El(V̂ ) =
1∑
d=0

N∑
i=1

∑
l∈Ld

i

M−1∑
j=1

||(1− µ)V̂i,l0
pq ·Ωi,l0

pq

+ µV̂i,lm
pq ·Ωi,lm

pq − V̂i,lj
pq ·Ωi,lj

pq ||2,

(8)

where d indicates the left or right view, N refers to
the number of all stitched left and right images, M is
the number of sub-segments for each line segment in
an image, and each sample point on the line segment is
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represented by a bilinear interpolation of the four grid
vertices. The two end points l0 and lm are represented
as V̂i,l0

pq ·Ωi,l0
pq and V̂i,lm

pq ·Ωi,lm
pq . The jth sample point

between the end points is lj , and the weight is µ = j/M .

We reconstruct the global optimization for stereo-
scopic stitching by adding the boundary and line pre-
serving constraints as follows.

E2(V̂ ) = E1 + λrEr(V̂ ) + λlEl(V̂ ), (9)

where E1 is defined in Equation 6, and λr, λl are weight-
s to control the importance of energy terms. We set
λr = 102 to ensure the regularity of boundaries. In our
experiment, we find that the line preserving is more im-
portant than the local shape preserving, thus λl is set
to be 15 to avoid too much distortions in straight lines.

5.2.1 Optimization

We first solve the optimization defined in Equation 6 for
the initial stereoscopic image stitching. Since all energy
terms are quadratic, Equation 6 can be efficiently min-
imized by solving a linear system. Since the resulting

vertices are used for the irregular boundary analysis,
thus we do not need to render the stereoscopic panora-
ma at this step. With the extracted irregular boundary

and the target rectangular boundary, we further solve
the reconstructed optimization in Equation 9. Since the
added rectangular boundary and line preserving terms

are quadratic, Equation 9 can also be minimized by
solving a linear system. For better stereoscopic viewing
effects, we set the same target rectangle in left and right
views. The final stereoscopic panorama is obtained by

warping and blending, see the right side of Fig. 1. As
shown in Fig. 5, compared with previous stereoscop-
ic stitching methods [30,26,24], our rectangular stereo-
scopic stitching can preserve much more contents in
a rectangular window, and provide better wide angle
viewing experience.

5.2.2 Content-aware rectangling

Although our stereoscopic stitching can effectively pro-

duce panoramas with rectangular boundaries, it does
not work well when there exist salient objects or struc-
tures near the irregular boundary. As shown in Fig. 3(b),
due to the content missing in the structured region,
there exist apparent distortions.

Thus, we further propose a content-aware rectan-
gling method, which progressively performs rectangling
while avoiding noticeable distortions. We first compute
E0 of global stitching in Equation 6 using the solved

vertices. Then we iteratively set each boundary ξdi of
the target rectangle as the boundary constraint, and

（a） （b）

（c） （d）

Fig. 3 Content-aware stereoscopic rectangling. (a) global
stereoscopic stitching, (b) stereoscopic stitching with rectan-
gling, (c) content-aware stereoscopic rectangling meshes, (d)
content-aware stereoscopic rectangling result.

solve optimization in Equation 9. With the warped ver-
tices, we compute E2(V̂ ) and compare it with E0. When
there are few differences between them, we accept ξdi as
a boundary constraint, and push it into ξ̂. In this pa-
per, we set the threshold δ = E0/15. Finally, using the
filtered boundary constraints ξ̂, we solve the optimiza-

tion defined in Equation 9 for panorama rectangling,
and obtain final stereoscopic panoramas by warping and
blending. Compared with the global stitching and direct

rectangling (see Figs. 3(a) and 3(b)), our content-aware
rectangling (Fig. 3(d)) can make the panorama as rect-
angular as possible without noticeable visual distortion-

s, which further enhances the wide angle viewing effect-
s, and Fig. 3(c) shows the warped meshes. The yellow
rectangle in (d) gives the suggested cropping window,
which is wider than that in (a).

6 RESULTS AND APPLICATIONS

In this section, we give a number of experimental result-

s of stereoscopic stitching, and applications that ben-
efit from our method. Then performance, evaluations
and limitations of our method are provided. We use the
dataset from [30,26] for most examples in this paper. In
the following comparisons, results of [30], provided by
their authors, have been cropped by rectangular win-
dows. In this paper, the stitching results are presented
as red&cyan anaglyph images.

For better viewing experience, we provide high res-
olution input and output stereoscopic images of all ex-
amples in the supplemental material.

6.1 Results and Comparisons

As shown in Fig. 4, we first compare our method with

state-of-the-art methods. The red rectangles in each re-
sult demonstrate that [30] introduces distortion, while
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(a) (b) (c)

Fig. 4 Comparison with state-of-the-art methods. (a) result of [30] , (b) result of [24], (c) our final stitching result.

(d) (b) (c)

(f) (e) (g) 

(a)

Fig. 5 More comparisons. (a) input stereoscopic images, (b) result obtained by separate stitching, (c) result of [30], (d) result
of [26], (e) result of [24], (f) our global stitching result, (g) our stitching result with rectangular boundary.

[24] and our method succeed in preserving shapes. The
zoom-in views show that both [24] and [30] cannot en-

sure a regular boundary in the stitched panorama, while
our method works well for boundary regularity, thus can
preserve more contents in the cropping window.

We further give more comparisons in Fig. 5. When
stitching two views separately or stitching using the
method in [24], there are obvious vertical disparities,
as shown in the zoom-in view of Figs. 5(b) and 5(e)1.

Figs. 5(c) and 5(d) are results of [30] and [26], which
may lose some image contents after cropping. Fig. 5(f)
is the result obtained by our global stitching, which is

better that previous methods in terms of content pre-
serving and disparity consistency. By adding the regu-
lar boundary constraint in our global optimization, the
stitching result can preserve all image content in a rect-

angle, see Fig. 5(g).

An alternative to handling the irregular stitching re-
sults could be content-aware completion. Fig. 6 shows
comparison of our stereoscopic rectangling with it. We
first stitch the input stereoscopic images in Fig. 6(a) us-
ing our global stitching method. Then we use the stereo-
scopic completion method in [20] to complete the hole
between outer rectangle and the irregular boundary of
panorama (see Fig. 6(b)). The zoom-in view of Fig. 6(c)
shows that the completion method fails to synthesize

correct semantic content. Fig. 6(d) is the result of our

1 we take the result of Fig 5(e) directly from the [24] paper,
as the code is not publicly available thus the zoom-in view is
not very clear.

（a） （b）

（c） （d）

Fig. 6 Stereoscopic completion. (a) input stereoscopic im-
ages, (b) global stitching result, (c) rectangling result ob-
tained by completion, (d) our stereoscopic rectangling result.

method, which can successfully generate stereoscopic
panorama with rectangular boundary, while preserving
the disparity consistency and avoiding distortions.

We also verify the contribution of the line preserv-
ing term. Fig. 7 shows examples which demonstrate the
effects of the line preserving term in stereoscopic stitch-
ing. As shown in Fig. 7(a), our global stitching does not
introduce distortions. When rectangling without line p-
reservation, the salient lines are distorted, see the zoom-
in view in Fig. 7(b). For better effects, we impose the
line preservation constraint, and the final result is vi-
sually pleasing, see the zoom-in view in Fig. 7(c).

More results and comparisons are shown in Fig. 8.
Compared with the results in Figs. 8(a) and 8(b) gener-
ated by [30,26], our global stitching results in Fig. 8(c)
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have less distortion and more regular boundary, thus
provide better wide angle viewing experience. Based
on the global stitching, our stitching with rectangular
boundary constraint can further improve the wide angle
viewing of stereoscopic panorama, see Fig. 8(d).

6.2 Applications

We further extend our method to various applications
of stereoscopic image editing.

6.2.1 Disparity adjustment in panoramic images

In stereoscopic images and videos, disparities can de-
termine the 3D feelings of human vision system (HVS),
and unsuitable disparities can cause visual discomfort
and fatigue. For better experiences to view the stereo-
scopic images, we incorporate disparity adjustment into

the optimization framework of our stereoscopic stitch-
ing. In this application, we only need to modify the
energy term for disparity consistency, and the new def-

（a）

（b）

（c）

Fig. 7 Line preserving. (a) global stitching result, (b) rect-
angling without line preserving constraint, (c) our stitching
result with line preserving constraint.

（b）

（c）

（a）

Fig. 9 Stereoscopic rectangular stitching with disparity ad-
justment. (a) input stereoscopic images, (b) stitching result
with rectangular boundary, (c) stitching result after disparity
adjustment.

inition is as follows.

Ed(V̂ ) =
N∑
i=1

∑
pik∈P i

Ψ(pik) · ||v̂(pik,l)− v̂(pik,r)

−M(D(pik))||2,

(10)

whereM(·) is the disparity mapping function [11] which
aims to change the disparity range of stitched panora-
ma. Fig. 9 shows an example of disparity adjustment.

For better 3D viewing, we first use the linear opera-
tor to set the disparity range in a visual comfort zone,
and then further compress the disparity values by set-
ting M(D(pik)) = α ·D(pik), with α ∈ [0, 1]. Figs. 9(b)

and 9(c) are rectangular stitching results before and af-
ter disparity adjustment, and we can obtain different
3D viewing experience without sacrificing the rectan-
gular stitching quality.

6.2.2 Rectangling panorama with large horizon

We further apply our method to stitching stereoscopic
panorama with wide-angle view. To obtain such panora-
ma, we need to stitch a set of images with partial over-
laps. Unlike [26], which stitches a number of overlapping
images incrementally, we stitch a set of images using our

proposed global optimization, thus can produce panora-
ma with regular boundary, better stereoscopic effects
and less distortion. Fig. 10 shows the comparison on
the generated panoramas consisting of 10 overlapping
stereoscopic images. Figs. 10(a) and 10(b) are results
of [30] and [26] respectively. Fig. 10(c) is our stitch-
ing result without boundary constraint, which is better
than Figs. 10(a) and 10(b) in terms of distortion and
boundary regularity, and our result can preserve more
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(a) 

(b) 

(c) 

(d) 

Fig. 8 More results and comparisons. (a) results of [30], (b) results of [26], (c) results obtained by our global stitching, (d)
our stitching results with rectangular boundary.

(a) 

(b) 

(c) 

(d) 

Fig. 10 Wide angle stereoscopic rectangling. Result in (a) is provide by authors of [30] and lots of content has been cropped.
(b) result obtained by [26], (c) result obtained by our global stitching, (d) final stitching result with rectangular boundary.

content without noticeable distortions in a rectangu-
lar cropping window. For better wide angle viewing, we

further apply rectangling to stereoscopic stitching with
large horizon. The result in Fig. 10(d) shows that, our
method can preserve all image contents in a rectangu-
lar window, thus significantlyh improve the wide-angle
viewing experience.

6.3 Performance and Evaluations

We report performance of our method on an Intel Core
i7 6700K 4.0GHz laptop with 32GB RAM. As an exam-
ple, consider Fig. 1 where the input contains 2 stereo-

scopic images with partial overlaps, and the size of each
image is 800 × 600, the total time cost is 6.86 second-

s, which includes the initial stitching, irregular bound-
ary extraction, stitching with rectangular boundary and
texture mapping & blending. Since all energy terms are
quadratic, the optimization can be efficiently solved.
When stitching with the optimized boundary, we on-
ly need to construct the irregular boundary constraint,
and apply the conjugate gradient method, which takes
the result of last iteration as initialization, thus can
solve the optimization more efficiently.

We further give quantitative evaluation, as shown in
Table 1. For the five examples in Fig. 8, we compare the
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Table 1 Quantitative evaluations of average vertical dispar-
ities in pixels and cropping ratio

Chen’s [4] Zhang’s [30] Yan’s [26] Ours

#1 0.93\91% 0.61\92% 0.58\86% 0.46\100%
#2 1.67\95% 1.10\96% 0.92\94% 0.88\100%
#3 1.33\94% 0.83\93% 0.81\91% 0.57\100%
#4 1.47\92% 1.01\92% 0.95\90% 0.71\100%
#5 1.26\93% 0.74\94% 0.81\89% 0.65\100%

Table 2 User study of our method

visual comfort free of artifacts wide angle

Yan [26] µ(4.07)σ(0.57) µ(4.13)σ(0.50) µ(3.93)σ(0.57)
Ours µ(4.53)σ(0.49) µ(4.40)σ(0.49) µ(4.67)σ(0.47)

P-value 0.029 0.164 0.001

average vertical disparities and cropping ratios using
Chen’s [4], Zhang’s [30], Yan’s [26] and our method. The
cropping ratio is the ratio of cropped image content and
the final stitching result. Compared with [26], results
obtained by our method have less vertical disparities,
and the cropping ratio is 100% due to our stitching with

the rectangular boundary constraint.

To evaluate the visual quality of our stitching result-
s, we asked 15 college students (7 males and 8 females)
with normal stereo perception to take part in our us-

er study. For each example, these students were asked
to watch 20 stitched panoramas obtained by Yan’s [26]
and our method. After watching them with stereo glass-

es for 5∼10 minutes, they were asked to grade the fol-
lowing three questions: (1) Do you feel visually com-
fortable to watch the stereoscopic panoramas? (2) Do

the stitched panoramas free of artifacts? (3) Are the
stitched panoramas provide good wide angle viewing
experiences? Each question was graded by an integer
ranging from 0 to 5 (negative to positive). We report

the average score (µ), standard deviation (σ), and P-
value of the two sample t-test in Table 2. From the av-
erage scores, we find that our method has better perfor-
mance than [26]. The P-value shows that the difference
between the two sets of results is significant in terms
of “visual comfort” and “wide angle”, while not signif-
icant for the “free of artifacts”. Thus, the advantage of

our method is more obvious in producing stereoscopic
panoramas with visual comfort and wide angle effects.
In terms of “free of artifacts”, our method is compara-
ble to state-of-the-arts method.

6.4 Limitations

Our method improves stereoscopic image stitching by
rectangling the irregular boundaries caused by the free

(a) (b)

(c)

Fig. 11 A failure case with large distortion. (a) input image
pair, (b) result of global stitching, (c) our final stitching result
with rectangular boundary.

movement of hand-held cameras, and works well for
many cases. However, we notice that our method may
fail in some cases, especially when the scene is not com-
pletely shot, and some structural features are may be

distorted when the saliency detection fails. See Fig. 11
for an example, the global stitching result in Fig. 11(b)
is visually pleasing, but after rectangling, the stitched

rectangular panorama is severely distorted, see the zoom-
in view in Fig. 11(c). This problem also exists in most
warping based image editing methods.

7 CONCLUSION

We have proposed a new stereoscopic image stitching
method with rectangular boundaries, which improves

the visual quality of the stitching results for the final
display by providing rectangular boundaries. We pro-
pose a global optimization to stitch left and right views,

which ensures the disparity consistency and boundary
regularity. In our optimization framework, we first si-
multaneously consider feature alignment, disparity con-
sistency, shape preserving and global similarity con-
straint. Then we extract the boundaries of panoramic
image pair by polygon Boolean operations and recon-
struct the target regular boundary. The second glob-
al optimization incorporating the rectangular boundary
constraint and line preserving constraint is performed
to warp and blend images for the final stereoscopic
panorama. To avoid undesirable distortion introduced
by content missing in regions with salient structures, we
further propose content-aware rectangling, which can
progressively perform rectangling of the panorama with

irregular boundary.

In the future, we will further study stereoscopic video
stitching, and there might be more challenges due to the

free movement of cameras. We need to take measures
to ensure the seamless stitching with unnoticeable shak-
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ing in a unified optimization [9,32]. In addition, we also
need to consider the visual comfort [19,6] in stereoscop-
ic video stitching for better viewing experiences.
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