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Abstract

In recent years, society has become more aware and concerned with

the environmental and human health impacts of population growth

and development. In response, a number of legislative measures have

been introduced within Europe (and globally), which have sparked

much cross-disciplinary research aimed at predicting and quantifying

these impacts, and suggesting mitigation measures.

This thesis is focussed on improving current understanding of, and

simulating pollutant transport, in the aquatic environment. In partic-

ular, bacterial pollution. A number of 2D and 3D hydro-environmental

models were developed to predict faecal bacterial levels for a pilot

study in Swansea Bay, UK, in order to further current understanding

of bacterial processes and evaluate beach management practices.

Of these, a 2D model with an improved method of representing beach

sources, and a 3D model with a depth-varying decay rate, were found

to improve bacterial concentration predictions in the nearshore zone.

These are therefore proposed as the preferred approaches when study-

ing a shallow gradient beach located in in a macro-tidal region (such

as Swansea Bay).

Furthermore, it has been shown that the designation of a single mon-

itoring point for Swansea Bay bathing water may not be best prac-

tice, as the current sampling point is not representative of the whole

bathing water.

In addition, an experimental study was conducted to monitor turbu-

lent diffusion in a uniform channel under low Reynolds number steady

flow conditions by tracking the position of floating particles. It was

shown that the aspect ratio of a flow and the bed roughness play



an important role in governing the scale of turbulent diffusion and,

in the experiential set-up, were more indicative than the measurable

turbulent flow properties. Results from this experiment were cross-

validated with 2D numerical model simulations and the findings may

assist in the prediction of pollutant transport in surface waters.
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Chapter 1

Introduction

1.1 Overview

The health of near shore coastal waters is a topic of great concern globally. As

a result of population growth and industrialisation, the number of polluted dis-

charges into water bodies has increased over the 20th and 21st centuries, at much

detriment to the aquatic environment. Of primary concern in this thesis are those

containing faecal matter, such as overland run-off and sewage discharges, into

rivers, lakes and seas. Such contamination has far reaching consequences, which

include; human health impacts through recreational activity [Surfers Against

Sewage, 2018] and the consumption of polluted food shellfish [The Guardian,

2001], reduced tourism, and economic losses.

It is therefore important to address this issue by determining the primary

sources of pollution at any one location, developing an understanding of the

mechanisms which lead to adverse water quality, beach closure, and implementing

mitigation strategies; problems which which this thesis aims to address.

One of the most widely recognised indicators of beach quality is the Blue Flag

award. This is a globally used standard which rewards well managed beaches,

with good water quality and public services [UK Beach Guide, 2018].

One of the key factors used to determine the designation of Blue Flag status

is bathing water quality. The existing legislation applicable in the EU is the
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revised Bathing Waters Directive [European Parliament, 2006] (see Section 1.1.1),

which ensures the monitoring of water quality and defines acceptable standards,

based on human health risk. This information is made publicly available through

channels such as the Marine Conservation Society [2018] Good Beach Guide and

it is therefore in the interest of authorities to invest in measures aimed at reducing

aquatic pollution.

The recognition provided by a Blue Flag award can significantly increase the

number of visitors to a region [BBC, 2006; Scottish Government, 2018], providing

a considerable economic boost, and it is therefore in the interest of governing

authorities to seek and retain this. For example, domestic and international

visitors to the seaside contributed £6 billion to the UK economy in 2017 [BBC,

2017; Visit Britain, 2017]. Along the 12,000 km of coastline in the UK, there are

606 designated bathing waters, of which, 124 were awarded Blue Flag status in

2018 Blue Flag [2018].

However, designation is awarded annually, and if any issues are identified but

no remedial action is taken, causing a loss of Blue Flag status, the consequences

can be damaging. For example, reduced tourism and income [Bussi et al., 2017].

To highlight this issue, of the 68 English beaches awarded blue flag status in

2017, 3 lost this designation in 2018 Country Living [2018]. In a recent study, the

Scottish Government [2018] predicted a loss of £3 million per year should bathing

water quality not be maintained at an acceptable level at popular beaches.

Another financial incentive is the healthcare savings associated with reduced

exposure of beach goers to contaminated water [Given et al., 2006]. For example,

DeFlorio-Barker et al. [2018] estimated that recreational waterborne illnesses cost

the US economy $2.2 to $3.7 billion every year; no data was found to estimate

equivalent losses in the UK.

Therefore, in order to facilitate efforts to reduce coastal pollution and improve

the quality of bathing waters (in the UK and globally), much research has been

carried out in recent years. This has been aimed at improving our understanding

of fundamental processes, developing predictive tools, and assessing beach moni-

toring and management practices. This thesis is intended to support the existing

body of published literature within these fields, the outcomes of which will assist

engineers in setting up more accurate water quality models and provide advice
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on the assessment of bathing waters.

1.1.1 Bathing water assessment: current practice and leg-

islation

The revised Bathing Waters Directive (rBWD, [European Parliament, 2006]), was

introduced by the European Parliament in 2007 following guidelines released by

the World Health Organisation on safe standards for recreational waters [World

Health Organization, 2003a]. It was enforced at the close of the 2015 bathing

season and requires member states to ensure that all bathing waters are of ‘suffi-

cient’ quality. Water quality may be classified as; ‘excellent’, ‘good’, ‘sufficient’ or

‘poor’, based on the monitored concentration of two Faecal Indicator Organisms

(FIOs); Escherichia coli and Intestinal enterococci (herein referred to as E.coli

and Enterococci, respectively), in colony forming units per 100ml (cfu/100ml).

These limits are presented in Table 1.1.

Table 1.1: FIO limits for coastal waters and transitional waters [European Par-
liament, 2006]

Quality

Parameter Excellent Good Sufficient

Intestinal enterococci (cfu / 100ml) 100 (*) 200 (*) 185 (**)

Escherichia coli (cfu/100 ml) 250 (*) 500 (*) 500 (**)

(*) based on a 95-percentile evaluation, (**) based on a 90-percentile evaluation

While they do not directly cause adverse health effects in humans, they may

be used as an index to indicate the presence of disease causing pathogens found in

faecal matter; for example Salmonella, which is linked to gastroenteritis [World

Health Organization, 2003a,b].

The directive requires the concentration of these organisms to be monitored

over consecutive bathing seasons (May to September), in accordance with a sam-

pling calendar. This is carried out at a single Designated Sampling Point (DSP).

However, it should be noted that recent research has raised questions regarding
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the rBWD monitoring criteria, suggesting that it should be more specific in defin-

ing the location and time of sampling due to temporal and spatial variability in

FIO levels [Aragones et al., 2016; Clements et al., 2015].

Samples showing abnormally elevated concentrations, caused as a result of

short-term pollution incidents (contamination attributable to a cause, expected to

last less than 72 hours), may be disregarded and retaken [European Environment

Agency, 2005]; for example after heavy rainfall. However, in order for these

events to be identified the event must be predictable and therefore attributable

to a cause.

Efforts must also made to reduce the risk of bather exposure to contaminants

in addition to providing regular information on bathing water quality, as detailed

in the bathing water management plan. In addition, the directive requires the

public be made aware of short term pollution incidences, thereby making public

health a key driver for prediction.

Due to the time lag between the collection and assessment of individual sam-

ples, monitoring in this manner is not a practical way of providing rapid public

feedback to prevent exposure [Feng et al., 2015]. To enable accurate and fast

dissemination of information it is therefore in the interest of the governing au-

thority to develop predictive tools to provide water quality forecasts and warning

systems [Bedri et al., 2014b, 2016; Chen and Liu, 2017; DHI, 2017a,b].

Not only would this comply with the rBWD but it could enable the identifica-

tion, reduction and removal of major pollution sources, increasing the likelihood

of a bathing water being assigned Blue Flag status [Bedri et al., 2015; Lea and

Section, 1996].

1.1.2 Tools for water quality assessment and prediction

Sources of pollution may be characterised as diffuse or point source [de Brauwere

et al., 2011; Feng et al., 2015; Servais et al., 2007] and include; catchment runoff

containing livestock faeces [Campos et al., 2013], intertidal sand [Yamahara et al.,

2009], sea birds (gulls) [Alm et al., 2018; Araújo et al., 2014] and Waste Water

Treatment Plant (WWTP) discharges [Servais et al., 2007]. Identifying the most

prevalent type of pollution is crucial to improving water quality. Methods exist
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which enable the identification of specific microbial sources (for example, dairy

cattle or gull faeces), referred to as microbial source tracking (MST) methods

[Gómez-Doñate et al., 2016; Raith et al., 2013]. However, such information cannot

be used to make quantitative predictions of bacterial levels and only facilitates

beach improvement.

Other measures are often required to isolate specific sources with a direct

impact on a bathing water; for example, computational mathematical models,

which in addition, can be used to predict water quality. Statistical models, such

as that employed in Swansea Bay [Aberystwyth University and University College

Dublin, 2018], are based on environmental data and are capable of accurately

predicting bacterial FIO concentrations in real-time [Thoe et al., 2014]. However,

these employ ’black-box’ approaches [Crowther et al., 2011; Thoe et al., 2014] and

cannot be used for primary source identification, nor can they properly capture

key input parameters.

Alternatively, deterministic models may be used, which are based on the gov-

erning equations of; flow, solute transport, and bacterial decay. Compared to

statistical models they allow users to more easily determine and quantify the im-

pact of individual sources (for example; point sources such as sewage outfalls),

proving a useful tool for bathing water management [Buer et al., 2018]), and

allow the inclusion of new system dynamics or future developments in regions

of interest [Evans and Langley, 2017]. It is for these reasons that this study is

focussed on the use of deterministic models.

A wide variety of options are presented to the modeller when choosing a

piece of software. In many cases, universities will use in-house code or open

source software, which is freely available. While in-house code may have distinct

advantages over commercial packages, it is often unavailable to other institutions.

Therefore, free open-source software is preferable, as any developments can be

easily shared within the community. For these reasons, the open-source software

package TELEMAC was used [Hervouet, 2007], which is widely used for hydro-

environmental modelling applications and has a large developer community.

Similarly, many companies will use commercial software which they have ex-

perience in using or have developed themselves. Depending on the scenario being

modelled, it may be adequate to use in-built model functions or necessary to de-
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velop the code further. Often it is not clear what is the best method, which in the

case of engineering consultancies, frequently results in the adoption of simplified

methods, regardless of whether they are sufficient. It is therefore in the interest

of the research community to conduct more detailed studies and assessments in

order to advise on and affect best practice, for wider reaching impact.

1.1.3 High performance computing

In an age where high performance computing (HPC) is becoming commonplace,

the ability of models to run in parallel (i.e. on multiple central processing

units (CPUs)), is desirable. Many codes have been written using Open Multi-

Processing (OpenMP), or Message Passing Interface (MPI), standards which can

significantly reduce the run-time of a simulation. In doing so, the application

of such techniques facilitates the use of multi-scale and high resolution models

(for example, 3D hydro-environmental models), and is is for this reason that the

supercomputing facilities run by HPC Wales and ARCCA were used to for the

work presented herein (see ARCCA [2018] and Supercomputing Wales [2018] for

more information).

It is of interest to the reader to note that in order to increase computational

efficiency and reduce model run-time further, the next step in parallelism is the

use of graphics processing units (GPUs) instead of CPUs. However, at the time

the work herein was carried out, no available software packages made use of this.

1.1.4 Pollution and turbulent diffusion

Population increase, in the UK and internationally, has placed a greater demand

on the aquatic environment through increased industrial activity, waste produc-

tion, and recreation, which in turn has further increased human exposure to

pollution. In order to tackle this issue it is necessary to improve our understand-

ing of the mechanisms governing the fate and transport of pollutants in such

environments. Increases in computational power and the introduction of new

experimental techniques have made it possible to study the motion of floating

pollutants at high temporal resolution in low Reynolds flows. This allows for the
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extension of previous studies to cover a wider variety of flow conditions which re-

flect those found in the natural environment, while retaining consistency between

experiments in order for direct comparison.

1.2 Research aims and objectives

The prediction of water quality within bathing waters is currently not possible

to a sufficient level of accuracy using hydrodynamic (i.e. deterministic) models

in order for practical application in the prediction of short term pollution inci-

dents (classified as such under the rBWD), or to provide sub-daily water quality

information to the public.

The work contained within this thesis aims to address these shortcomings and

contribute to the existing literature by meeting the following objectives:

• To develop new 2D and 3D models for the dynamic prediction of bacterial

decay at a high temporal and spatial scales;

• To provide recommendations on the most suitable bacterial models when

studying a shallow gradient beach or a macro-tidal environment;

• To investigate the specificity of the rBWD in a case study of Swansea Bay,

and determine suitable monitoring strategies for assessing compliance and

notifying the public of health risks;

The outcomes of this work provide advice on best practice and allow the

engineering modelling community to make more informed choices in future stud-

ies. Furthermore, the work was carried out using the open source software

TELEMAC, contributing to the range of existing case studies which validate

the model performance.

To support the above aims an experiential study was carried out to investigate

turbulent diffusion in steady flow conditions. This was focussed on addresses

inconsistencies in previous experimental studies and determining the impact of

the following parameters on the non-dimensional turbulent diffusion coefficient:

• Bed/boundary roughness
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• Aspect ratio of the flow field

• Turbulent properties of the flow field

In doing so it contributes to the parametrisation of turbulence models in order

to better predict the motion of pollutants. The findings are applicable to a wide

range of hydro-environmental studies, from pollution in small streams to drogue

transport in oceans.
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1.3 Outline of thesis

The research presented herein is divided into seven chapters, described as follows:

Chapter 2 provides an overview of the published literature, including pub-

lished reports, related to the research presented in Chapters 4, 5 and 6. This

is divided into a number of subsections covering; hydrodynamic / environmen-

tal modelling, bacterial decay kinetics, pollution and turbulent diffusion, and

describes the progress which has been made to date while highlighting the knowl-

edge gaps which this thesis aims to fill.

Chapter 3 describes the governing equations and theory which form a technical

basis for the research presented in Chapters 4, 5 and 6.

Chapter 4 describes an experimental study into the non-dimensional turbu-

lent diffusion coefficient (a parameter used in numerical models), for non-uniform

steady flow conditions. It was carried out at the Department of Hydraulic Engi-

neering, Tsinghua University, China. Expanding on previous work on turbulent

diffusion theory, a controlled laboratory study was conducted to track the move-

ment of floating PVC particles in a shallow depth flume. This was cross-validated

with a numerical study which replicated the experiment using TELEMAC-2D.

This provides a context for the following chapters though introduction of turbu-

lence and dispersion and how these are parametrised in numerical models.

Chapters 5 and 6 investigate the use of spatially and temporally variable de-

cay rates in FIO models, using both two-dimensional (2D) and three-dimensional

(3D) approaches, with application in a multi-scale hydro-environmental model

of Swansea Bay, UK. Chapter 5 describes the model developments (which com-

pliment and expand on the literature), identifies those which are most suitable,

and informs on best practice when modelling the transport and decay of FIOs in

nearshore coastal waters. Chapter 6 applies these refinements to investigate the

compliance of Swansea Bay bathing water with the rBWD.
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Chapter 7 contains a summary of the research presented in this thesis, draws

together the main conclusions and provides recommendations for bathing water

management, operation, and future work.
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Chapter 2

Literature review

2.1 Predictive tools for bathing water assess-

ment

Predictive tools for bathing water assessment generally include two major cate-

gories; deterministic hydro-environmental models and data driven models. Data-

driven models, otherwise known as ‘black-box’ models, are useful tools for the

real-time prediction of water quality. These include linear or multi-variable lin-

ear regression models, classification trees and artificial neural networks (ANNs).

Predictions are based on key environmental parameters such as; rainfall, river

levels, light intensity, time of day, tidal phase and turbidity [Chu et al., 2011;

de Souza et al., 2018a; Gronewold et al., 2009; Thoe et al., 2014].

Examples include the models used to provide water quality foreacsts in Cardiff

Bay and Swansea Bay, which are used to inform the public how the (predicted)

water quality compares with the rBWD guidelines throughout the day [Cardiff

Harbour Authority, 2018; Wyer et al., 2015]. Driving parameters include; solar

radiation, tidal phase, river discharge and wind speed. de Souza et al. [2018a,b]

developed a regression model to predict the FIO concentration in water and

mussles in Santa Catarina Bay, Brazil. The model was based on; the human pop-

ulation in nearby catchments, rainfall, solar radiation and temperature. When
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all parameters were considered, FIO concentrations were well predicted for the

training period, however no significant correlation was found using individual

parameters. Thoe et al. [2014] compared five types of models to predict FIO

concentrations at Santa Monica Beach, California. The models were based on;

antecedent FIO concentrations, rainfall, tide and wave measurements, temper-

ature and storm drain conditions. Of the models tested the classification tree

and ANN preformed the best. Zhang et al. [2012] developed an ANN based on

15 environmental variables to predict Enterococci concentrations at Holly Beach,

Louisiana, USA. The model was capable of predicting concentrations with ac-

ceptable accuracy and preformed better than predictions made using a linear

regression model.

From this limited review of the available literature it can be seen that statisti-

cal models are not only widely used but useful tools for water quality prediction.

However, statistical models first undergo ‘training’ in which they are fed a rep-

resentative data sample and calibrated. They are then tested on new data and

assessed using various performance measures (see Bennett et al. [2013]). Herein

lie two problems. Models may be over-trained or over-parametrised such that

they perform well in training and poorly when tested on unseen data [Garćıa-

Alba et al., 2018; Gardner and Dorling, 2000; Karul et al., 2000]. For example, a

model trained using a dataset contianing only low (i.e. ‘good’) bacterial concen-

trations will perform poorly when used to predict high becerial concentrations

that will result in beach failure (with respect to the rBWD). While the extent

of this can be mitigated, unless a linear model is used, when it is tested using

anomalous or extreme data outside of the calibrated parameter range, it will pro-

duce erroneous results. Furthermore, if the underlying system dynamics change

then the model must be re-trained. As such, statistical models cannot be used

to predict the impact of proposed developments; for example, the Swansea Bay

Tidal Lagoon (see Evans and Langley [2017]).

Sensitivity analysis may be used to relate model predictions to specific pa-

rameters or predictor variables [Norton, 2015], and multi-variate or uncertainty

analysis may be used to track the propagation of parameter uncertainty and

interdependence between variables McIntyre [2004]. However, while these offer

a means to improve model accuracy, they do not further our understanding of
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the governing system dynamics as the cause-effect relationships remain unknown.

Therefore, at the time of writing, they have limited application in identifying and

reducing, or eliminating, key sources of pollution. This highlights the benefits of

deterministic hydro-environmental models.

2.1.1 Hydro-environmental modelling

Over the past few decades, many computational hydro-environmental models

have been developed to solve the governing equations of flow and solute transport.

These can be resolved in 3D or simplified through depth or area integration; in the

case of flow, to yield the 2D shallow water equations or 1D St Venant equations,

respectively [Liang et al., 2007]. Examples include; CCHE3D [Chao et al., 2008],

the Delft3D suite [Deltares, 2014b], DIVAST [Falconer, 1986], TRIVAST [Lin and

Falconer, 1996], EFDC [Hamrick, 1992], FVCOM [Chen, 2010], MIKE11 [DHI,

2013a], MIKE3 FM [DHI, 2013b], SLIM [de Brauwere et al., 2014a; de Brye et al.,

2010], TELEMAC-MASCARET [Hervouet, 2007] and TIDE3D [Walters, 1987].

1D models are capable of simulating flow within a longitudinal direction, for

example in rivers and streams, however are insufficient when flow is not con-

strained to a primary direction in the horizontal plane. In such cases, a 2D or

3D approach is required. For example, when studying coastal and estuarine envi-

ronments [de Brye et al., 2010] where flow is dependent on complex bathymetries

or coastline geometry [Olbert et al., 2012; Wu et al., 2005] . Where vertical flow

occurs and the effects or presence of a thermocline, halocline or stratification

are significant then 3D models are used [Bedri et al., 2014b; Chao et al., 2008;

Olbert et al., 2011], otherwise the problem is simplified to a 2D case, such as in

a well-mixed estuary [Liang et al., 2010].

2D and 3D models solve discretized numerical approximations of the govern-

ing equations across a computational domain, representing the area of interest.

Numerical formulation of the equations may use different levels of accuracy. How-

ever, first and second order schemes are mainly used in practical cases [Anastasiou

and Chan, 1997; Brufau et al., 2002; Liang et al., 2010]. These may be explicit

[Gascón and Corberán, 2001; Liang et al., 2010], implicit [Liang et al., 2006], or

semi-implicit [Rogers et al., 2003], and use upwind or central difference numerical
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approximations [Anastasiou and Chan, 1997; Brufau et al., 2002]. Some exam-

ples are; MUSCL [Sanders, 2002], ULTIMATE QUICKEST [Liang et al., 2010],

total variation diminishing (TVD) schemes [Gascón and Corberán, 2001; Liang

et al., 2006; Rogers et al., 2003] and alternating direction implicit (ADI) schemes

[Ahmadian et al., 2015; Deltares, 2014b; Liang et al., 2006].

The grid over which the solution is calculated may be either structured, and

solved using finite difference methods or finite volume methods, or unstructured,

and solved using finite volume or finite element methods [Anastasiou and Chan,

1997; Avdis et al., 2018; Brufau et al., 2002; de Brye et al., 2010; Simões, 2011].

While finite difference methods are simple to implement and solve, regular struc-

tured grids are incapable of accurately capturing domain or shoreline complex-

ities. The use of curvilinear grids provides an improved method of capturing

domain geometry while retaining grid structure [Morianou et al., 2016; Ye and

McCorquodale, 1997], and nested or quadtree grids may be used to increase grid

resolution in areas of interest [Borthwick et al., 2001; FALCONER, 1990; Liang

et al., 2008; Park and Borthwick, 2001; Zhang and Wu, 2011]. However, unstruc-

tured grids are often the preferred choice where complicated boundaries exist

[de Brye et al., 2010; Masters et al., 2015]. These are generally made up of

triangular elements [Bomminayuni, 2015; Chen and Liu, 2017; Samaras et al.,

2016], and allow for multi-scale models with a smooth transition from regions of

low to high mesh resolution through the use of nesting techniques [Plaza et al.,

1996; Yu et al., 1998]. One example of a recent departure from this practice has

been made in Delft 3DFM, which allows the combination of unstructured and

structured grids using pentagons [Deltares, 2016].

Of the available models, this study used TELEMAC-2D and 3D; modules of

the TELEMAC suite, developed by Électricité de France [Galland et al., 1991;

Hervouet, 2007]. These are freely available, open-source, unstructured, finite

element models, with good performance in tidal estuaries and widely used water

quality components [Bedri et al., 2014a,b; Jones and Davies, 2006; Malcherek,

2000; Matta et al., 2017; Samaras et al., 2016; Smolders et al., 2015], which make

use of MPI for highly parallel computing [Moulinec et al., 2011], and are well

suited for application in Swansea Bay; with a complex shoreline geometry and

dynamic tidal reigime. The TELEMAC suite of solvers has been widely used in
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the field of hydro-environmental engineering and to date has seen application in

a variety of studies. This is in part due to the accessibility of the code and the

presence of an on-line community to discuss and share model developments. For

example, using TELEMAC-2D; Bourban et al. [2014] and Hashemi et al. [2015]

studied the potential for tidal energy generation in the UK; Jones and Davies

[2005, 2006] studied wind induced circulation in the Irish Sea; Villaret et al.

[2013] and Nguyen and Yun [2016] investigated morphodynamic and sediment

transport processes in rivers, channels and beaches. Studies using TELEMAC-

3D include; an investigation into delta dynamics in Northern Italy [Corti and

Pennati, 2000], a model of salinity dynamics in the Scheldt Estuary [Smolders

et al., 2015]; a case study into the effect of wind and temperature induced flows

in the Itaparica Reservoir, Brazil [Matta et al., 2017]; and a study into water

quality processes in lakes [Kopmann and Markofsky, 2000].

2.1.1.1 Previous studies

This section provides a brief overview of modelling studies which have been carried

out to date to predict FIO concentrations in estuarine and coastal waters, which

are often macro-tidal or highly turbid environmetns [Salomon and Pommepuy,

1990]. Due to the extensive literature on the subject, this discussion is not limited

to studies using TELEMAC, however, reference has been made to these where

possible. In addition, much of the published research within the field of hydro-

bacterial modelling has been undertaken by a small number of academics and

institutions, and the following paragraphs therefore attempt to link similar and

connected studies together. Further details on the factors which govern bacterial

decay and how this is calculated, including references, are given in Section 2.2.

Bedri et al. [2011, 2013, 2014a] carried out a series of studies using TELEMAC-

2D and 3D, to investigate the effects of the mixed discharge from a Waste Water

Treatment Plant (WWTP), and power plant, on water quality in Dublin Bay, Ire-

land. Salinity, temperature, E.coli concentration and wind effects were coupled

within the hydrodynamic models. In the first study, Bedri et al. [2011] compared

the 2D and 3D model predictions, having assigned a fixed rate for E.coli decay

(i.e. a T90 value, constant throughout the simulation and not a function of any
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other parameters). It was found that the 2D model was unable to account for

stratification in the water column and under-predicted wind effects. Moulinec

et al. [2011] also reported TELEMAC-2D to be incapable of predicting complex

flows, resulting in the under-prediction of E.coli transport rates, therefore requir-

ing higher calibrated decay rates compared to the 3D model.

In order to predict bacterial concentrations at higher temporal resolutions,

much work has been carried out on the application of variable decay rate mod-

els in hydro-environmental studies. Bedri et al. [2013] used that proposed by

Mancini [1978] and found a slight improvement in E.coli predictions over the use

of a constant T90 value. The model was then applied by Bedri et al. [2015] to

another site in Ireland to investigate the impact of a new WWTP management

strategy under wet and dry weather scenarios, in relation to rBWD limits. Sim-

ilarly, Boye et al. [2014] found that the inclusion of a variable decay rate (as a

function of temporally varying parameters), provided better predictions of E.coli

concentrations in a linked 1D-2D model.

With the benefits of variable decay rate models having been etablished, Gao

et al. [2015] conducted a similar study to Boye et al. [2014] and found that tidal

cycles have a strong influence on the E.coli distribution within estuaries. Huang

et al. [2015a,b, 2017] extended this work further by developing a linked catchment-

coastal model and found that bacterial-sediment interactions and fluxes are key

FIO transport mechanisms, and that their inclusion in models is necessary for

the accurate prediction of FIO concentrations.

The Bristol Channel and Severn Estuary, UK is a highly turbid [Stapleton

et al., 2007b], macro-tidal envrionment [Bakar et al., 2016], that has been the fo-

cus of much research. This includes the work of Schnauder et al. [2007] who used

a 2D model to predict the E.coli distribution in Carmarthen Bay as a result of 14

land-use management strategies. Bacterial decay was modelled using a simplified

approach with single T90 value. Gao et al. [2011b, 2013] used an integrated 2D

hydrodynamic-sediment transport model to predict the Enterococci distribution

in the estuary, applying a variable decay rate linked to sediment dynamics, as

proposed by Stapleton et al. [2007a]. It was found that in wet weather condi-

tions, river flows were the dominant source of bacteria and more important than

sediment flux processes. The most recent study found by the author was carried
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out by Bakar et al. [2016, 2017], who studied the inter-tidal environment of the

Loghour Estuary and modelled diffuse bacterial loading caused by animal grazing

in the salt-marshes, using a spatially varying day/night decay rate.

The Scheldt river and estuary are another river-sea continuum which have

seen much interest (see Ouattara et al. [2011]; Smolders et al. [2015]). As a highly

turbid environment [de Brauwere et al., 2011], much of this has been related to

the simulation of sediment transport processes [Gourgue et al., 2013; van Kessel

et al., 2011]. One particular example is the work of de Brauwere et al. [2011,

2014a] and de Brye et al. [2010] who developed a coupled 1D-2D model, linked

to a catchment model, to predict E.coli concentrations throughout the estuary as

a result of different wastewater management strategies. The model was capable

of producing long term E.coli predictions to within acceptable accuracy but was

unable predict variations in E.coli concentration at a fine spatial or temporal

scale.

2.1.2 Integrated catchment modelling and assessment

Some of the work discussed previously, such as that by de Brauwere et al. [2014a];

Huang et al. [2017] and [Schnauder et al., 2007], has touched on the integration

of catchment and hydro-environmental models to determine the impact of land

use or wastewater management strategies on pollution levels in receiving waters.

Such studies assist in the implementation of River Basin Management Plans,

as instructed in the Water Framework Directive (WFD) [European Parliament,

2000], to tackle pollution at the catchment scale [European Environment Agency,

2016].

With regard to bathing waters, this is important in order to establish the

impact of activities [Kay et al., 2008] such as agriculture [Cuttle et al., 2016],

domestic, and industrial wastewater discharges [Huang et al., 2018]. This is

crucial in identifying the pollution sources which are most detrimental to water

quality, or are the main reasons for non-compliance with the rBWD, and in order

to implement the most effective mitigation strategies.

For example, Bougeard et al. [2011] coupled the Soil and Water Assessment

Tool (SWAT) catchment model with the 2D hydrodynamic model MARS to in-
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vestigate the impact of E.coli fluxes on water and shellfish quality in the Daoulas

Estuary, France. The dominant processes were identified and the detrimental

effect of rainfall events due to the flushing of pollutants and livestock manure

from the catchment, including the time required for the estuary to recover, was

studied [Crowther et al., 2011].

In a more recent and comprehensive study, Bedri et al. [2014b, 2016] coupled

the Danish Hydraulic Institute (DHI) models; NAM (a rainfall-runoff model),

MIKE11 (1D river model) and MIKE3 FM (3D finite volume model), to predict

the impact of rainfall events on coastal water quality in Bray, Ireland, in real-

time. The model was driven by 5 days of real-time rainfall forecasts, and included

FIO loads from agriculture (i.e. animal faeces) and WWTP discharges. Bacterial

levels were found to rise rapidly after rainfall events, after which they reduced at

a slower rate. Comparison between predicted and recorded FIO levels showed the

model using real-time rainfall data to be more reliable in predicting exceedance of

the rBWD ‘excellent’ limit, confirming that rainfall is indicative of coastal water

quality.

2.2 Bacterial modelling and decay kinetics

Bacterial decay is known to be a function of; salinity, temperature, sunlight,

turbidity and pH [Auer and Niehaus, 1993; Bedri et al., 2015; Hipsey et al., 2008;

Kashefipour et al., 2006; Kay et al., 2005; Solic and Krstuloviic, 1992]. There

have been many experimental studies to date, both in-situ and laboratory based,

to determine the influence of one or number of these parameters, and there exist

a wide variety of models to calculate decay [Crane and Moore, 1986; de Brauwere

et al., 2014b]. However, although the choice of decay mechanism can significantly

impact model uncertainty [Gronewold et al., 2009], it is not always clear which is

the most appropriate for any given scenario, and selecting a method to represent

those which are observed, or expected to prevail at the site of interest, often

proves a difficult choice. The following section summarises the available literature

and compares the methods used. Note that the treatment used for E.coli and

Enterococci is applicable for other FIOs and as such this work is also included.
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The decay of FIOs is generally considered to be a first-order process which

can be represented by Chicks Law [Chick, 1908]:

ct
c0

= e−kt (2.1)

where c0 is the concentration at time zero (cfu/100 ml), ct is the concentration

at time t (d) and k is the first-order decay rate (1/d).

There is some evidence that bacteria undergo biphasic decay, with an initially

stagnant inactivation period followed by decay (see Section 2.2.2.3), or an initial

period of faster decay followed by another period of slower decay [Bakar et al.,

2018; Blaustein et al., 2013]. However, the use of such decay models is limited

and is not discussed herein.

In the majority of studies, Equation 2.1 is more commonly represented by

the differential first-order decay equation [Chapra, 1997; Thomann and Mueller,

1987]:

∂c

∂t
= −kc (2.2)

where the first-order decay rate k, is the gradient of the log-linear plot of log

concentration versus time. This can be simplified as shown in Equation 2.3 using

a natural logarithmic scale respectively [Kashefipour et al., 2002a,b; Kay et al.,

2005; Stapleton et al., 2007a]:

T90 =
2.303

k
(2.3)

The decay rate is now represented more meaningfully by the T90 value (d); the

time required, in days, for the concentration to reduce by 90% [Guillaud et al.,

1997].

Stapleton et al. [2007a] carried out a study on water samples taken from the

Severn Estuary and as a result of laboratory experiments, the T90 decay rate for
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Enterococci under light and dark conditions was found to follow Equations 2.4

and 2.5 respectively:

LogT90 = 0.0047 ∗ Turbidity + 0.677± 0.2070 (2.4)

LogT90 = 0.0047 ∗ Turbidity + 1.237± 0.199 (2.5)

where T90 is in hours (h) and turbidity is in nepthalotropic turbidity units (NTU),

defined as:

Turbidity = 139.479 ∗ Log(ss)− 244.736± 32.678 (2.6)

where ss is the suspended sediment concentration (mg/l).

To relate the T90 decay rate to both turbidity and variable light intensity

Equations 2.7 to 2.10 were used, obtained from regression analysis of experimental

data:

T90 = T902 + (T901 − T90∗1) (2.7)

T901 =
ln10

KB ∗ 60 ∗ I
(2.8)

T90∗1 =
ln10

KB ∗ 60 ∗ Iexp
(2.9)
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LogT902 = (0.0047 ∗ Turbidity) + 0.677 (2.10)

where I is the sunlight intensity (W/m2), Iexp is the fixed irradiance for the ex-

periments (260±14 W/m2), T901 is the sunlight dependent Enterococci mortality

rate, T90∗1 is the Enterococci mortality rate obtained from laboratory experiments,

T902 is the turbidity related Enterococci mortality rate and KB = 1.1× 10−5.

Alternatively, some studies link the T90 value to light intensity only. Bellair

et al. [1977] carried out in-situ experiments on the decay of faecal coliform in

seawater, Sydney, Australia, and found that the T90 decay rate was related to

solar radiation by Equation 2.11:

T90 = 3.4I−0.42 (2.11)

where irradiance I has the units of MJ/m2.

Guillaud et al. [1997] carried out in-situ experiments on the decay of E.coli

along the French coast and found the T90 value to follow Equation 2.12, related

to light intensity:

T90 = 53683I
−0.666

(2.12)

where I is the mean light intensity in the water column. Note that the units

specified for light intensity are as they appear in the referenced publication, hence

the difference with Equations 2.11 and 2.7 to 2.10.

Similarly, Pommepuy et al. [1992], cited in Stapleton et al. [2007a], found the

following relationship between T90 and light intensity for Faecal Coliforms (FC):

T90 = 1.2× 104I−0.56n (2.13)
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where In is the light intensity received by bacteria (µE/m2/h).

2.2.1 First order decay processes

In order to separate the effects of the influential parameters on bacterial die-off, it

is convenient to decompose the decay rate into multiple variables. These can be

treated separately and then combined into a single value. Chapra [1997] defined

the combined decay rate (k) as:

k = kT + ki + ks (2.14)

where kT , ki and ks are the temperature, light and equivalent sediment dependent

decay rates respectively (see Sections 2.2.1.1, 2.2.1.3 and 2.2.2.1). This assumes

that the effect of each is independent.

Similarly, though excluding sedimentation effects, Deltares [2014a] define the

combined decay rate as:

k = kT + ki (2.15)

Kashefipour et al. [2006] chose to exclude temperature effects and defined

the first-order decay rate as a function of a basic dark decay rate (kb) and light

intensity (see Equation 2.16). The value of the dark decay rate not only varies

between species of bacteria but will also depend on the choice of die-off model

[Gronewold et al., 2011].

k = kb + ki (2.16)

Alternatively, irradiation effects may be considered a function of tempera-

ture [Chapra, 1997; Huang et al., 2015b] and the equation for combined effects,
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excluding sedimentation losses, can be written as:

k = (kb + ksal + ki) θ
(T−20) (2.17)

where ksal is the salinity dependent decay rate (see Section 2.2.1.2), kb = 0.8 (the

base decay rate in fresh water at 20◦C under dark conditions) and θ = 1.07 for

freshwater [Mancini, 1978].

A similar approach was used by McCorquodale et al. [2004] who defined the

combined mortality as:

k = (ksal + ki + ks) θ
(T−20) (2.18)

de Brauwere et al. [2011] ignored the effects of irradiance and defined the

combined mortality based on temperature and sedimentation effects:

k = kT + ks (2.19)

In addition, predation losses (see Section 2.2.2.2) may be included and treated

as a temperature dependent parameter (Droste [1997], cited in Yang et al. [2008]):

k = (kb + ki + ks + kp) θ
(T−20) (2.20)

where kp is the predation dependent decay rate.

In all these approaches the similarity with Equation 2.22 should be noted,

whereby the terms in parentheses before θ can be considered equivalent to the

first-order decay rate at 20◦C (k20).

Alternatively, rather than defining the decay rate for each factor, an empiri-

cally defined decay rate combining the effect of all factors may be used. Steets

and Holden [2003] used a single death coefficient for all physiochemical factors
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(kd) and an additional sedimentation term (ks):

k = kd + ks (2.21)

The calibration of models such as this, with fewer decay parameters, may

require an effectively larger value as the influence of multiple parameters is lumped

together.

2.2.1.1 Temperature dependence

Temperature is known to positively correlate with decay, up to 30◦C [de Brauwere

et al., 2014b; Solic and Krstuloviic, 1992]. Its effect on the first-order decay rate

is given by the following equation [Mancini, 1978]:

kT = k20θ
(T−20) (2.22)

where k20 is the first-order decay rate at 20◦C, kT is the decay rate at tempera-

ture T (◦C) and θ is an empirical coefficient determined from experimental data.

Typical values of k20 are 0.8 for freshwater and 1.40 for saltwater, θ = 1.07.

This is based on the Arrhenius equation, which describes the effect of tem-

perature on first-order reaction rates [Auer and Niehaus, 1993; Blaustein et al.,

2013]:

k = Ae(Ea/RT ) (2.23)

where A is the pre-exponential factor, Ea is the activation energy, R is the gas

constant and T is the temperature (◦K).

In some studies a sigmoidal relationship has been observed between decay rate
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and temperature [de Brauwere et al., 2011, 2014b]:

kT = k20
e−

(T−25)2

400

e−
252

400

(2.24)

where k20 = 1.25× 10−5 (1/s). However, this equation is comparable with Equa-

tion 2.22 in the range of 5◦C to 25 ◦C.

At low temperatures the decay rate is independent of temperature, therefore

in modelling applications a threshold temperature is often specified below which

kT is considered zero [Deltares, 2014a].

2.2.1.2 Salinity dependence

Bacterial decay is known to increase with salinity [Palazón et al., 2017; Solic and

Krstuloviic, 1992]. Mancini [1978] found a linear empirical equation to repre-

sent the relationship between decay rate and salinity in saline and fresh water,

independent of sunlight effects:

ksal = 0.8 + 0.006Ps (2.25)

where Ps is the percentage sea water.

Assuming the salinity of seawater is within the range 30 to 35 ppt this can be

written as follows [Chapra, 1997]:

ksal = 0.8 + 0.002Csal (2.26)

where Csal is salinity (ppt or g/L).

However, the effect of salinity is considered a function of temperature and

thus is incorporated within Equation 2.22 to yield Equation 2.27, describing the
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combined effects of temperature and salinity:

kT = ksal1.07(T−20) (2.27)

To the same effect, Equation 2.28 may be used in place of Equation 2.27. This

is the approach used by Deltares [2014a] in the water quality module of the open

source model Delft3D:

kT = (kb + ksal) k
(T−20)
t (2.28)

where kb is the base decay rate, kt is a temperature related decay coefficient

equivalent to k20 and ksal is defined as:

ksal = kclCsal (2.29)

where kcl is the chloride related mortality constant (m3/g/d). This is a modelled

substance within the Delft3D suite.

Similarly, Boye et al. [2014] expressed the effects of salinity as:

ksal = θsCsal (2.30)

where θs is an empirical coefficient and Csal is salinity (ppt).

Alternative relationships that have been proposed are shown in Equation 2.31

[McCorquodale et al., 2004] and Equation 2.32 [Canteras et al., 1995], however

their use in other studies is limited.

ksal = 0.0014Csal
2 + 0.002Csal + 0.0253 (2.31)
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ksal = 1.012Csal (2.32)

2.2.1.3 Sunlight dependence

Sunlight is known to have a detrimental effect on bacterial survival, with many

studies linking faster decay to increased light intensity. Palazón et al. [2017]

studied the E.coli concentration at 299 beaches along the Spanish coast and

found a positive correlation between increased ultraviolet (UV) light intensity

and E.coli decay. Aragones et al. [2016] carried out a similar study and found

elevated E.coli and Enterococci concentrations in areas subject to fewer hours of

sunshine. Other research has emphasised the importance of diurnal variations in

solar radiation, resulting in greater die-off rates at midday, alongside peak light

intensity (see Bellair et al. [1977]; Feng et al. [2015]). This has been incorporated

in studies through the use of differential day and night decay rates [Kashefipour

et al., 2002b]. Boye et al. [2014] developed this concept further and found that

better predictions of FC concentration were obtained when calculating decay as

a function of light intensity, which was considered to vary throughout the day,

following a sinusoidal function.

Mancini [1978] expressed the effect of irradiation on the decay rate as shown

in Equation 2.33:

ki = I =
Ia
keh

[
1− ekeh

]
(2.33)

where ki is the irradiance related mortality constant, ke is the light extinction

coefficient (1/m) and Ia is the average daily light intensity (ln/h). I is the depth

averaged light intensity, calculated from depth integration of the Beer-Lambert

law, which describes an exponential decrease in decay rate with depth within a
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layer of well mixed water [Auer and Niehaus, 1993; Chapra, 1997]:

I(z) = I0e
−kez (2.34)

where I0 is the surface light intensity and I(z) is the light intensity at depth z

(where z = 0 at the surface and z = h at the bed).

Chapra [1997] modified Equation 2.33 to include a proportionality constant

α, however this value is close to unity and can be ignored:

ki = αI (2.35)

Boye et al. [2014] instead specified this value as the coefficient of irradiation

αI which must be explicitly defined based on the type of bacteria being modelled.

The light extinction coefficient is a function of water turbidity and can be

calculated based on the Secchi-depth or suspended solids concentration using

Equation 2.36 [Chapra, 1997; Gin and Goh, 2013], 2.37 [Chapra, 1997; Gin and

Goh, 2013] or 2.38 [Yang and Liu, 2017]:

ke =
1.8

SD
(2.36)

ke = 0.55ss (2.37)

ke = 0.69ss+ 24.09 (2.38)

where SD is the Secchi-depth (m) and ss is the suspended solids concentration

(mg/l).
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This attenuation of light with depth and the effect on bacterial decay has since

been verified in a number of studies. Solic and Krstuloviic [1992] investigated the

die-off of FC in seawater and found an inverse relationship between the T90 value

and depth due to the reduction in solar radiation. Similarly, Mattioli et al. [2017]

studied the decay of E.coli and Enterococci samples in marine water at three

different water depths and observed faster decay at shallower depths.

Note that while many of the studies discussed herein account for the atten-

uation of light with depth, at the time of writing the author was unable to find

a published study which calculated a depth variable decay rate in a 3D model.

Studies such as that by Bedri et al. [2013] use a constant value throughout the

depth, as do studies using 2D models.

To account for the significance of UV radiation on bacterial decay compared

to other frequencies present in sunlight [Cho et al., 2016; Whitman et al., 2015],

Equation 2.39 calculates decay based on the fraction of UV radiation within

visible light (fUV) [Deltares, 2014a]:

ki = krDLfUV
Ia
keh

[
1− ekeh

]
(2.39)

where kr is a radiation related mortality constant (m2/W/d), h is the depth of

water (m) and DL is the day length (i.e. fraction of a day).

Kashefipour et al. [2006] studied the near-shore waters off the Scottish Coast,

UK, and found the following relationship through calibration of a numerical

model, which is derived from Equation 2.16:

k = kb + 0.236I0.629 (2.40)

where kb = 2.63 and I is the surface radiance (direct solar radiation plus diffuse

sky radiation) in W/m2.

It should be noted that this equation should only be used for similar studies

due to the significant spatial variation of parameters such as water temperature,

salinity and turbidity, making it study site specific.
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Similarly, Alkan et al. [1995] carried out a series of laboratory experiments on

the decay of E.coli and Enterococci in seawater and found that their die-off rates

could be represented by Equations 2.41 and 2.42, respectively:

kEC = AEC + 1.3× 10−5I0 (2.41)

kENT = AENT + 1.1× 10−5I0 (2.42)

where kEC and kENT are the decay dates for E.coli and Enterococci respectively,

AEC and AENT are combined factors related to experimental conditions and sam-

ple properties; turbidity, sewage content and sample mixing; and I0 is the surface

light intensity (W/m2).

2.2.1.4 pH dependence

Optimum conditions for bacterial survival are cited as being between pH 5.5 and

pH 7.5, with bactericidal effects only significant at extreme ends of the scale [Kay

et al., 2005; Solic and Krstuloviic, 1992]. As such, in natural waters where the

pH is generally neutral the effect is negligible.

Wilkinson et al. [1995] expressed the influence of pH on the decay rate as

follows:

kpH = kmincosh {α (pHkmin − pH)} (2.43)

where pHkmin is the pH at which the decay rate is minimum (kmin) and α is a

constant.
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2.2.2 Additional effects

2.2.2.1 Sediment interactions

The presence of sediment in the water column is known to affect the bacterial

population in a number of ways. As previously discussed, increased turbidity

reduces the light penetration in the water column [Boye et al., 2014; Pommepuy

et al., 1992], which in turn reduces the effect of irradiation on decay [Gutiérrez-

Cacciabue et al., 2016]. Kay et al. [2005] carried out a series of Enterococci die-off

experiments using samples taken from the Severn Estuary, UK, and found that

at high turbidites (i.e. > 200 Nephelometric Turbidity Units, NTU), bacterial

decay was similar under irradiated and dark conditions. Guillaud et al. [1997]

carried out similar experiments using samples taken along the French coast and

found the following relationship between E.coli decay and the suspended sediment

concentration:

k = 0.1899ss0.799 (2.44)

where ss is the suspended sediment concentration (mg/l).

Miller and Zepp [1979] proposed a modification to the light attenuation func-

tion (see Equation 2.33), to account for increased diffuseness in sediment laden

water:

ki = αI
I0(t)

keh

[
1− ekeh

] D
Dw

(2.45)

where D and Dw are the average distribution coefficients for suspension and

distilled water respectively, and their ratio is the light intensity attenuation mod-

ification.

This is as a result of light scattering caused by sediment particles in suspen-

sion, which causes a relative increase in the calculated light intensity, compared

to the attenuation models discussed thus far. However, it should be noted that

this study only considered processes in the surface photic zone (up to 10 cm
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deep), and that scattering is dependent on the sediment type, limiting the extent

to which the findings may be applied elsewhere. Indeed, the author was able to

find only one subsequent study which used this model (see Huang et al. [2015b]).

In comparison, recent years have seen a large number of studies focussed on

the interaction between bacteria and sediment in the water column. Bacteria may

exist as free-living, or adsorbed to the surface of sediment particles [Gao et al.,

2013; Wilkinson et al., 1995; Wyness et al., 2018]. In the latter case the transport

of bacteria is governed by sediment transport processes, which can lead to the

removal of bacteria from the water column through sedimentation [Chen and

Liu, 2017; Hassard et al., 2016]. Conversely, the addition of bacteria is possible

though the resuspension of bed sediments [de Brauwere et al., 2014a; Ouattara

et al., 2011]. In some cases, under specific environmental conditions, bacteria

may also desorb from the surface of particles [Brookes et al., 2004; de Brauwere

et al., 2014b; Hassard et al., 2016].

The mechanisms by which bacteria adsorb and desorb from sediments are

not completely understood [Huang et al., 2015b], and are currently the focus of

research (see Wyness et al. [2018]). While these are of little interest to engineers

it is important that deterministic models reflect reality. It is known that bacteria

adsorb more readily to finer particles such as clay or silts [Campos et al., 2013;

Wilkinson et al., 1995]. It is therefore important to not only determine the

types of sediment present in the water column [Palazón et al., 2017], but to

distinguish between sediment fractions [Yang and Liu, 2017], such as cohesive

and non-cohesive sediments [Yang et al., 2008]. For each type the ratio of free-

living and attached bacteria must be determined [Chapra, 1997; de Brauwere

et al., 2014b]. This is often referred to as the partition coefficient [Gao et al.,

2011a], which alongside the particle settling velocity, has a significant impact on

the quantity of bacteria removed from the water column [Chen and Liu, 2017].

When attached to particles, either in the water column or the bed sediment,

the decay rate of bacteria is known to be reduced through shielding from sunlight

and predation [Kay et al., 2005; Wilkinson et al., 1995; Zhang et al., 2015] (see

Section 2.2.2.2). Brown and Boehm [2015] calculated the decay rate of Entero-

cocci in beach sand and found it to be up to 10 times slower than in seawater.

Furthermore, some studies have observed bacterial growth in sand when exposed
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to wetting and drying cycles [Yamahara et al., 2009], such as that in intertidal

environments [Feng et al., 2015], or the swash-zone of a beach [Solo-Gabriele

et al., 2015]. In any case, it is clear that beach sands may be considered a signif-

icant non-point source [Aragones et al., 2016; Huang et al., 2017; Pachepsky and

Shelton, 2011] and sink of bacteria.

Various models exist to account for these processes; for example, the introduc-

tion of an equivalent first order decay / loss term by Auer and Niehaus [1993] to

account the removal of bacteria from the water column through adsorption and

sedimentation. Gao et al. [2011a]; Huang et al. [2015a]; Yang and Liu [2017] and

Yang et al. [2008] included mass flux terms in the advective transport equation,

thereby enabling explicit integration of bacteria and sediment transport models.

However, no models exist which fully resolve all the processes described, as those

which lead to adsorption and desorption are not yet well understood.

2.2.2.2 Predation losses

In addition to sedimentation induced loses, bacteria is a food source for protozoa

and may be removed from the water column through predation [de Brauwere

et al., 2014b]. Connolly et al. [1999] and Yang et al. [2008] accounted for these

effects by the inclusion of an equivalent first order loss coefficient due to predation.

However, it is argued that as predation rates are linked to temperature, an

additional predation decay term is unnecessary, as these effects are indirectly

included within the temperature related decay term [de Brauwere et al., 2014b].

2.2.2.3 Viable But Non-Culturable bacteria

It has been shown that is some cases, when exposed to conditions that trigger

die-off, bacteria such as E.coli can enter what is known as a Viable But Non-

Culturable (VBNC) state, in which they are not detectable by traditional culture

based techniques, but persist in the environment [Gin and Goh, 2013]. Quanti-

tative polymerase chain reaction (qPCR), staining, or taxon-specific fluorescent

in-situ hybridization techniques must be used to detect bacteria in this state

[Hassard et al., 2016]. Removal of the applied stress allows cells to return to

normal activity, which may then be detected [Arana and Barcina, 2008]. Not
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only does this have implications regarding the method of assessment used when

measuring the FIO concentration at a bathing water, but it also raises questions

in relation to the decay rate of bacteria in this state. For example, Gin and Goh

[2013] studied the die-off of Enterococci and found that bacteria in a VBNC state

decay at a slower rate. However, to the knowledge of the author, differentiating

between culturable and VBNC cells has not been included in any models to date.

2.3 Risk of gastroenteritis

It is widely known that there is an increased risk of recreational users of bathing

waters, such as surfers, contracting an illness or infection after wet weather events;

for example, gastroenteritis [Arnold et al., 2017; Soller et al.]. Though E.coli

concentration has been linked as an indicator in the past [Jang et al., 2017],

Enterococci is now more widely accepted as a predictor for infection [Kay et al.,

2005]. Three models have been found to provide quantifiable risk estimates based

on the Enterococci concentration in bathing waters.

Cabelli et al. [1982] studied the rate of illness as a result of swimming in

polluted water and found a linear relationship between Enterococci concentration

and highly credible gastro-intestinal (GI) symptoms:

P = 0.2 + 12.2log(C) (2.46)

where P is the probability, based on symptoms per 1000 persons, and C is the

bacterial concentration (cfu/100 ml). The study was carried out in New York,

US.

Kay et al. [1994] conducted similar trials in the UK using Faecal Streptococci

(FS), synonymous with Enterococci [Byappanahalli et al., 2012], as an indicator.

It was found that for bathers exposed to concentrations greater than 32 cfu/100

ml, the following equation could be used to predict the probability of contracting
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GI symptoms:

ln(P ) = 0.20102
√

(C − 32)− 2.3561 (2.47)

At concentrations below 33 cfu/100 ml there was no significant correlation.

This model was used by Falconer et al. [1998] to predict the risk of infection based

on 3D numerical model simulations of two bathing waters in the UK.

Haas et al. [1999] proposed another model, which was used by Huang et al.

[2015a] to predict the GI health risks at different tidal phases in the Ribble

Estuary, UK:

P = 1−
(

1 +

(
DFC,oral

N50

)
∗
(

2
1
α

))−α
(2.48)

where DFC,oral is the number of FIO ingested (see Huang et al. [2015a] for details

on calculation of this value), N50 = 5.96x105 and α = 0.49.

2.4 Turbulent diffusion

2.4.1 Previous studies

In chronological order, this section describes studies which have been carried out

to date on the tracking of surface particles or drogues in laboratory and field

environments. Also included are those which investigate the lateral turbulent

diffusion of a tracer, as the lateral dispersion of floating particles and a dissolved

tracer is approximately equal [Sayre and Chang, 1968] (see Section 3.2.3).

If the reader is unfamiliar with turbulent diffusion theory, please see Chapter

3, Sections 3.2.3 and 3.4.1 for further information on the non-dimensional turbu-

lent diffusion coefficient, the difference between diffusion and dispersion and the

transport of a dissolved tracer versus floating particles.
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In the earliest study the author was able to find, Orlob [1959] tracked the

motion of floating polyethylene discs in a 4 ft by 38 ft and 8 inch deep experi-

mental flume, with a rough bed, to study the transverse diffusion coefficient in

a 2D broad open channel flow, conditions at the centre of which broadly satisfy

the assumption of homogeneous turbulence. Particles of diameter 1/8 inch were

released one at a time and the transverse position tracked at fixed distances from

the source. Similar experiments were also made with dye tracer. Limitations in

the available techniques required a graphical approach to data analysis, whereby

the standard deviation was calculated using the probability of the arrival of a

particle at a point, based on observation data. Dye studies revealed diffusion in-

creased with distance downstream of a point source, with the diffusion coefficient

reaching a maximum value governed by the limiting eddy scale. It was found that

Equations 3.41 and 3.42 are applicable to homogeneous turbulent flow. However,

it was not possible to study the Richardson-Okubo power by means of floating

particle experiments, due to the limiting eddy size being less than the particle

diameter. The non-dimensional transverse turbulent diffusion coefficient at the

surface was calculated to be 0.17.

Sayre and Chamberlain [1964] conducted another laboratory study into trans-

verse turbulent diffusion, in a 8 ft by 2 ft by 150 ft experimental flume with an 8

inch deep sand bed. A single set of steady uniform flow conditions were studied

where; flow rate (q) = 0.21 m3/s, flow depth (h) = 18 cm, bed slope (So) =

friction slope (Sf) = 7.1e-4. The method of particle release and measurements

of dispersion were carried out in a similar manner to Orlob [1959]. As found

by Orlob [1959], transverse turbulent diffusion increased with distance from the

source, up to a limiting value. The non-dimensional transverese turbulent diffu-

sion coefficient at the surface was calculated to be 0.24 [Sayre and Chang, 1968].

Sayre and Chang [1968] compared the longitudinal dispersion and transverese

diffusion of dye, floating polyethylene particles, and suspended sediment in a

7.83 ft by 2 ft by 150 ft experimental flume with increased roughness. This was

the same flume used by Sayre and Chamberlain [1964] with a reduced width.

Three different hydraulic conditions were considered for which steady uniform
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flow was established prior to particle release. Particles were released sequentially

in a similar manner to previous studies. The time taken for particles to reach

a number of locations downstream of the source point was recorded to measure

longitudinal diffusion. Transverse diffusion was measured in the same manner

as in previous studies. The non-dimensional coefficient of longitudinal dispersion

of the dye was calculated as 5.3, similar to that proposed by Elder [1959]. For

the floating particles, the non-dimensional coefficient of longitudinal turbulent

diffusion was calculated as 0.25. Assuming homogeneous turbulence, the non-

dimensional coefficient of transverse diffusion for dye (0.23), was predicted for

floating particles.

Engelund [1969] carried out a particle tracking study in a 7 ft wide flume and

found that the non-dimensional longitudinal and transverse turbulent diffusion

coefficients for a particle at the surface were 0.045 and 0.22 respectively. While

the transverse diffusion coefficient showed good agreement with previous studies,

there was significant discrepancy in the longitudinal direction. However, as for

the studies of Sayre and Chang [1968], this difference highlighted anisotropy, and

that the assumption of homogeneous turbulence does not hold true when the flow

is predominantly aligned to one axis. A single floating particle, 9mm in diameter,

was released along the centreline of the flume. After a specified time interval (up

to 20 s) an image of the water surface was taken by a camera situated above

the flume, from which the particle position was recorded. The experiment was

repeated to obtain multiple images of the particle at fixed intervals of time after

release. This process was repeated for two flow depths (5.45 cm and 17.3 cm),

and two bed roughness values. The combined record of particle positions was

used to calculate the diffusion parameters.

In his doctoral thesis titled ‘Characteristics of Transverse Mixing in Open-

Channel Flows’, Okoye [1970] studied the relationship between the non-dimensional

coefficient of transverse turbulent diffusion (εy), of a dissolved tracer, and the as-
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pect ratio; defined as:

λ =
b

h
(2.49)

where λ is the aspect ratio (dimensionless), b is the flow width (m) and h is the

flow depth (m).

Two experimental flumes were used; (i) 0.85 m by 18.3 m and (ii) 1.1 m by 40

m, and the water depth was varied between 1.5 cm and 22 cm. The smaller flume

had steel sides and a steel bed, while the larger flume had glass sides and a steel

bed. εy was found to decrease from 0.24 to 0.093 as the aspect ratio decreased

from 67 to 5. In experiments where other factors, such as the depth and bed

roughness, were changed but the aspect ratio of the flow unaltered, there was

little difference in the measured non-dimensional turbulent diffusion coefficient.

This was explained by considering a fixed depth of water; a reduction in the

lateral turbulence scale occurred as the width decreased (i.e. λ decreases), which

was accompanied by a reduction in the tracer diffusion. Despite the observed

relationship between εy and λ, a comparison with the measured values for natural

channels confirmed the values of εy to be higher than expected. This was thought

to be due to the presence of secondary currents and increased lateral velocity

gradients generated at channel bends and in non-uniform channels. Additional

experiments were carried out in the larger flume with the bed covered by 3/4 inch

rock to increase the bottom friction. However, no significant relationship was

established between εy and shear velocity (otherwise known as friction velocity).

Cederwall [1971] studied transverse diffusion in a 1.1 m by 40 m flume with a

stainless steel bed. Floats of near neutral buoyancy were released into the flow

and the transverse position measured at fixed locations downstream. The floats

projected 6 cm below the surface of the water, with a Plexiglass wing attached to

the base. Three wing sizes were used; 4 cm, 8 cm and 16 cm. The experiments

were repeated for two flow conditions: q = 0.067 m3/s, h = 16.5 cm and q = 0.054

m3/s, h = 9.8 cm. The transverse diffusion coefficient was found to decrease with

increasing float size, the explanation being that particles were not influenced by
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turbulent fluctuations of a smaller size than themselves.

While laboratory studies are valuable for generating a controlled environment

in which studies are repeatable, the flow conditions are significantly different to

those found in natural environments. It is therefore necessary to conduct field

studies in order to obtain useful data for environmental and model applications.

The following publications are field studies focussed on river environments.

Suara et al. [2015] developed a high resolution, GPS tracked floating drifter for

calculation of particle dispersion, to be used for shallow water studies. These were

used by Suara et al. [2017], in combination with low resolution drifters, to study

the diffusivity in a tidal estuary. Particle dispersion was observed to increase

over time. For drifter separation distances less than 0.5 m the Richardson-Okobo

power law (see Equation 3.42) was found to be applicable, while the relative

diffusivity decreased with increased separation.

Han et al. [2016] used an array of floating drifters to study the effect of me-

anders on the spread of floating pollutants. The experimental flume used was

5 m in width and over 100 m in length, with natural material on the bed and

banks; hence close to the conditions in a natural river environment. Diffusion

was found to increase with sinuosity; dimensionless longitudinal and transverse

diffusion coefficients were found to be in the ranges 5.94 to 14.55 and 0.37 to 2.61,

respectively.

2.4.2 Knowledge gaps

A wide range of studies have been carried out to date on the dispersion of floating

pollutants. However, direct comparisons are difficult due to inconsistencies in

the experimental conditions and techniques. It is reasonable to expect, and is

the case, that there are variations between the theoretical and observed non-

dimensional turbulent diffusion coefficients. However, understanding the cause of

these differences remains of interest.
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Although previous studies have been carried out using a variety of bed con-

ditions, the effect of boundary roughness on the non-dimensionless turbulent dif-

fusion coefficient remains unknown, as is the relationship between the turbulent

properties of the flow field and the non-dimensional turbulent diffusion coefficient.

Furthermore, at the time of study the author was not aware of any relevant

publications which cross-validate experimental and numerical models of floating

particle dispersion.
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Chapter 3

Governing equations and model

details

3.1 Introduction

This chapter describes the governing equations of fluid flow and solute transport

used by hydrodynamic models. However, as there already exists a large body of

literature which covers the derivation and numerical solution of these equations,

a detailed explanation of each has been omitted to avoid repetition. Instead,

only the information deemed essential for this research has been included, with

direction to additional sources given where required.

In addition, further details are given on the TELEMAC model suite and the

equations of bacterial decay used in this study. For a detailed description of their

implementation within the TELEMAC framework, see Chapter 5, Section 5.4.
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3.2 Hydrodynamic processes

3.2.1 Conservation of mass and momentum

In multi-scale hydrodynamic numerical models, the most commonly used gov-

erning equations of fluid motion are the 3D Reynolds Averaged Navier Stokes

equations of flow. Assuming the hydrostatic pressure hypothesis, these are herein

expressed in their reduced form, as applied in TELEMAC-3D [Desombre et al.,

2016; Hervouet, 2007; Lang et al., 2014]. Equation 3.1 deals with the conservation

of mass, Equation 3.2 deals with the conservation of momentum and Equation

3.3 is an expression for the pressure at depth:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (3.1)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
= −g∂ZS

∂x
+ ν∆ (u) + Fx

(3.2)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
= −g∂ZS

∂y
+ ν∆ (v) + Fy

p = patm + ρog (ZS − z) + ρog

∫ ZS

z

∆ρ

ρo
dz (3.3)

where u, v and w are the flow velocity (m/s) in the x, y and z Cartesian axes

directions respectively (i.e. longitudinal, transverse and veritical orientations),

t is time (s), g is the acceleration due to gravity (m/s2), ZS is the free surface

elevation (m), z is the elevation above the bed (m), p and patm are the pressure and

atmospheric pressure respectively (N/m2), ρo and ∆ρ are the reference density

and variation in density respectively (kg/m3). Fx and Fy are source terms (m/s2)

which include; wind, Coriolis, bottom friction and other forces. The reader is
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recommended to read the existing literature for further explanation of body force

source terms such as bed friction, wind and Coriolis forces (see Gao [2008]),

which have been omitted for brevity. Bottom friction and wind forces can have

significant influence on shallow flows and are based on bed roughness and wind

speed, respectively. The Coriolis force is an inertial force which acts on a body in

motion within a rotating reference frame and influences fluid flows based on their

global position and velocity. ν is the velocity diffusivity (m2/s), also referred

to as the coefficient of turbulent viscosity or the eddy viscosity. This may be

considered an isotropic or anisotropic value, depending on the turbulence closure

model used. Further information on the derivation of Equations 3.1 to 3.3 can

be found in Hervouet [2007].

In many cases, where the flow is well mixed in the vertical direction and the

dominant transport processes occur in the horizontal direction, Equations 3.1 and

3.2 can be integrated over the depth and simplified to obtain the depth-averaged

Navier Stokes, or shallow water, equations. In such cases, flow is considered to

only occur in the horizontal plane.

3.2.2 Advection-diffusion equation

The Advection-Diffusion Equation (ADE) is used to calculate the transport of a

solute in a fluid, for example, salt (i.e. salinity modelling). It is implemented in

TELEMAC to calculate tracer transport, which in the case of this study repre-

sents E.Coli. These were treated as mass conservative, passive numerical tracers

(i.e. they do not influence the hydrodynamics), and bacteria-sediment interac-

tions were ignored.

The ADE can be written in 3D and 2D, shown in their reduced forms in

Equations 3.4 and 3.5 respectively, as applied in TELEMAC [Desombre et al.,

2016; Hervouet, 2007; Lang et al., 2014]:

∂c

∂t
+ u

∂c

∂x
+ v

∂c

∂y
+ w

∂c

∂z
= νT∆ (c) + ST (3.4)
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∂c

∂t
+−→u · −→O (c) =

1

h
div
(
hνT
−→O c
)

+ ST (3.5)

where c is the tracer concentration, t is time, h is the water depth, νT is the

tracer diffusion coefficient (m2/s) and ST is the source or sink term, including

both explicit and implicit terms.

Tracer decay is taken into account by a sink term which is commonly written

as a first order decay equation [Chapra, 1997; Thomann and Mueller, 1987]:

Ssink =
∂c

∂t
= −kc (3.6)

where k is the decay rate (1/d).

In the solution of Equations 3.4 and 3.5, source and sink terms are included

as follows:

ST = Ssource − Ssink
(3.7)

ST = Ssource − kc

3.2.3 Turbulent diffusion theory

Of particular interest in environmental studies is the calculation (or specification)

of the velocity diffusivity (ν), otherwise referred to as the turbulent viscosity or

the (kinematic) eddy viscosity, and the tracer diffusion coefficient (νT ). Herein an

explanation is given on the derivation of each and the differences, in particular the

distinction between diffusion and dispersion, two terms which are misleadingly

often used interchangeably in the literature.

44



3. GOVERNING EQUATIONS

3.2.3.1 Diffusion

Eddy viscosity, often referred to as turbulent viscosity, is influenced by turbulent

and molecular diffusion (see Equation 3.8). However, the effects of molecular

diffusion are negligible in comparison to those caused by turbulence and can

therefore be ignored [Fischer, 1973] (see Equation 3.9).

ν = νturbulent + νmolecular (3.8)

ν = νturbulent (3.9)

The concept of turbulent viscosity arises due to the time-averaging of the tur-

bulent velocity fluctuation terms in the derivation of the Navier Stokes equations.

These represent the difference between the instantaneous and time-averaged ve-

locity components in a flow:

u = u+ u′

v = v + v′ (3.10)

w = w + w′

where u, u′ and u denote the instantaneous velocity, turbulent velocity fluctu-

ation and time-averaged velocity in the x direction, respectively. This also applies

to v and w in the y and z directions, respectively.

The same is true for a dissolved substance, or tracer, of concentration c:

c = c+ c′ (3.11)

Under the Reynolds stress assumption, the turbulent viscosity is defined as a
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function of the shear stresses within a fluid (τij). These are often expressed using

tensor notation; for example, see Equation 3.12 for the expression in the x and y

directions:

τij =

τii τij

τji τjj

 = −u′iu′j = −

u′xu′x u′xu
′
y

u′yu
′
x u′yu

′
y

 = −

 u′2 u′v′

v′u′ v′2

 (3.12)

where the overline (e.g. uv), indicates time-averaging of the product term.

Under the Boussinesq assumption of eddy viscosity, these terms can be rep-

resented in a diffusive manner as follows (see Goldstein [1938]):

u′u′ = −ν
(
∂u

∂x
+
∂u

∂x

)
u′v′ = −ν

(
∂u

∂y
+
∂u

∂x

)
(3.13)

u′w′ = −ν
(
∂u

∂z
+
∂v

∂x

)
which represent the flux terms found on the right hand side of Equation 3.2:

ν∆(u).

Extending Equations 3.12 and 3.13 to include a tracer of concentration c, as

in the derivation of the ADE, this may also be expressed as follows [Sayre and

Chang, 1968]:

νz =
−v′c′
∂C
∂z

≈ −u
′v′

∂U
∂z

≈
−U∗2 z

h
∂U
∂z

(3.14)

where νz is the eddy viscosity in the z direction and U∗ is the shear velocity
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(m/s), defined as:

U∗ =

√
τ0
ρ

=
√
gRSf (3.15)

where R is the hydraulic radius and Sf is the friction slope.

The eddy viscosity can be calculated either by direct solution of the Reynolds

stresses or, more commonly, using one of a number of turbulence closure mod-

els. Of these, the two most commonly used methods in 3D hydro-environmental

modelling studies are the κ− ε and Smagorinsky models. Using the Smagorinsky

model, as in this study, ν is calculated by solving Equation 3.16 [Li and Wang,

2000; Smagorinsky, 1963]:

ν = CS
2∆x∆y

√
2

(
∂u

∂x

)2

+ 2

(
∂v

∂y

)2

+

(
∂u

∂y
+
∂v

∂x

)2

(3.16)

where CS is the Smagorinsky constant; this is assigned a value of 0.1 in TELEMAC.

As discussed in previous chapters, it is common in hydro-environmental mod-

elling studies to adopt a depth-averaged approach. In such instances, the eddy

viscosity is also averaged over the depth. Assuming isotropic turbulence and a

logarithmic velocity profile, Elder [1959] integrated Equation 3.14 over the depth

to obtain the depth averaged eddy viscosity (ν), in the longitudinal flow direction

[Sayre and Chang, 1968]:

ν =
1

h

∫ h

0

νzdz =
κ

6
U∗h (3.17)

This is also referred to as the coefficient of turbulent diffusion and was defined

by Elder [1959] as:

ν = 0.167κU∗h (3.18)
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where κ is the von Karman coefficient, equal to 0.4.

Following the isotropic assumption, and assuming no side wall effects, the

coefficient of turbulent diffusion in the transverse flow direction (νy) can also be

defined:

νx = νy = ν (3.19)

In experimental studies this value is often normalized for different flow condi-

tions, as shown in Equation 3.20,

ε =
ν

U∗h
(3.20)

where ε is the non-dimensional coefficient of turbulent diffusion. To avoid po-

tential confusion on behalf of the reader, note that although this symbol is often

assigned to the eddy viscosity in the literature, this is not the case herein to

maintain consistency throughout.

3.2.3.2 Dispersion

The tracer diffusion coefficient is influenced by two processes; turbulent diffusion

and dispersion. While the turbulent diffusion term arises due to time-averaging

of the turbulent velocity fluctuations, an additional dispersion term is introduced

due to spatial-averaging of the velocity and concentration terms when deriving the

ADE. This term is not necessary when solving the analytical solution. Note that

dispersion occurs in the horizontal direction [Bowden, 1965], and is most prevalent

in the longitudinal flow direction, hence the lateral and vertical directions are

ignored herein.

Simplification through depth-averaging assumes the horizontal flow compo-

nents to be uniform over the vertical. The depth-averaged flow components are;

U in the x direction and V in the y direction. Similarly, the concentration of

a dissolved tracer is assumed to be constant throughout the water column, rep-
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resented by C. However, in reality a velocity and tracer concentration gradient

exist. The latter is as a result of turbulent mixing between fluid layers of differ-

ent velocities, causing tracer to be transported at different speeds throughout the

water column [Bowden, 1965; Okubo, 1974].

It can therefore be said that the time-averaged velocity component and tracer

concentration are the sum of the depth-averaged values and fluctuating compo-

nents (u′′ and c′′):

u = U + u′′

(3.21)

c = C + c′′

The substitution of Equation 3.21 into the ADE results in a mass flux term

to describe this phenomenon:

u′′c′′ = −νx
∂c

∂x
(3.22)

where νx is the the coefficient of longitudinal dispersion. The tracer diffusion

coefficient is the sum of diffusive and dispersive effects such that:

νT = ν + νx (3.23)

A number of models exist which define νT , however it is important to note that

in the majority of hydro-environmental studies, only turbulence closure models

such as κ−ε and Smagorinsky are used and longitudinal dispersion is ignored. The

most commonly adopted method that includes dispersive effects is that proposed

by Elder [1959], who showed that based on a logarithmic velocity profile and

assuming isotropic turbulence, the tracer diffusion coefficients in the longitudinal

and transverse flow directions (νxT and νyT respectively) are as given as follows:
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νx = 5.86U∗h

(3.24)

νy = 0

Combining Equations 3.18, 3.19, 3.23 and 3.24:

νxT = 5.93U∗h

(3.25)

νyT = 0.067U∗h

For further information on other equations based on different velocity pro-

files, see Bowden [1965]. Details of the treatment of diffusion and dispersion in

TELEMAC are given in Section 3.3.3.

3.2.4 Bacterial decay kinetics

Of the methods available to calculate bacterial decay and summarised in Section

2.2, two were chosen for implementation in this study; those proposed by Mancini

[1978] and Stapleton et al. [2007a]. Herein a description of each is given.

The former was chosen due to its widespread use and sensitivity to multiple

parameters known to influence bacterial decay; in particular, light intensity and

water depth (a proxy for light intensity).

The latter is less widely used, however was developed as a result of an extensive

study conducted within the Severn Estuary, to determine the impact of turbidity

and light intensity on bacterial decay. It is therefore considered more applicable

to the study site due to the importance of sediment particle size and composition

on decay, whereas the formula proposed by Mancini [1978] was based on data

collated from the literature and ignores sediment effects.
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3.2.4.1 Mancini decay function

Decay rate k is calculated as a function of light intensity, salinity and temperature

as follows [Chapra, 1997; Mancini, 1978]:

k = kT + ki (3.26)

kT = [0.8 + 0.006(Ps)] ∗ 1.07t−20 (3.27)

ki = αI (3.28)

I =
Ia
keh

[
1− ekeh

]
(3.29)

where Ps is the percentage sea water, h is the water depth (m), Ia is the av-

erage daily light intensity (ln/h), I is the depth averaged light intensity, α is a

proportionality constant and ke is the light extinction coefficient (1/m). This is

a function of suspended solids ss (mg/l), and can be written as follows Chapra

[1997]:

ke = 0.55ss (3.30)

If salinity (Csal) is given as a concentration (mg/l) rather than a percentage,

51



3. GOVERNING EQUATIONS

Equation 3.27 can be written as follows [Chapra, 1997]:

kT = [0.8 + 0.02Csal] ∗ 1.07T−20 (3.31)

Combining Equations 3.28 and 3.31 the decay rate can be written as:

k = [0.8 + 0.02Csal] ∗ 1.07T−20 +
αIa
keh

[
1− ekeh

]
(3.32)

This equation is used for 2D (depth-averaged) implementation of the Mancini

[1978] decay model as k as a function of the average light intensity over the fully

mixed depth.

In TELEMAC-3D, the 3D mesh consists of the 2D mesh replicated over a

specified number of sigma layers. This requires a minimum of 2 layers as the

first and last layer are fixed at the bed and water surface respectively [Desombre

et al., 2016].

Decay is based on the light intensity at each nodal depth, calculated using

the Beer-Lambert law (see Equation 2.34) [Chapra, 1997].

In the case of finite volume methods, the average light penetrating over each

layer would be used. This can be calculated using the layer averaged Beer-

Lambert law (based on the mean value theorem for integrals):

I =
I0

ke (zbottom − ztop)
(
e−keztop − e−kezbottom

)
(3.33)

Depth-irradiance curves calculated using Equations 2.34 and 3.33 closely match,

as shown in Figure 3.1:
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Figure 3.1: Comparison between irradiance at depth; calculated using Equations
2.34 (at depth), 3.33 (layer averaged); and depth averaged irradiance, using Equa-
tion 3.32, where ke was calculated using Equation 2.37 and ss = 84.82 mg/l (see
Section 5.3.2)

To calculate the decay rate at depth z, Equation 3.32 can be rewritten using

Equation 2.34, as shown in Equation 3.34. Note that this does not consider

variations in temperature or salinity throughout the water column.

k(z) = [0.8 + 0.02Csal] ∗ 1.07T−20 + αI0e
−kez (3.34)

3.2.4.2 Stapleton decay function

Decay rate is represented by a T90 value, the time taken for the concentration

to reduce by 90% [Guillaud et al., 1997], which is related to the decay rate k as

[Kashefipour et al., 2002b; Kay et al., 2005]:

T90 =
2.303

k
(3.35)
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Stapleton et al. [2007a] proposed that T90 can be calculated as a function of

turbidity and light intensity, as follows:

T90 = T902 + (T901 − T90∗1) (3.36)

T901 =
ln10

KB ∗ 60 ∗ I
(3.37)

T90∗1 =
ln10

KB ∗ 60 ∗ Iexp
(3.38)

LogT902 = (0.0047 ∗ Turbidity) + 0.677 (3.39)

Turbidity = 139.479 ∗ Log(ss)− 244.736± 32.678 (3.40)

where I is the sunlight intensity (W/m2), Iexp is the fixed irradiance for the ex-

periments (260±14 W/m2), T901 is the sunlight dependent Enterococci mortality

rate, T90∗1 is the Enterococci mortality rate obtained from laboratory experiments,

T902 is the turbidity related Enterococci mortality rate and KB = 1.1× 10−5 and

ss is the suspended sediment concentration (mg/l).

While Stapleton et al. [2007a] only investigated the decay of Enterococci, the

difference in magnitude of KB to that of E.coli (KB = 1.3× 10−5), is insignificant

and the same approach is considered applicable, as in this study.

For a 2D implementation of Equation 3.36 the sunlight intensity I in Equa-

tion 3.37 is calculated as the average light intensity over the water column (see

Equation 3.29). For a 3D approach where the decay rate is calculated at each
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nodal depth, light penetration was calculated using the Beer-Lambert law (see

Equation 2.34).

3.3 TELEMAC model suite

This section briefly describes the salient features of the TELEAMC model suite,

given its application herein in the macro-tidal environment of Swansea Bay, and

the treatment given to the turbulent transport of pollutants. In this study the

governing equations of mass and momentum transport were solved using linear

and quasi-bubble solution methods respectively (see Equations 3.1 to 3.3), and

the hydrostatic pressure hypothesis was assumed. For further information, see

Lang et al. [2014] and Hervouet [2007].

3.3.1 Minimum water depth

It is commonplace in hydrodynamic models to specify a minimum water depth

below which a cell or node is considered dry. However, this requires a threshold

to be defined; for example 1 cm or 5 cm. Depending on the scheme used, this

can break mass conservation. The TELEMAC suite of solvers does not contain

such a limit and employs schemes to ensure mass and momentum conservation,

including tracer mass conservation. In some cases the treatment can result in the

generation of negative depths, however, these can be suppressed and corrected

to ensure strictly positive values. This requires the model to distinguish between

‘wet’ and ‘dry’ elements, an issue of key importance when studying a site with

large areas of intertidal flats such as Swansea Bay.

3.3.2 Wetting and drying

An element is considered dry, or partially dry, when the bed elevation of one

node in that element exceeds the free surface of another. Similarly, an element is

considered wet if the bed elevation of each node is lower than the free surface at all

other nodes in that element. TELEMAC-2D allows the user to choose from two

methods which are applied to the numerical treatment of dry (or partially dry)
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elements. The first corrects the free surface gradient to prevent flow between

dry elements, while the second excludes these elements from the computation.

However, the latter can result in mass conservation errors and is not well suited

to tidal flat problems. The former is recommended by the TELEMAC developers

and has been used in this study. Similar treatments are available in TELEMAC-

3D. Further details can be found in Hervouet [2007].

3.3.3 Turbulence

In TELEMAC-2D the user is presented with four options for modelling tur-

bulence. Of these, only the Elder model accounts for differences in dispersion

along and across the flow [Elder, 1959]. This allows the user to specify the

non-dimensional longitudinal dispersion coefficient (this includes dispersion and

turbulent diffusion effects), and the non-dimensional transverse diffusion coeffi-

cient (see Equations 3.24 and 3.25). The other available options are; a constant

viscosity coefficient which lumps molecular viscosity, turbulent viscosity and dis-

persion; the κ − ε turbulence model and the Smagorinsky model [Smagorinsky,

1963] (see Equation 3.16).

TELEMAC-3D provides the choice of; a constant viscosity coefficient, Smagorin-

sky, κ−ε and κ−ω models. Note that no information has been given on the κ−ε
and κ− ω models as they have not been used and therefore, being non-essential

to the thesis, detailed explanations have been omitted for brevity.

3.4 Measurement of turbulent flow properties

This section briefly describes the theory and equations used in the particle track-

ing study detailed in Chapter 4.

3.4.1 Particle tracking and dispersion

Herein, the term ‘particle’ may refer to a range of buoyant objects, such as

drogues, GPS trackers or other small items. Further details and specifics of

previous studies can be found in the referenced literature.
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3.4.1.1 Background theory

Except in proximity to a flow boundary, the dispersion of floating particles is

governed by turbulent diffusion; for example, as defined by Elder [1959] in Equa-

tion 3.18. This assumes that the surface turbulence, causing particle dispersion,

is homogeneous within parallel planes and requires particles to be beyond the

influence of boundary effects [Engelund, 1969; Sayre and Chamberlain, 1964]. In

comparison, a dissolved substance is also affected by vertical shear and turbu-

lent fluctuations [Okubo, 1974; Sayre and Chamberlain, 1964; Sayre and Chang,

1968], resulting in longitudinal dispersion [Okubo, 1974]. However, shear dis-

persion does not act perpendicular to the flow direction and the transverse dis-

persion of floating particles is approximately equal to the transverse diffusion of

dissolved tracers; both of which are governed by turbulent diffusion [Sayre and

Chang, 1968].

Upon release, the transverse dispersion of a particle cloud increases in accor-

dance with the third law in variance [Okubo, 1974, 1992] (see Equation 3.41) and

the Richardson-Okubo power law [Okoye, 1970; Orlob, 1959; Sayre and Cham-

berlain, 1964; Sayre and Chang, 1968] (see Equation 3.42). For a rigid-boundary

open channel flow, this represents the maximum value, which is a function of the

limiting eddy size; governed by the channel geometry, flow rate, flow depth and

friction parameters [Orlob, 1959; Sayre and Chamberlain, 1964].

σ2
y = α1εt

3 (3.41)

Ky = α2ε
1
3L

4
3
z (3.42)

σ2
y is the relative position variance of the particle cloud in the transverse

direction (m2, see Equation 3.45), where σ is the standard deviation in particle

position (m) [Batchelor, 1952; List et al., 1990], t is time (s) and ε is the rate of

energy dissipation per mass of fluid. L is the characteristic length scale, which
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depends on the experimental and analysis methods used and Ky is the coefficient

of turbulent diffusion for floating particles (m2/s), in the transverse flow direction.

3.4.1.2 Analysis of particle tracks

Stemming from the work by Taylor [1922], the relative dispersion of a particle

cloud, herein called cloud dispersion, at time i can be calculated based on the

position of each particle j using the method of moments (see Equations 3.43, 3.44

and 3.45) [Aoyagi et al., 2003; Cederwall, 1971; Han et al., 2016; List et al., 1990;

Orlob, 1959; Sayre and Chamberlain, 1964; Sayre and Chang, 1968; Suara et al.,

2017]. The total, longitudinal and transverse coefficients of turbulent diffusion

for floating particles (K, Kx and Ky respectively) are calculated as the second

order moments of the particle cloud distribution, with reference to the centroid of

the particle cloud [Batchelor, 1952; Suara et al., 2017]. This assumes a constant

value over the measured time interval and that the particles do not reach the

channel side walls [Cederwall, 1971; Sayre and Chamberlain, 1964; Sayre and

Chang, 1968].

K (ti) =
1

2

∆σ2
i

∆t
(3.43)

Kx (ti) =
1

2

∆σ2
xi

∆t
(3.44)

Ky (ti) =
1

2

∆σ2
yi

∆t
(3.45)

The variance in position of the particle group at time i (σ2
i ) is calculated using

Equations 3.46, 3.47 and 3.48, and the centroid (xi,yi) using Equations 3.49 and
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3.50:

σ2
i =

(
σ2
xi

+ σ2
yi

)
2

(3.46)

σ2
xi

=

∑
j (xij − xi)2

N − 1
(3.47)

σ2
yi

=

∑
j (yij − yi)2

N − 1
(3.48)

xi =

∑
xij
N

(3.49)

yi =

∑
yij
N

(3.50)

where N is the number of particles.

The skewness in particle distribution (S, dimensionless), is calculated as the

third order moment [Cederwall, 1971]:

Sx =
1
N

∑
j (xij − xi)3

σ2
xi

3/2
(3.51)

3.4.2 Characteristic parameters

Two parameters are commonly used to describe the level of turbulence within

a flow field; the Turbulence Intensity (TI) and the Turbulent Kinetic Energy
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(TKE). Turbulence Intensity is calculated using Equation 3.52, where u′ is the

root mean square of the turbulent velocity fluctuations (see Equations 3.53 and

3.54) and u is the time-averaged velocity (see Equations 3.10 and 3.55). This can

also be calculated in each flow direction, whereby the velocity components are

taken in the desired coordinate direction (see Equations 3.56, 3.57 and 3.58).

TI =
u′

u
(3.52)

u′ =

√
1

3

(
u′2x + u′2y + u′2z

)
(3.53)

u′x =

√√√√∑j

(
u′xij − u′xi

)2
N

(3.54)

u =
√
ux + uy + uz (3.55)

TIx =
u′x
ux

(3.56)

TIy =
u′y
uy

(3.57)
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TIz =
u′z
uz

(3.58)

Turbulent Kinetic Energy is calculated using Equation 3.59, which is related

to the turbulence intensity through Equations 3.53 and 3.60. The directional

TKE components are calculated using Equations 3.61, 3.62 and 3.63.

TKE =
1

2

(
u′x

2 + u′y
2 + u′z

2
)

(3.59)

u′ =

√
2

3
TKE (3.60)

TKEx =
1

2
u′x

2 (3.61)

TKEy =
1

2
u′y

2 (3.62)

TKEz =
1

2
u′z

2 (3.63)
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Chapter 4

Experimental and numerical

model study of turbulent

diffusion for steady flow

conditions

4.1 Introduction

This chapter covers an experimental and numerical study that was carried out

at the Sediment Laboratory, Department of Hydraulic Engineering, Tsinghua

University, China, from September to December 2017. In order to determine the

non-dimensional coefficient of turbulent diffusion for a range of flow conditions,

the movement of floating particles was tracked across the surface of a straight,

uniform channel. These experiments were cross-validated with hydrodynamic

model simulations, run using TELEMAC-2D.

Key definitions used herein are as follows: ε is the non-dimensional coefficient

of turbulent diffusion, as defined by Equation 3.20; K is the coefficient of turbulent

diffusion for floating particles, substituted for ν in Equation 3.20; and cloud

dispersion refers to the lateral spreading of a floating particle group with time.
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4.2 Particle tracking study

4.2.1 Apparatus and set-up

The experimental flume used in this study was a large flat bed flume, details

of which are shown in Figures 4.1 and 4.2. The flume had a working length

of 35 m and a full width of 3.5 m, with the main section reduced to 2.1 m,

operational between 0.01 m3/s and 0.1 m3/s. A 19 by 4 array of 76 pressure

sensors was permanently fixed within the flume bed. Due to the fixed bed gradient

and contraction, all experiments were carried out using steady non-uniform flow

conditions. The water depth could be adjusted up to a maximum of 30 cm and

was controlled by an underflow sluice gate at the outlet. Two grilles obstructed

the flow at the inlet to reduce turbulence, caused by pumping, and increased the

homogeneity (see Figure 4.3).

(a) (b) (c)

Figure 4.1: Flume at the Department of Hydraulic Engineering, Tsinghua Uni-
versity (a); with matting on the bed (b) and (c)

The flume had a glass bottom and sides, with a contraction formed by plastic

blocks. The Manning’s coefficient of the flume was previously measured as n =

0.009. To increase the bed roughness to a value closer to those found in natural

rivers and streams (see Chow [1959]), 5 mm thick rubber matting, with 5 mm

triangular perforations, was placed on the flume bed and weighted down with
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galvanized steel bars at 2 m intervals (see Figures 4.1 and 4.4).
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Figure 4.2: Plan view and side elevation of the flume at Tsinghua University
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(a) (b) (c)

Figure 4.3: (a) Underflow sluice gate outlet, (b) flow control slats behind sluice
gate and (c) flow control grille at flume inlet

Figure 4.4: Rubber matting placed on the bed of the flume to increase bed
roughness

Flow measurements were made with a Nortek Vectrino sidelooking probe

Acoustic Doppler Velocimeter (ADV). This was mounted on a mobile platform,

as shown in Figure 4.5, allowing measurements to be taken at any flow depth and

location.

Figure 4.5: Nortek Vectrino ADV and particle dispenser on a mobile platform
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A Particle Tracking Velocimetry (PTV) camera system was installed above,

and along the length of the flume (see Figures 4.6 and 4.7). Due to limitations

in the PTV analysis software (VDMS), it was only possible to use four adjacent

cameras at once, covering approximately 10 m. Otherwise the particles would

have been tracked over greater distances than presented in Section 4.2.3.

Figure 4.6: PTV camera system installed above flume

Figure 4.7: Example of the combined field of view (FOV) for the PTV camera
array
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4.2.2 Experimental methods

Four series of experiments were carried out, each of which included four flow cases.

For each flow case, two particle release experiments were conducted using 20

particles and two using 40 particles. Plastic particles made of Polyvinyl chloride

(PVC) of 10 mm diameter, and close to neutral buoyancy (ρ = 900 kg/m3), were

used (see Figure 4.8). Steady flow conditions were allowed to establish prior to

particle release and the recording flow measurements.

(a) (b) (c)

Figure 4.8: PVC particle (a), (b) and dispenser (c)

Particles were released at the centreline of the channel from a 10 cm by 10 cm

grid dispenser (see Figures 4.5 and 4.8) at a height of 10 cm, in order to reduce

surface disturbances (see Weitbrecht et al. [2002]). Particles were distributed

evenly among the divisions and released simultaneously on removal of the base,

generating a random distribution. Their position on the water surface was tracked

in time from the point of release, using the PTV system. Images were taken in

batches of four, spaced at 0.2 s intervals, with 2 s between batches. This was

due to software limitations which prevented continuous image capture at a fixed

frame rate.

The bed roughness was calculated using Manning’s equation [Okoye, 1970]:

U =
1

n
R

2
3S

1
2
f (4.1)

where U is the depth-average velocity (m/s), R is the hydraulic radius (m), n

is the Manning roughness coefficient and Sf is the friction slope (dimensionless).

This was calculated using interpolation to fit a first order polynomial to the depth
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readings taken using the centre two rows of pressure sensors (see Figure 4.2). Data

from the outer two rows were ignored as a number of sensors were covered by the

blocks forming the contraction.

ADV readings were taken using a profiler mounted on the same platform as the

particle release tray (see Figure 4.5). A logarithmic velocity profile was assumed,

following a 1/7th power law:

u = Umax

(z
h

) 1
7

(4.2)

where u is the flow velocity (m/s) at elevation z (m) and the maximum velocity

Umax occurs at the free surface. Integration between the bed (z = 0), and the

water surface (z = h), yields Equations 4.3 and 4.4 for the magnitude and location

of the mean velocity (U and zU), respectively:

U = 0.875Umax (4.3)

zU = 0.4h (4.4)

As such, depth-average values were taken as those recorded at 0.4h, and av-

eraged over the centre third of the channel from readings taken at 70 cm, 105 cm

and 145 cm across the width. Additional measurements were taken at the centre

of the channel at; 0.2h, 0.6h and 0.8h; and at 0.4h, at 30 cm and 175 cm across

the channel width.

The shear velocity (U∗) was calculated using Equations 4.5 [Okoye, 1970;

Sayre and Chamberlain, 1964]:

U∗ =
√
gRSf (4.5)

69



4. EXPERIMENTAL AND NUMERICAL MODEL STUDY OF
TURBULENT DIFFUSION FOR STEADY FLOW CONDITIONS

where ρ is the density of water (kg/m3) and g is the acceleration due to gravity

(m/s2).

4.2.2.1 Series 1 and 2

The in-situ downstream underflow sluice gate was used to control the water level

in the flume. Throughout the experiments a constant opening of 20 mm was

maintained, such that the aspect ratio of the flow decreased with discharge.

Equation 4.6 was used to calculate the theoretical water level in the flume for

each flow case to determine the near-steady flow conditions:

h1 =
1

2g

(
q

CDh2b

)2

(4.6)

where h1 is the upstream water level (m), h2 is the downstream water level (m),

q is the discharge (m2/s), b is the width (m), CD is the coefficient of discharge

(dimensionless) and g is acceleration due to gravity (m/s2). This is valid for

large h1/h2 ratios. The downstream water depth h2 was assumed equivalent

to the sluice opening h0 and the coefficient of discharge was back-calculated as

CD = 0.58 after initial measurements were taken. Series 1 experiments were

carried out with the flume in its original condition, with the rubber matting

placed on the bed for Series 2.

Flow conditions and friction parameters are given in Tables 4.1, 4.2, 4.3 and

4.4. To ensure accuracy, the pressure sensors were recalibrated before commenc-

ing each series of particle release experiments. The differences in water levels

between Series 1 and 2 for each flow rate can be attributed to differences in

calibration.

In case of any influence of the flow contraction on cloud dispersion, the

particles were released at 11.8 m and 19.4 m downstream of the flume inflow

(4.2 m and 11.8 m downstream of the contraction, respectively; see Figure 4.2).

The exact position was determined by the location of the power supply required

for the ADV profiler.
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Table 4.1: Bulk flow conditions for Series 1. Depth averaged along channel length,
aspect ratio calculated for 2.1m width section of channel

Q
(m3/s)

Depth
(m)

λλλ U
(m/s)

Re Fr

0.06 0.122 17.256 0.250 2.6E+04 0.21

0.07 0.160 13.125 0.222 2.9E+04 0.17

0.08 0.202 10.412 0.197 3.2E+04 0.13

0.09 0.246 8.526 0.170 3.5E+04 0.11

Table 4.2: Series 1 friction parameters

Q
(m3/s)

Sf τττo
(N/m2)

n U*
(m/s)

U*h
(m2/s)

0.06 1.7E-04 0.187 0.013 0.0137 0.0017

0.07 6.4E-05 0.088 0.010 0.0094 0.0015

0.08 4.5E-05 0.075 0.011 0.0086 0.0017

0.09 1.6E-05 0.032 0.008 0.0056 0.0014

Table 4.3: Bulk flow conditions for Series 2. Depth averaged along the channel
length, with the aspect ratio calculated for a 2.1 m width section of the channel

Q
(m3/s)

Depth
(m)

λλλ U
(m/s)

Re Fr

0.06 0.123 17.073 0.258 2.5E+04 0.21

0.07 0.159 13.183 0.220 2.9E+04 0.17

0.08 0.199 10.571 0.204 3.2E+04 0.14

0.09 0.248 8.463 0.182 3.5E+04 0.11

Table 4.4: Series 2 friction parameters

Q
(m3/s)

Sf τττo
(N/m2)

n U*
(m/s)

U*h
(m2/s)

0.06 5.3E-04 0.568 0.023 0.0238 0.0029

0.07 3.9E-04 0.531 0.025 0.0231 0.0037

0.08 1.7E-04 0.279 0.021 0.0167 0.0033

0.09 1.4E-04 0.271 0.023 0.0165 0.0041
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4.2.2.2 Series 3 and 4

For each flow case the aspect ratio remained constant. The water level was

maintained at a depth of 0.2 m using a number of downstream rectangular weirs

located at 27.63 m (see Figure 4.9). The in-situ sluice gate was fully opened so

that the flow downstream of the weir was unobstructed. The weir height was

calculated for each flow case using Equation 4.7 [Horton, 1907] (see Table 4.5),

Figure 4.9: Weirs for water level control

q =
2

3
CDbhc

3
2

√
2g

(4.7)

hw = h− hc

where h is the flow depth (0.2 m), hc is the water head above the weir crest,

hw is the weir height, CD = 0.65 [ISO, 1980].

As in Series 1 and 2, two sets of experiments were carried out using this

configuration. In Series 3 the particles were released at 16.5 m, further upstream

of that in Series 1 and 2 due to position of the weir in the PTV FOV. In Series

4 the particles were released at 11.5 m. Vortices caused by the contraction were

observed to have dissipated at this distance and the proximity of the release near

the contraction was considered to be insignificant.

Flow conditions and friction parameters are given in Tables 4.6 and 4.7.
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Table 4.5: Calculation of weir heights; see Equation 4.7

Q (m3/s) h (m) hc (m) hw (m)

0.04 0.2 0.046 0.154

0.06 0.2 0.061 0.139

0.08 0.2 0.073 0.127

0.10 0.2 0.085 0.115

Table 4.6: Bulk flow conditions for Series 3 and 4. Depth averaged along the
channel length, with the aspect ratio calculated for a 2.1 m width section of the
channel

Q (m3/s) Depth (m) λλλ U - S3
(m/s)

U - S4
(m/s)

Re Fr

0.04 0.208 10.091 0.096 0.100 1.6E+04 0.06

0.06 0.203 10.343 0.149 0.155 2.4E+04 0.10

0.08 0.206 10.183 0.199 0.206 3.2E+04 0.13

0.10 0.205 10.269 0.250 0.254 4.0E+04 0.16

Table 4.7: Series 3 and 4 friction parameters

Q (m3/s) Sf τττo (N/m2) n U* (m/s) U*h (m2/s)

0.04 5.6E-05 0.096 0.025 0.0098 0.0020

0.06 1.6E-04 0.264 0.027 0.0162 0.0033

0.08 2.4E-04 0.414 0.026 0.0203 0.0042

0.10 2.8E-04 0.477 0.022 0.0219 0.0045
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4.2.3 Results

4.2.3.1 Series 1 and 2

Plots of the particle cloud variance with time are shown in Figure 4.10 for Series 1,

q = 0.06 m3/s for a release of 40 particles. Skewness values in particle distribution

range between -0.24 and 0.43. Data are only shown for the fourth image from

each batch for clarity. A first order polynomial was fitted to the data series and

the coefficients of turbulent diffusion calculated using Equations 3.43, 3.44 and

3.45 as half of the gradient.

(a) (b)

Figure 4.10: Plot of variance (a) and non-dimensional turbulent diffusion coef-
ficient (b) for Series 1, q = 0.06 m3/s, 40 particle release. Subscripts x and y
denote variables in the longitudinal and lateral flow directions respectively

Additional plots for this and other flow series have been omitted for brevity.

However, it is important to note that not all experiments showed such clear

trends, hence the reason for repetition. For example, Figure 4.11; Series 1, q =

60l/s, 20 particle release, shows skewness values ranging between -0.75 and 1.72.
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The cause and significance of this is discussed in Section 4.2.4.

(a) (b)

Figure 4.11: Plot of variance (a) and non-dimensional turbulent diffusion coef-
ficient (b) for Series 1, q = 0.06 m3/s, 20 particle release. Subscripts x and y
denote variables in the longitudinal and lateral flow directions respectively

Plots showing changes in the dimensional and non-dimensional coefficients

of turbulent diffusion between flow cases are shown in Figures 4.12, 4.13, 4.14

and 4.15. Tabular data are given in Appendix A, Table 1. Plots of friction

velocity, turbulence intensity (TI), and turbulent kinetic energy (TKE), are shown

in Figures 4.16 and 4.17. The accompanying data are given in Appendix A, Tables

3 and 4.
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(a) (b)

Figure 4.12: Particle cloud diffusion coefficients for each flow case in Series 1 (a)
and 2 (b)

(a) (b)

Figure 4.13: Plot of the total non-dimensional turbulent diffusion coefficient and
flow for all Series 1 (a) and 2 (b) runs

(a) (b)

Figure 4.14: Plot of the non-dimensional turbulent diffusion coefficient in the x
(a) and y (b) directions against flow for all Series 1 runs
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(a) (b)

Figure 4.15: Plot of non-dimensional turbulent diffusion coefficient in the x (a)
and y (b) directions against flow for all Series 2 runs

Figure 4.16: Friction velocity, turbulence intensity and turbulent kinetic energy
for each flow case in Series 1

Figure 4.17: Friction velocity, turbulence intensity and turbulent kinetic energy
for each flow case in Series 2
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Figure 4.18: Series 1 longitudinal velocity profile taken over the depth at the
centreline of the channel, immediately upstream of release locations

Figure 4.19: Series 1 transverse velocity profile taken across the width at 0.4d,
immediately upstream of release locations

Figure 4.20: Series 2 longitudinal velocity profile taken over the depth at the
centreline of the channel, immediately upstream of release locations
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Figure 4.21: Series 2 transverse velocity profile taken across the width at 0.4d,
immediately upstream of release locations

4.2.3.2 Series 3 and 4

Plots of the particle cloud variance with time are shown in Figure 4.22 for Series

4, q = 40 l/s for a release of 20 particles. The skewness values in the particle

distribution range between -0.48 and 0.73. Directional values are provided in

Appendix A, Tables 5 and 6. For each flow case the friction and turbulence

parameters are shown in Figures 4.28 and 4.29.

It is of note that the uniform trend in variance shown in Figure 4.22 is not

representative of all runs. In a number of cases the transverse cloud variance

initially increased at a faster rate before plateauing. See Figure 4.23, Series 4, q

= 0.06 m3/s, 40 particle release. For these cases the non-dimensional coefficient

of turbulent diffusion was calculated in the same manner as previously, however,

a number of important points are made on this matter in Section 4.2.4 which

discuss the validity of this method.
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(a) (b)

Figure 4.22: Plot of variance (a) and the non-dimensional turbulent diffusion
coefficient (b) for Series 4, q = 0.04 m3/s, 20 particle release. Subscripts x and y
denote variables in the longitudinal and lateral flow directions respectively

Plots showing the change in the non-dimensional coefficient of turbulent dif-

fusion for the various flow cases are shown in Figures 4.24, 4.25, 4.26 and 4.27.

Tabular data are given in Appendix A, Table 2. Plots of the friction velocity,

turbulence intensity and turbulent kinetic energy are shown in Figures 4.28 and

4.29. Accompanying tables are given in Appendix A, Tables 5 and 6. Velocity

profile plots recorded upstream of the Series 3 and 4 release locations are shown

in Figures 4.30 and 4.31.
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(a) (b)

Figure 4.23: Plot of variance (a) and the non-dimensional turbulent diffusion
coefficient (b) for Series 4, q = 0.06 m3/s, 40 particle release. Subscripts x and y
denote variables in the longitudinal and lateral flow directions respectively

(a) (b)

Figure 4.24: Particle cloud diffusion coefficients for each flow case in Series 3 (a)
and 4 (b)
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(a) (b)

Figure 4.25: Plot of the total non-dimensional turbulent diffusion coefficient and
flow depth for all Series 3 (a) and 4 (b) runs

(a) (b)

Figure 4.26: Plot of the non-dimensional turbulent diffusion coefficient in the x
(a) and y (b) directions against flow depth for all Series 3 runs

(a) (b)

Figure 4.27: Plot of the non-dimensional turbulent diffusion coefficient in the x
(a) and y (b) directions against flow depth for all Series 4 runs
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Figure 4.28: Friction velocity, turbulence intensity and turbulent kinetic energy
for each flow case for Series 3

Figure 4.29: Friction velocity, turbulence intensity and turbulent kinetic energy
for each flow case for Series 4

Figure 4.30: Longitudinal velocity profile taken over the depth along the centre-
line of the channel, immediately upstream of release locations
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Figure 4.31: Longitudinal velocity profile taken across the width at 0.4d, imme-
diately upstream of release locations

4.2.4 Discussion

While the following section refers primarily to the plots shown in Section 4.2.3,

results from all experiments carried out using both 20 and 40 particles were used

during analysis.

4.2.4.1 Series 1 and 2

It can be seen in Figures 4.12 and 4.13 that there is an increase in K from Series

1 to 2, with an associated reduction in ε for all flow cases, except q = 0.06

m3/s. Possible reasons for this discrepancy will be discussed later in this section.

Tabular values are given in Appendix A, Table 1. From Series 1 to Series 2,

an reduction in the average value of ε from 0.322 to 0.221 was observed, with an

increase in the average value of K from 4.91×10-4 m2/s to 7.45×10-4 m2/s. Given

the similarity in the flow conditions between the two series, this can be explained

by the increased bed roughness. This caused an increase in both the turbulence;

as shown by an increase in the turbulence intensity (see Figures 4.16 and 4.17);

and the shear velocity (see Tables 4.2 and 4.4, Figures 4.16 and 4.17).

In Figures 4.16 and 4.17, a reduction in the shear velocity and increase in the

turbulence intensity with flow rate is shown. The increase in depth with flow

rate causes a reduction in the flow velocity and thereby the friction velocity (see

Tables 4.1 and 4.3). This relative reduction in the velocity and invariance in the
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turbulence structure increases the turbulent intensity. Similarly, the reduction in

flow velocity is responsible for the reduction in the turbulent kinetic energy.

Also apparent is the reduction in K and ε with increasing flow rate, in both

Series 1 and 2, confirming the previously explained relationship with the shear

velocity. Figure 4.14 demonstrates this relationship to be significantly more pro-

nounced in the transverse direction in Series 1, whereas Figure 4.15 demonstrates

this relationship to be significantly more pronounced in the longitudinal direc-

tion in Series 2. This may also be attributed to changes in the turbulent kinetic

energy, where a strong inverse relationship with flow rate was observed in the

longitudinal direction in Series 2. In Series 1 however, no clear relationship was

observed in the longitudinal direction. This suggests that the aspect ratio of the

flow; a proxy for the effect of secondary currents, led to the increased lateral dif-

fusion [Okoye, 1970] and the observed reduction in ε with flow rate. However, it

is not possible to draw conclusions from these data alone and further experiments

are required (see discussion of Series 3 and 4).

In considering the directional non-dimensional turbulent diffusion coefficients,

there is a clear distinction between the series. In Series 1 the observed reduction

in the total diffusion coefficient can be attributed to the trend in the transverse

direction, with no clear trend apparent in the flow direction. The opposite is

observed in Series 2. Is it suggested that this is due to the prevalence of the

transverse diffusion in Series 1, caused by secondary flows. In comparison with

Series 2, the increased bed roughness is more influential, resulting in increasing

the turbulence in the flow direction.

Measurements of the directional turbulence intensity (TI) are shown in Ap-

pendix A, Tables 3 and 3, which show greater TI readings in the transverse

direction and invariant values in the longitudinal direction for Series 1.

For Series 2, the TI values are significantly higher in the longitudinal direction

when compared to Series 1, yet the values are similar in the transverse direction.

However, it is counter-intuitive to suggest an increase in turbulence intensity is

responsible for a reduction in dispersion; and the value of ε. It is suggested that

this is due to the magnitude of the turbulent kinetic energy. When Series 2 is

compared with Series 1, the magnitude of the TKE in the longitudinal direction is

significantly higher than the corresponding values in the transverse direction, and
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span a greater range. The floating particles used in this study were not neutrally

buoyant and a transfer of energy (i.e. work done) was required to move them. It

is therefore suggested that the decrease in the TKE with flow rate was responsible

for the reduction in cloud dispersion and ε. This does not disregard the influence

of turbulence intensity, but highlights that the turbulent kinetic energy is more

significant in this case.

4.2.4.2 Series 3 and 4

Before analysing the results obtained during Series 3 and 4 it is necessary to con-

sider the effect of the downstream weir on the flow velocity profiles and turbulent

diffusion parameters at each location. Profiles of the stream-wise velocity compo-

nent over the depth and across the flow are shown in Figures 4.30 and 4.31. For

each flow case in Series 3 they are shown to be similar, but lower than those in

Series 4, causing a reduction in the Series 3 turbulence intensity measurements.

This is thought to be due to a local increase in the flow velocity in the proximity

of the neck of the flume.

As shown in Figure 4.29, the uniform trend in the TKE for Series 4 suggests

that the Series 3 TKE measurements may be erroneous, as no trend is evident

(see Figure 4.28). Alternately, it is suggested that the trend in total TKE for

Series 3 is dependent on the TKE in the vertical direction, where greater readings

were recorded for flow rates q = 0.04 m3/s and q = 0.08 m3/s, compared to q =

0.06 m3/s and q = 0.1 m3/s. TKE measured in the longitudinal and transverse

directions have similar magnitudes. This indicates the presence of secondary

currents at the location of Series 3 measurements (16.5 m), but not for those in

Series 4 (11.5 m).

As shown in Figure 4.31, the transverse velocity profile for both series was

asymmetrical, due by the presence of a transverse flow component (V); when q

= 100 l/s, V = 0.02 m/s at 0.4d. It is suggested that this was either due to;

the location of the inlet pipe in the corner of the flume (see Figure 4.2), or the

Coriolis effect, which Coz [2019] has shown to be influential on the flow in the

flume. This asymmetry was also observed in Series 1 and 2 (see Figures 4.19 and

4.21).
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Due to the differences observed in velocity and turbulence measurements for

Series 3 and 4 and the differences in the measured K values (see Figure 4.24),

both series are discussed herein.

As seen in Figures 4.28 and 4.29, opposite trends are observed between the;

friction velocity, turbulence intensity and turbulent kinetic energy; and flow rate

in Series 3 and 4 compared with Series 1 and 2 (see Figures 4.16 and 4.17 respec-

tively).

This suggests a the same to be true for ε, however, as shown in Figures 4.24,

4.25, 4.26 and 4.27, there is no discernible relationship between the dimensional

and non-dimensional turbulent diffusion coefficients and flow rate. Of interest is

the similar variance in the turbulent kinetic energy measured for Sereis 3 (see

Figure 4.28), and the dimensional diffusion coefficient measured for Series 4 (see

Figure 4.24). The comparison is valid, since the particles released in Series 4

were tracked to a distance of 21 m, thus confirming the relationship between the

turbulent kinetic energy and diffusion, as suggested in the analysis of Series 1

and 2.

Considering the aspect ratio of the flow (λ): in all Series 3 and 4 flow cases

λ was unchanged (see Table 4.6), compared to Series 1 and 2 where λ decreased

with flow rate (see Tables 4.1 and 4.3). In Series 1 and 2, the reduction in ε with λ

(see Figure 4.13), was due to a reduction in the lateral turbulence scale as the flow

depth increased relative to the fixed width (see [Okoye, 1970]). This was more

influential than the proposed relationship with turbulent kinetic energy. Hence

in Series 3 and 4, when the aspect ratio was fixed, there was a relative invariance

in the induced secondary currents in the flow and the observed changes in ε could

be attributed to changes in the shear velocity, turbulence intensity or turbulent

kinetic energy.

4.2.4.3 Further considerations

This section briefly describes potential sources of noise and uncertainty in the

experimental data and provides an indication of methods on which future studies

could improve.
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PTV system errors

As seen in Figures 4.10, 4.11, 4.22 and 4.23, the difference in the particle cloud

dispersion between consecutive image batches images is non-uniform (i.e. ∆σ and

K vary with time). It is suggested that this is due to inaccuracies in the particle

detection system, explained as follows.

The PTV camera system identified particles based on changes in total light

intensity, observable due to differences in the reflectivity of water and the PVC

particles. Prior to each particle release it was necessary to calibrate the back-

ground light intensity (i.e. that reflected of the surface of the water). However,

changes in the cloud cover during a run caused this to deviate from the calibrated

value (due to fluctuations in the light entering the laboratory windows) thereby

preventing the system from identifying all particles in each frame. Similar inter-

ference was caused by glare from surface ripples, and in Series 2, 3 and 4, while

the increase in reflected light intensity from the metal strips was registered in cal-

ibration, this still caused intermittent interference when particles passed above.

It was possible to remove some of these effect in post-processing, but not entirely.

Particle separation distance

Particles were released in an initial random distribution beneath the dispenser. In

situations where the initial separation distance between two particles was small

(i.e. less than a particle diameter), or when two particles collided, they had a

tendency to form a clump and were detected as a single particle. It is thought

that this was due to surface tension and the lack of a surface coating on the

particles preventing this from occurring (see Weitbrecht et al. [2002]). In addition,

when clumps did not form the PTV system was often incapable of distinguishing

between particles in close proximity, further reducing the number of particles

detected.

As a result of the above, and the PTV system errors, approximately half

of the particles were registered in each frame after image processing, and those

which were varied from one frame to the next, causing the irregularly in particle

position variance described. The effect of this is investigated in Section 4.3,

though given the uniform trends observed in Figures 4.10, 4.11, 4.22 and 4.23 it

is not considered significant.
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Noisy data

When comparing the range of calculated ε values for each flow case within an

experiment, there is a considerable variation, which is considered to be ‘noise’ in

the underlying data trend. A number of reasons for this are proposed.

Firstly, as previously mentioned, particles with small separation distances

had a tendency to clump. It is known that eddies smaller than a particle will

have little effect on it’s turbulent motion [Cederwall, 1971]. As such, in cases

where clumping occurred it is reasonable to assume that the dispersion of the

clumps should be different to that of the surrounding particles, which may also

be responsible for the variation in cloud dispersion between releases.

It is also known that the initial separation of a particle group has an effect

on the relative dispersion [Batchelor, 1952]. The larger the initial separation,

the larger the range of turbulent structures (i.e. eddies) that can influence the

dispersion of each particle, and vice versa. Combined with the previous points

made, differences in the initial release pattern between experiments may also

be responsible for increased or decreased cloud dispersion for multiple particle

releases, for the same flow conditions.

It was noticed that for some runs in Series 3 and 4, the lateral cloud variance

initially increased at a faster rate before plateauing (see Figure 4.23). It is possible

that this may be due to some of the uncertainties discussed thus far, but given

the relatively common occurrence of this pattern compared to Series 1 and 2,

where it was not observed, another explanation is proposed.

Particle retention time

The measured stream-wise velocities for Series 3 and 4 flow cases q = 0.04 m3/s

and q = 0.06 m3/s were significantly lower than those for flow cases q = 0.08

m3/s and q = 0.1 m3/s or in Series 1 and 2, q = 0.06 m3 (see Tables 4.1, 4.3 and

4.6). Therefore, in these experiments the time taken for particles to cross the

PTV FOV, herein called the retention time, was longer.

It is possible to calculate the dispersion of a particle cloud based on either the

time elapsed since release or the distance from the release point (see Equations

3.41 and 3.42). Thus it can be reasoned that the dispersion of a particle cloud

increases with retention time. In those experiments in Series 3 and 4 with reduced
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velocity and increased retention time, it is proposed that some particles came

within close enough proximity for the side wall to influence their position, thereby

preventing further dispersion.

Although the effect discussed was observed at all flow cases in Series 3 and

4, it was more common for q = 0.04 m3/s and q = 0.06 m3/s, adding validity to

this theory. However, it was not possible to investigate this further and it was

therefore not considered during the analysis. A first order polynomial was used

to calculate the diffusion coefficient, based on all data collected, instead of using

only the initial segment with an apparent greater rate of spread.

It is understood that the coefficient of lateral diffusion tends towards a con-

stant value at increasing distance from the source, after initially obeying and tran-

sitioning from the Richardson-Okubo power law [Orlob, 1959; Sayre and Cham-

berlain, 1964]. Due to the large initial particle separation distances (relative to

the channel size) this limiting value is reached instantaneously, resulting in the

linear trend in the dispersion, as shown in Figures 4.10, 4.11, 4.22 and 4.22. This

confirms the method used to calculate a constant value for the turbulent diffusion

coefficient for the channel.

4.2.5 Summary and conclusions

A series of experiments were conducted in a 2.1 m x 35 m open channel flume

to monitor changes in the non-dimensional turbulent diffusion coefficient with

shear velocity, turbulence intensity, turbulent kinetic energy and aspect ratio of

the flow. Experiments were conducted using bed roughness values of n = 0.010

and n = 0.022 for flow rates between q = 0.04 m3/s and q = 0.1 m3/s. Floating

PVC particles were released in groups of 20 and 40 and their position tracked

using a PTV system installed above the flume. The key findings of this study are

summarised as follows:

• Increased bed roughness causes greater particle cloud dispersion. In the

cases considered this resulted in a reduction in the non-dimensional turbu-

lent diffusion coefficient, due to an increase in the shear velocity while flow

depth remained invariant.

90



4. EXPERIMENTAL AND NUMERICAL MODEL STUDY OF
TURBULENT DIFFUSION FOR STEADY FLOW CONDITIONS

• It has been shown that the turbulent kinetic energy is positively correlated

with the dispersion of floating particles.

• There is a positive correlation between the non-dimensional turbulent diffu-

sion coefficient and the aspect ratio of the flow due to the action of secondary

currents.

While there is clear evidence to support these conclusions there are inconsis-

tencies associated with the data collection method, leading to variances in the

results. Further experiments using the existing set-up are desirable to signifi-

cantly increase the quantity of data collected, or an alternative particle tracking

method of increased accuracy should be used. In addition, similar experiments

should be repeated using a dissolved tracer, using concentration tracking methods

such as a flourometer or image analysis. This would allow the study of longitu-

dinal dispersion, which is of more practical interest and has a significantly larger

influence on pollutant dispersion in estuarine and coastal environments.

4.3 Numerical study

4.3.1 Set-up

Two models were set up using the depth-averaged finite element software TELEMAC-

2D [Hervouet, 2007] to simulate each of the experimental configurations described

in Section 4.2.2. These models replicated a sluice gate control and weir control,

herein called model 1 and model 2, respectively (see Figures 4.32 and 4.33). In

both cases a mesh resolution of 0.05 m was used with a time step of 0.05 s. Con-

stant discharges and water levels (as given in Tables 4.1, 4.3 and 4.5), were used

for the inflow and outflow boundary conditions for models 1 and 2, respectively.

Model 1 was run to replicate Series 1 and 2, and model 2 run to replicate Series 3

and 4. In each case the initial water level was set to equal the outflow boundary

condition.
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Figure 4.32: Computational mesh of flume for sluice gate control. Dimensions
given in m

Figure 4.33: Computational mesh of flume, reduced in length to weir boundary.
Dimensions given in m

The Elder turbulence model was used which allows the user to specify the

non-dimensional turbulent diffusion coefficient (ε) in the x and y directions (see

Equation 3.18). Assuming isotropy, for each run series the average measured

value of ε was assigned in both directions (see Table 4.8); the same value was

assigned for Series 3 and 4.

Table 4.8: Value of the non-dimensional turbulent diffusion coefficient assigned
for each numerical run series

Series εεε

1 0.32

2 0.23

3 0.15

4 0.15

4.3.2 Particle tracking

The particle tracking experiments described in Section 4.2 were replicated us-

ing the functionality in TELEMAC to simulate drogue dispersion. Particles

(drogues), released into the model are transported in the horizontal plane in

the x and y coordinate directions, with the depth of release and vertical velocity

not being considered. The Lagrangian trajectory of the particles is calculated by
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interpolation of the velocity from the surrounding mesh point values, at the start

of the time step, and the displacement calculated accordingly [Hervouet, 2007].

Both models were run for a sufficient length of time to allow steady flow to be

established prior to particle release.

To replicate the random scatter of particles generated in the flume releases (see

Section 4.2.2), the initial coordinates were generated randomly for 40 particles,

within a 10 cm by 10 cm area centred on the release location. A different initial

scatter pattern was generated for each model run.

4.3.3 Results

4.3.3.1 Hydrodynamic simulation

The calculated hydrodynamic and friction parameters for each flow case in each

series are shown in Tables 4.9 and 4.10, against the flume discharge.

Table 4.9: Series 1 (a) and 2 (b) flow and friction parameters

(a)

Q
(m3/s)

Depth
(m)

U*
(m/s)

U*h
(m2/s)

0.06 0.1363 0.0095 0.0013

0.07 0.1632 0.0091 0.0015

0.08 0.2005 0.0081 0.0016

0.09 0.2465 0.0072 0.0018

(b)

Q
(m3/s)

Depth
(m)

U*
(m/s)

U*h
(m2/s)

0.06 0.1351 0.0224 0.0030

0.07 0.1668 0.0203 0.0034

0.08 0.2045 0.0183 0.0037

0.09 0.2492 0.0163 0.0041

Table 4.10: Series 3 and 4 flow and friction parameters

Q
(m3/s)

Depth
(m)

U*
(m/s)

U*h
(m2/s)

0.04 0.2016 0.0094 0.0019

0.06 0.2035 0.0139 0.0028

0.08 0.2062 0.0183 0.0038

0.10 0.2117 0.0223 0.0047
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4.3.3.2 Particle tracking and dispersion

As discussed in Section 4.2.3, the positions of up to half of the particles in each

experiment were not recorded by the PTV system. To determine the effect of

this on the calculated diffusion coefficients, two methods of analysis were used

to evaluate the numerical results. Firstly, for each case the cloud variance and

diffusion coefficient were calculated using the positions of all 40 particles (see

Figure 4.34), in the same manner as described in Section 4.2.3.

Figure 4.34: Plot of particle positions at 2 s intervals, for Series 2, q = 0.06 m3/s,
using the original data, where adjacent colours represent different points in time

In addition, for the same data set half of the particles were randomly removed

at each time step, such that it was not guaranteed that a particle was detected

from one image to the next. The cloud variance and diffusion coefficient were

calculated using the reduced particle field (see Figure 4.35). Hereafter these two

methods and data series are referred to as ‘original’ and ‘random’, respectively.

4.3.4 Results

Figure 4.36 presents a comparison between the calculated variance statistics for

a flow case in Series 2 using the original and random analysis methods. Similar

plots for other flow cases and series have been omitted for brevity.

For each flow case in Series 1 and 2 the calculated dimensional and non-

dimensional diffusion coefficients are shown in Figures 4.37 and 4.38. Those for

Series 3 and 4 are shown in Figures 4.39 and 4.40.
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Figure 4.35: Plot of particle positions at 2 s intervals, for Series 2, q = 0.06 m3/s,
using the random data, where adjacent colours represent different points in time

(a) (b)

Figure 4.36: Plot of drogue cloud variance for Series 2, q = 0.06 m3/s using the
original and random data; (a) and (b) respectively

(a) (b)

Figure 4.37: Plot of dimensional turbulent diffusion coefficient for all Series 1 and
2 runs; (a) and (b) respectively
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(a) (b)

Figure 4.38: Plot of non-dimensional turbulent diffusion coefficient for all Series
1 and 2 runs; (a) and (b) respectively

(a) (b)

Figure 4.39: Plot of dimensional turbulent diffusion coefficient for all Series 3 and
4 runs; (a) and (b) respectively

(a) (b)

Figure 4.40: Plot of non-dimensional turbulent diffusion coefficient for all Series
3 and 4 runs; (a) and (b) respectively
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Tables 4.11 and 4.12 show a comparison between the average non-dimensional

turbulent diffusion coefficients for each flow case and the minimum and maximum

calculated skewness values in particle position.

Table 4.11: Average non-dimensional turbulent diffusion coefficient for all Series
1 and 2 runs; (a) and (b) respectively

(a)

Series K/U*h Kx/U*h Ky/U*h Skmin Skmax

Original 0.959 1.183 0.736 -0.658 0.727

Random 0.922 1.110 0.735 -1.623 1.467

(b)

Original 0.922 1.110 0.735 -1.186 0.804

Random 0.598 0.720 0.476 -1.588 1.248

Table 4.12: Average non-dimensional turbulent diffusion coefficient for all Series
3 and 4 runs; (a) and (b) respectively

(a)

Series K/U*h Kx/U*h Ky/U*h Skmin Skmax

Original 0.340 0.359 0.322 -0.568 1.060

Random 0.347 0.374 0.321 -1.087 1.758

(b)

Original 0.425 0.558 0.292 -1.194 0.551

Random 0.437 0.570 0.304 -2.017 1.110

4.3.5 Discussion and comparison with experimental data

As expected, it can be seen from Table 4.9 that for Series 1 and 2, the water

depth and shear velocity calculated for each flow case are of a similar magnitude
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to the values measured experimentally (see Tables 4.2 and 4.4), and follow the

same relationship with flow rate. This is also the case for Series 3 and 4 (see

Tables 4.7 and 4.10), which confirms that TELEMAC is an accurate model for

predicting hydrodynamics in the current case study.

It can also be seen that values of U*h were calculated to be of a similar

magnitude to those measured experimentally, however in Series 1 and 2, a uniform

trend was predicted with flow rate, which was not observed experimentally. This

can be attributed to errors in water level measurements, which were known to be

a potential source of uncertainty due to; sensor inaccuracy, calibration errors, and

whether a true steady state flow state was established prior to data collection.

It can be seen in Figure 4.36 that while there is more scatter in the variance

of the random, vis-a-vis the original data, the trend is similar. This is reflected

in the increased skewness of the random data (see Tables Tables 4.11 and 4.12),

and the similarity in the dimensional and non-dimensional diffusion coefficients

calculated using the two analysis methods, as shown in Figures 4.38 and 4.40,

respectively. However, an exception is seen for Series 2, despite the skewness

values being calculated as lower than for Series 1, 2 or 3 (see Tables 4.11 and

4.12), which highlights a potential source of error in the experimental data.

4.3.5.1 Series 1 and 2

As shown in Figure 4.37 and observed experimentally, there is an increase in K in

Series 2 due to the increase in bed friction and shear velocity. Similarly, it can be

seen in Figure 4.38 that there is a reduction in ε, which can be attributed to the

lower value assigned when setting up the turbulence model (see Table 4.8), and

the increase in shear velocity. However, in both cases a positive relationship was

flow rate is predicted, whereas the opposite was seen experimentally, for which

two explanations are proposed.

Firstly, while the experimental data suggested that the specified value of ε

should decrease with flow rate, the same value was used for each flow case due

to uncertainty in the observed trend. However, that a positive relationship with

flow rate is predicted, despite the constant value assigned to ε, suggests that more

importantly, it is the use of a 2D model and the choice of turbulence model which
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are responsible.

It has been confirmed by experiment that as suggested by Okoye [1970], there

is a positive correlation between ε and the aspect ratio of the flow, due to the

action of secondary currents. However it is not possible to predict secondary

currents when using a depth-averaged model and it is therefore suggested that

either; it is necessary to use a 3D model in order to calculate the impact of

secondary flows on turbulent diffusion and particle dispersion, or that the non-

dimensional diffusion coefficient should be written as suggested by Okoye [1970]

to account for the assumptions and inherent limitations of 2D simulations. That

is, as a function of shear velocity, depth and aspect ratio:

ε = Φ (λ) (4.8)

where Φ is an unknown function.

4.3.5.2 Series 3 and 4

It can be seen in Figure 4.39 that in Series 3 and 4, K was positively correlated

with flow rate. However, as indicated by the random data, the removal of particles

during analysis was sufficient to mask the true data trend. This increase in tur-

bulent diffusion with flow rate can be attributed to increased levels of turbulence

as the flow speed increased, as confirmed experimentally.

The reduction in ε with flow rate observed in Series 4 (see Figure 4.40 (b)),

was due to the increase in shear velocity with flow speed. In contrast, no trend

can be seen in the Series 3 data (see Figure 4.40 (a)), due to the less pronounced

trend in K with flow rate seen in Figure 4.39 (a). This confirms that despite

efforts to reduce the downstream and upstream impacts of the flow contraction

and weir on the experimental data collected in Series 3 and 4, respectively, this

was not possible.
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4.3.5.3 Further considerations

It can be seen from Tables 4.11 and 4.12 that in all flow series, on average, εx was

calculated to be larger than εy, whereas no trend was observed experimentally.

As there is no further relationship between εx, εy and skewness, this can be

attributed to the inability of the 2D model to simulate secondary currents in the

flume, which would result in a more homogeneous turbulence field, less aligned

with the primary flow direction.

It can also be seen that in all flow series, the calculated values of ε were several

orders of magnitude larger than those observed experimental and specified (see

Figures 4.38 and 4.40 and Table 4.8). Furthermore, it can be seen in Figures 4.37

and 4.39 that the calculated values of K were of a similar order of magnitude

larger than those observed. This indicates that in the configuration used for this

study, TELEMAC-2D over-predicts the movement of surface particles. While it

is not discussed in detail herein, it is suggested that this may be due to particle-

particle interactions, such as clumping, or due to other influences such as particle

weight, buoyancy and shape, which are not considered in TELEMAC.

4.3.6 Summary and conclusions

In summary, the numerical simulations proved to be a reliable representation of

the experiments undertaken, cross-validating and confirming the inverse relation-

ship between ε and shear velocity and the positive correlation between ε and the

aspect ratio of the flow.

However, it is suggested than when using a depth-averaged model to predict

the motion of surface particles, or drogues, the turbulence model should be mod-

ified as proposed by Okoye [1970] to take into account the impact of secondary

currents.
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Chapter 5

Development of water quality

model

5.1 Introduction

This chapter focusses on the development of two models of Swansea Bay, UK,

using TELEMAC-2D and TELEMAC-3D. In each case, multiple modelling ap-

proaches have been taken and their performance compared. Further comparison

has been made between the use of a 2D or 3D model, and recommendations made

as to that deemed most suitable. The results of a comprehensive bathing water

assessment, made using the most suitable model, are discussed in Chapter 6.

5.2 Study Site

Swansea Bay is a well mixed macro-tidal inlet situated in the north of the Severn

Estuary, UK [Ahmadian et al., 2013; Bakar et al., 2016]. It is approximately

13 km wide at the mouth and contains two bathing waters; Swansea Bay and

Aberafan (see Figures 5.1 and 5.2), both of which received a good rating in the

most recent bathing water assessment period, and was chosen for this study due

to the large quantity of environmental data available.
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The primary rivers flowing into the bay are the Rivers Tawe and Neath, the

catchments of which include the following land uses; common land, grassland,

woodland and forestry, urban and industrial.

Figure 5.1: Location of bathing waters (BW) within Swansea Bay, Severn Estu-
ary, UK: BW1 - Swansea Bay, BW2 - Aberafan

Figure 5.2: Swansea Bay, bacterial source inputs (red dots) and locations of
interest

The bay is subject to 85 inputs, as shown in Figure 5.3a, 47 of which were

included within the TELEMAC models: 28 Primary and 19 secondary surface

water and sewage discharges were recorded at 15 minute intervals during the

2011 bathing season (May to September), for for the Smart Coasts - Sustainable

Communities project (herein referred to as Smart Coasts [Aberystwyth University

and University College Dublin, 2018]. Within the same project all primary sources
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were predicted from October to November 2012 at 15 minute intervals; predictions

were not made for combined sewer overflow (CSO) spills. FIO measurement

records were available at the positions shown in Figure 5.3b on 15th November

2012 (a spring tide), and at BW1 for the 2011 bathing season.

Of these, BW1 and BW2 transects are used to monitor Swansea Bay and

Aberafan for the rBWD, respectively: samples are taken at a depth of 0.5 m

[Bedri et al., 2016; Bomminayuni, 2015]. Over the tidal cycle, tidal flats are

exposed up to a distance of 1500 m from shore, preventing measurements being

taken at any one location but along the sampling transects shown; herein referred

to as the Designated Sampling Point (DSP) for each bathing water.

Figure 5.3: (a) Location of bacterial inputs (b) Location of monitoring points
and transects

5.3 Model details

5.3.1 Set-up

Two computational meshes of the Severn Estuary were created, one each for the

2D and 3D models, with differences in the region of Swansea Bay (see Figure 5.4).

The 3D domain comprised of a 2D mesh repeated over 5 uniformly distributed

sigma layers.
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Figure 5.4: 2D (a) and 3D (b) unstructured computational meshes of Swansea
Bay. Bathymetry relative to mean sea level (MSL)

Bacterial sources were included as concentration (cfu/100 ml)-time series.

Source locations within each domain are shown in Figures 5.5 and 5.6 respec-

tively, with source details (including lumped sources), given in Appendix B.2,

Table 7.

To remove the need for coupling with a 1D model, the 2D model was extended

up the River Tawe and to the tidal limits of the Rivers Afan and Neath. However,

these reaches were excluded from the 3D model to reduce unnecessary vertical

refinement in regions where 3D effects were of no concern. Note that at the

time of writing, coupling between the latest release of TELEMAC-3D (v7p3r2),

and the 1D river model TELEMAC-MASCARET, was not possible. In the 3D

model, the bacterial source inputs distributed within each reach were lumped into

a single source point, whereas those in the 2D model retained their true position.

Both meshes covered the extent of the Severn Estuary up to the tidal limit at

Gloucester (see Figure 5.7). The mesh size in Swansea Bay was determined based

on sensitivity testing. Stapleton et al. [2007a] found that a coarse grid (600 m

by 600 m), was incapable of capturing localised features such as pollutant plume

shape. However, bathymetry data of Swansea Bay was available at a maximum

resolution of 30 m [The University of Edinburgh, 2016a,b], enforcing a lower limit

on the grid size. Two computational meshes were developed; using a 25 m and

50 m mesh in Swansea Bay, increasing at a uniform rate of 1.2 to 1000 m in the

Severn Estuary. At the resolutions tested the model was found to be insensitive

to mesh size and a 50 m grid size was used within Swansea Bay to increase

computational efficiency.
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Figure 5.5: Primary input locations of bacterial sources within the 2012 2D do-
main of Swansea Bay; point sources (red dots) and boundary conditions (yellow
dots)
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Figure 5.6: Primary input locations of bacterial sources within to 2012 3D domain

Figure 5.7: Extents of the unstructured computational mesh within the Severn
Estuary and water level monitoring locations
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Bathymetry data was obtained from EDINA Digimap, relative to chart datum

(CD), at a 30 m grid resolution [The University of Edinburgh, 2016a,b]. Water

levels at the open boundary were known relative to mean sea level (MSL), thus it

was necessary to convert the bathymetry data from CD to MSL. Chart datum is

commonly defined as the level of the lowest astronomical tide (LAT), and changes

with location. The difference between CD and MSL was known throughout the

domain at a grid resolution of 50 m in intertidal estuarine zones and 1000 m else-

where (see Figure 5.8). These values were interpolated within, and extrapolated

at the edges, of the domain using natural and linear methods respectively, allow-

ing each datum to be adjusted from CD to MSL by a unique value. In addition to

these changes, the bathymetry was manually adjusted in the river reaches where

the data obtained from EDINA was unavailable and incorrect.

Figure 5.8: Difference between chart datum (CD) and mean sea level (MSL)
throughout the model domain

Further refinement to the mesh was made within Swansea Bay to capture

shoreline complexities. The domain boundary in this region was more detailed

than elsewhere and was created by modifying a UK coastline shapefile (provided

by the OpenStreetMap project [Topf and Hormann, 2016]), using satellite imagery

from Google Maps and Admirality Charts 1161 and 1179.

An open boundary with a tidal water level series was imposed along the west-

ward edge of the domain where the Severn Estuary meets the Celtic Sea; a con-

stant water level was applied along the length of the boundary. Hourly data was
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obtained from the National Oceanography Centre Continental Shelf Model (CS3)

[The National Oceanography Centre, 2018].

For each simulation a cold start initial condition was used; aligned with high

tide, constant water level and zero velocity flow conditions were specified through-

out the domain.

Test runs were carried out during model development to determine the signif-

icance of the Coriolis effect on model predictions. While water level predictions

were found to be insensitive to the inclusion of the Coriolis term, improvements

were seen in the predicted velocities. Therefore, the Coriolis coefficient was in-

cluded as a model parameter.

5.3.1.1 Tawe Barrage

The Tawe barrage is a partially submerged weir separating the River Tawe and

Swansea Bay, which allows the intrusion of salt water when the tide level is above

that of the crest, and controls the river flow at other times. A fish pass is located

adjacent to the structure (see Figure 5.9). While the 2D model included the

barrage geometry and the dredged region on the downstream / southern (tidal)

side, the 3D model did not extend beyond this point or include the barrage

geometry.

Figure 5.9: Tawe barrage and fish pass during different tidal phases

Admirality chart 1161 shows the region on the seaward side of the barrage

dredged to a depth of -4.9 m, relative to CD (last recorded in 1999). Details of

the Tawe Barrage were obtained from a plan produced by W.S.Atkins & Partners

(see Figure 5.10). The primary and secondary weirs have crest heights of 3.55
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m and 3.05 m respectively, with downstream stilling basins at -4.0 m and -5.7 m

respectively, relative to Ordnance Datum (OD).

Figure 5.10: Design drawing of River Tawe Barrage, produced by W.S.Atkins &
Partners (30/01/87)

The difference between CD and OD in Swansea Bay is -5.0 m [The National

Oceanography Centre, 2016], and the difference between OD and MSL is approx-

imately 0.3 m (see Section 5.3.3). Due to the large difference in elevation between

the weir crest and dredged region (circa. 13 m), it was considered infeasible to

model this region and accurately represent the bathymetry without causing nu-

merical instability, or significantly reducing the grid size. TELEMAC includes

a broad crested weir function, however this was found to increase the computa-

tion time significantly. The preferred solution method was to define the barrage

geometry as shown in Figure 5.10, but gradually increase the bed elevation up-

stream and downstream to the crest. A bed elevation of -4.9 m, relative to MSL

/ OD, was specified in the region below the stilling basin (see Figure 5.11). This

is below the water level at low tide in Swansea Bay and was not considered to
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have an adverse effect on pollutant transport.

Figure 5.11: Bathymetry in the vicinity of the Tawe Barrage; (a) original, (b)
2D model including the Tawe Barrage and adjusted for dredging, (c) 3D model
adjusted for dredging, (d) Admirality chart 1161

5.3.1.2 River reaches

The 2D mesh was extended 3 km up the Tawe River to the Natural Resoruces

Wales (NRW) gauging station at Morfa. A water level and discharge bound-

ary condition was prescribed using data provided by NRW and the Smart Coasts

project [Aberystwyth University and University College Dublin, 2018]. Bathymetry

data was unavailable for this region and was approximated as follows.

The online gauge at Morfa shows the lowest recorded level as 2.71 m [Natu-

ral Resources Wales, 2018a]. Google Maps and LiDAR data provided by NRW

[Natural Resources Wales and Welsh Government, 2018] was used to measure the

mean water surface gradient between Ynystanglws gauging station and Morfa,

Morfa and the Tawe Barrage, as 1/1000 m (bed slope, S = 0.001). The datums

used at Ynystanglws and Morfa were unknown, as was the bed level. Records

show that during the model simulation period (on 13/11/12), the level at Morfa

varied between 3.0 m and 3.5 m. Simultaneously, the discharge at the Tawe Bar-

rage was between 20 m3/s and 30 m3/s. The discharge at Morfa was calculated
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using Equation 5.1,

Q = UA =
1

n
AR

2
3

√
S (5.1)

where q is the discharge (m3/s), U is the mean current speed (m/s), A is the flow

area (m2), n is the Manning’s number, R is the hydraulic radius (m) and S is the

bed slope (dimensionless).

Assuming a Mannings value of n = 0.030 (for a clean, straight, main channel;

see Chow [1959]), a bed slope parallel to that of the water surface (S = 0.001),

a channel width of 30 m (measured from satellite imagery), a bed level of 2.5 m

(relative to MSL / OD) and a water depth of 1.0 m (i.e. gauge reading = 3.5 m),

a value of 30 m3/s was calculated. This was in agreement with the discharge over

the Tawe Barrage, thus the bathymetry within the Tawe was generated assuming

a bed level of 2.5 m at Morfa and a linear bed slope of S = 0.001 (see Figure

5.12).

Figure 5.12: River Tawe bathymetry used in the 2D model, relative to MSL /
OD

The bathymetries of the Rivers Afan and Neath were known at the estuary

mouths but unavailable upstream to the tidal limits, which are at 2 km and

11 km, respectively. In both cases the tidal limit is a weir; at Green Park and

Tonna, respectively. Based on the known bed profile at the mouth of each river

a V shaped channel was assumed along their length up to the tidal limits (see
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Figure 5.13).

(a) (b)

Figure 5.13: Transverse bed profile of the Rivers Afan (a), and Neath (b), at
the respective estuary mouth. Bathymetry relative to MSL and drawn facing
upstream

The bed slope of each river was assumed parallel to the water surface slope,

measured as 0.0025 and 0.003, respectively. The bank gradient, along the river

length, was obtained from inspection of LiDAR data and measured as 0.002 to

0.003 in both cases.

Inflow boundary conditions comprising of of discharge and water level were

prescribed at the tidal limits. The bed level of the most upstream nodes in

each reach were adjusted to 5.0 m; above the highest astronomical tide (HAT)

in Swansea Bay in 2011 and 2012, with a constant inflow water depth of 0.5

m prescribed (see Figure 5.14). Although the inflow depth was unknown and

variable over the simulation period, the tidal limits were considered far enough

upstream to allow the flow time to settle before reaching the river mouth.
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Figure 5.14: Schematic of modified bed topography at the tidal limits of the
Rivers Afan and Neath

5.3.2 Parameter selection

Swansea Bay is well mixed [Ahmadian et al., 2013] and variations in temperature

and salinity throughout the water column were therefore not considered. Instead,

constant values of 15 ◦C and 32 ppt were used, respectively, as detailed in previ-

ous studies [Aberystwyth University and University College Dublin, 2018; White

et al., 2014]. While surveys have shown variations in suspended sediment con-

centration throughout the water column [White et al., 2014], data is sparse and a

constant value of 84.82 mg/l (24.2 NTU; see Equation 3.40), was assumed based

on measurements taken nearby at Langland Bay and Porthcawl by Stapleton

et al. [2007b]. Equations 3.32 and 3.34 can therefore be considered a function of

light intensity and water depth (see Figure 5.15). Light intensity is also a proxy

for water depth due to Equation 2.34.

It should be noted that measurements taken in the 2011 Smart Coasts survey

[Aberystwyth University and University College Dublin, 2018] show that the tur-

bidity varied between 2 NTU and 3180 NTU over the bathing season, with mean

and median values of 178 NTU and 77 NTU, respectively. This variation may

have been due to changes in wave and wind conditions or sediment loads in the

estuaries flowing in to Swansea Bay. However, details of the survey conditions

are unknown and it is therefore recognised that assuming a constant value is a

simplification, but accepted as a model limitation.
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Figure 5.15: Sensitivity analysis of Equation 3.32 to light intensity and water
depth, using latin hypercube sampling. Water depth varied up to the maximum
natural (i.e. not dredged) depth in Swansea Bay (see Figure 5.4)

It is known that increased surface shear induced by wind can affect dispersion

in shallow water [Bedri et al., 2011; Moulinec et al., 2011]. However, wind con-

ditions at water level were unknown for the time periods covered by the model

simulations and wind velocity was therefore omitted as a model parameter to

uncertainty.

A sine function, convering the range 0 to π, was used to represent the varia-

tion in light intensity over daylight hours (06:00 to 18:00), as proposed by Boye

et al. [2014] (see Figure 5.16). During the summer months, light intensity in

the Severn Estuary is known to vary between 0 and 260 W/m2 [Stapleton et al.,

2007a]. Data recorded over the 2012 simulation period shows an average daily

maximum of 170 W/m2 (see Figure 5.17). Night time values were recorded at

0.15 W/m2. However, a lower limit of 15 W/m2 was used, as discussed in Section

5.4. Additional simulations were run using measured irradiance data, collected

at 15 minute intervals, to determine the benefit of using high temporal resolution

data.
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Figure 5.16: Light intensity function over the day

Figure 5.17: Light intensity in Swansea Bay, measured at 15 minute intervals from
11/11/12 to 19/11/12 [Aberystwyth University and University College Dublin,
2018]
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5.3.3 Calibration and validation

Model calibration was carried out using tide gauge records provided by the British

Oceanographic Data Centre (BODC), at four sites throughout the Severn Estu-

ary and Bristol Channel; Hinkley, Ilfracombe, Mumbles and Newport [British

Oceanographic Data Centre, 2016] (see Figure 5.7), over a spring-neap tidal cy-

cle.

As the BODC provides water level records relative to CD, these were adjusted

to OD using conversion values provided by the National Tidal and Sea Level

Facility [The National Oceanography Centre, 2016]. For each monitoring location

these values were; -5.90 m, -4.80 m, -5.00 m and -5.81 m, respectively. Further

conversion from OD to MSL was required for comparison with model results.

Adjustments were made based on the MSL observed over the simulation period.

At each location these were; -0.32 m, -0.48 m, -0.40 m and -0.58 m, respectively.

A constant Manning’s coeffiecent was used throughout the model domain.

Based on the range of suggested rougnness values presented in Chow [1959],

water levels were calibrated by testing values of 0.02, 0.025 and 0.03; suitable for

excavated or dredged channels, and clean, straight main channels. The model

was found to have low sensitivity to the bed roughness and a value of 0.025 was

selected as that producing the best fit.

Plots comparing measured and predicted water levels using a Manning’s value

of n = 0.025 are shown in Figures 5.18, 5.19, 5.20 and 5.21, alongside root mean

square error (RMSE) and Nash Sutcliffe efficiency (NSE) values. Note that the

missing measured data in Figure 5.20 (from day 320 to 322), reflects a gap in the

BODC data record. It can be seen that the model consistently over and under-

predicts high and low tides, respectively, as reflected in the RMSE values. This

was believed to be due to an error in the water level time series applied at the

open sea boundary, however was of little concern due to the high NSE values.

Predicted velocities were validated against data gathered during an Acoustic

Doppler Current Profiler (ADCP) survey of Swansea Bay from 21/07/2012 to

28/08/2012 at locations shown in Figure 5.22 [Aberystwyth University and Uni-

versity College Dublin, 2018]. The survey was carried out using a bed mounted

Nortek Aquapro; system details are shown in Table 5.1 [EMU Limited, 2012]. Val-
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idation plots of depth-averaged current speed and direction at locations L2 and

L4 are shown in Figures 5.23, 5.24, 5.25 and 5.26. Current direction is presented

with respect to due north. Additional plots have been omitted for brevity.

Table 5.1: Swansea Bay ADCP survey deployment setup

Instrument height 0.7 m

Current and water level profile interval 600 s

Cell size 0.5 m

Current and water level average interval 60 s

Blanking distance 0.5 m

Figure 5.18: Plot of calibrated water levels measured at Ilfracombe (51.22◦N,
4.11◦W), adjusted relative to MSL, n = 0.025
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Figure 5.19: Plot of calibrated water levels measured at Hinkley (51.22◦N,
3.13◦W), adjusted relative to MSL, n = 0.025

Figure 5.20: Plot of calibrated water levels measured at Mumbles (51.57◦N,
3.96◦W), adjusted relative to MSL, n = 0.025
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Figure 5.21: Plot of calibrated water levels measured at Newport (51.55◦N,
2.99◦W), adjusted relative to MSL, n = 0.025

Figure 5.22: ADCP survey locations in Swansea Bay
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Figure 5.23: Plot of validated current speed near Swansea Bay at location L2
(51◦31.78′N, 003◦58.96′W)

Figure 5.24: Plot of validated current direction near Swansea Bay at location L2
(51◦31.78′N, 003◦58.96′W)
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Figure 5.25: Plot of validated current speed in Swansea Bay at location L4
(51◦34.85′N, 003◦51.25′W)

Figure 5.26: Plot of validated current direction in Swansea Bay at location L4
(51◦34.85′N, 003◦51.25′W)
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Plots of measured and predicted water levels in the Rivers Neath and Tawe

are shown in Figures 5.27 and 5.28, respectively, using data obtained from Natu-

ral Resources Wales [2018b] and Aberystwyth University and University College

Dublin [2018].

Figure 5.27: Plot of the measured and predicted water levels at Neath Tidal
gauging station relative to MSL, with overlay of river discharge

As seen in Figure 5.27, except during peak flow events, the water level in

the Neath is predominantly determined by tidal influence. Furthermore, high

tides are consistently over-predicted, which was though to be due to an error in

the open sea boundary condition. However, this could not be confirmed as the

reference datum at the NRW gauging station Neath Tidal was not provided. The

2 m difference at low tide may be attributed to incorrect bathymetry, however,

as the bed elevation was unknown, it was not possible to determine the measured

flow depth and therefore accurately determine the flow characteristics.

The NRW Tawe Fish Pass gauge is located immediately upstream of the fish

pass and barrage, and water levels are recorded relative to CD. Therefore, the

data presented in Figure 5.28 has been adjusted to MSL using the difference at

the nearby BODC station; Mumbles.

It can be seen that during the hours of tidal influence, water levels are well

predicted, however, a difference between the measured and predicted water levels

can be seen during low water. This is due to use of the bed smoothing configu-
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ration in TELEMAC; required to prevent numerical instabilities which arose as

a result of the large gradient from the barrage crest to base. This caused a re-

duction in crest elevation, and therefore, during times of no tidal influence, water

level.

Figure 5.28: Plot of the measured and predicted water levels at the Tawe Fish
Pass relative to MSL

As an alternative to bed smoothing, the geometry may have been more pre-

cisely defined and the barrage modelled as a dyke. However, it was not possible

to correctly model the flow without a significant reduction in the mesh size, as

at times, the small water depth caused a choke in the flow (see Figure 5.29).

This was not done to avoid an increase in computation time and use of the

bed smoothing configuration was accepted since correct discharge was ensured

over the barrage. Any errors in the predicted flow velocity over the barrage were

considered insignificant, as in reality a stilling basin is installed downstream of

the barrage. Furthermore, the main scope of this study is to model bacterial

processes within Swansea Bay, with a focus on the rBWD DSPs, and it was

deemed unnecessary to pursue this matter further due to the distance between

the barrage and the closest DSP.
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(a) (b)

Figure 5.29: Crest geometry of Tawe Barrage; smoothed allowing flow (a), dyke
refinement causing a choke (b)

5.3.4 Model configuration

Details of the configurations used for the 2D and 3D models are shown in Table

5.2.

In the 2D model a time step of 2.5 s was required to satisfy the Courant-

Friedrichs-Lewy (CFL) condition (i.e. a Courant number of 1) [Courant et al.,

1967]. An adaptive time step was used which enabled TELEAMC to adjust the

time step from the specified value based on the default acceptable deviation from

the target Courant number.

However, this functionality was not available in TELEMAC-3D. A time step

of 1.0 s was required when running the 3D model to prevent numerical instabilities

introduced when including the Coriolis term.

The Smagorinsky turbulence model [Smagorinsky, 1963] is recommended for

large scale marine domains [Lang et al., 2014] and was used in similar studies

[Bedri et al., 2013, 2014a, 2015; Gourgue et al., 2013]. It was therefore selected

as an initial choice. Further comparison with other turbulence models is discussed

in Section 5.5.

In the absence of any data on the diffusion and dispersion of tracers in Swansea

Bay, the coefficient of tracer diffusion was set at 1×10-6, to prevent the introduc-

tion of errors due to a poor choice of value. This the default setting in TELEMAC

[Desombre et al., 2016]. Though this paremeter can have a significant impact on
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tracer transport, it has been shown that when the mesh is 5 m to 100 m, there is

negligible difference in model predictions for values below 1×10-1 [Smolders et al.,

2015].

Table 5.2: Comparison of salient model parameters between 2D and 3D model

2D Model 3D Model

Number of nodes (horizontal) 142533 133341

Number of elements (horizontal) 281440 264237

Number of vertical layers 1 5

Number of nodes (total) 142533 666705

Number of elements (total) 281440 1321185

Maximum element size (m) 1000 1000

Minimum element size (m) 5 10

Minimum water depth (m) 0 0

Time step (s) 2.5 1.0

Horizontal turbulence model Smagorinsky Smagorinsky

Vertical turbulence model N/A Smagorinsky

Manning’s n 0.025 0.025

Coefficient of tracer diffusion 1×10-6 1×10-6

5.4 Comparison of bacterial modelling techniques

This section describes modifications made to the TELEMAC source code. Version

v7p3r2 was used as the latest release at the time of writing. Future releases may

require alternative approaches due to changes in the source code structure or the

relevant subroutines.

Further information on the TELEMAC source code beyond what is described

can be found on the TELEMAC website (see Electricité de France [2018]).
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5.4.1 2D

To modify the decay function within TELEMAC-2D, the subroutine difsou.f

was edited. The decay rate is defined by a T90 value, prescribed by the user in

the configuration file using the keyword: “COEFFICIENT 1 FOR LAW OF TRACERS

DEGRADATION”.

5.4.1.1 Constant T90 decay rate

Based on sampling over the feasible parameter range using the Mancini [1978]

equation, it has been shown that the maximum T90 value experienced within the

domain is close to 50 h (see Section 5.3.2). For this reason, a constant T90 value

of 50 h was used as a ‘control’ decay rate to which any modifications could be

compared.

5.4.1.2 Mancini decay function

Figure 5.30 outlines the method used to implement Equation 3.32. The source

code is given in Appendix B.1, Listing 1. Additional points of note are as follows.

At each time step TELEMAC stores a value for the decay rate at all nodes

in the mesh. Values are calculated based on the water depth at each node and

the depth-averaged light intensity. This gives a temporally and spatially varying

decay function.

Calculation of the depth-averaged light intensity requires division by the water

depth (see Equation 3.29), which has a minimum value of 0 m, and results in

values approaching infinity as the water depth approaches zero. To overcome

this a depth limit of 0.05 m was used, below which the decay rate was calculated

as that at a depth of 0.05 m.
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START OF TIME STEP 

 

 
END OF TIME STEP 

 

difsou.f

Define variables and parameters

Calculate time of day based on model
start time and run-time 

Implicit source term calculation

Calculate light intensity based on time
of day

Calculate salinity and temperature
dependent decay rate

LOOP through nodes in the mesh
IF depth < threshold depth (0.05m)

Calculate light dependent
decay rate as decay rate at
threshold depth

ELSE
Calculate light dependent
decay rate based on depth

ENDIF
Calculate total decay rate and
convert to T90 value 

ENDLOOP

Figure 5.30: Flow chart showing implementation of the Mancini [1978] decay
equation in TELEMAC-2D
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5.4.1.3 Stapleton decay function

Figure 5.31 outlines the method used to implement Equations 3.36 to 3.40. The

steps prior to implicit source term calculation are as in Figure 5.30 and have

been removed for brevity. The source code is given in Appendix B.1, Listing 2.

Additional points of note are as follows.

A threshold depth for decay of 0.05 m was implemented, as in the Mancini

[1978] model, to aid in comparison between the two.

A lower limit of 15 W/m2 was placed on light intensity to prevent the T90

value tending towards infinity as depth and I approach zero (see Equation 3.37).

This is equal to 10 times the recorded night time irradiation in Swansea Bay (see

Figure 5.17).

Equations 3.36 to 3.40 are only valid when the observed light intensity is equal

to, or below, that used experimentally (260±14 W/m2). To ensure this an upper

limit of 260±14 W/m2 was placed on measured irradiance data.
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END OF TIME STEP 

 

 
START OF TIME STEP 

 

Implicit source term calculation

Calculate light intensity based on time
of day

CalculateT902 and T90*1

LOOP through nodes in the mesh
IF depth < threshold depth (0.05m)

Calculate depth-average light intensity at
threshold depth (IRRdA)

ELSE 
Calculate depth-average light intensity based
on total depth (IRRdA) 

ENDIF 
IF IRRdA < 15W/m2

IRRdA = 15W/m2

ELSE
Do nothing

ENDIF
Calculate T90 

ENDLOOP

Figure 5.31: Flow chart showing implementation of the Stapleton et al. [2007a]
decay equation in TELEMAC-2D
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5.4.2 3D

The v7p3r2 release of TELEMAC-3D does not support modelling of a non-

conservative tracer, and to include a T90 decay function, the subroutine

source trac.f was modified as shown in Appendix B.1, Listing 3. This pro-

vides an example of a day / night decay function on which the changes described

below were based.

As described in Sections 3.2.4.1 and 3.2.4.2, two methods were used when

implementing the Mancini [1978] and Stapleton et al. [2007a] decay equations;

depth-averaged and depth-staggered functions. Flow charts comparing the two

methods are shown in Figures 5.32 and 5.33 respectively. While each method was

written in a separate subroutine, they have been shown side by side for comparison

and brevity. Fortran code for each method can be found in Appendix B.1, Listings

4, 5, 6 and 7. The points made previously, in relation to implementing each

function in TELEMAC-2D, are also valid. In Figure 5.33, all steps prior to the

source term calculation have been omitted for brevity as they are the same as

shown in Figure 5.32.
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START OF TIME STEP 

 

source_trac.f

Define variables and parameters

Calculate time of day based on model
start time and run-time 

 
END OF TIME STEP 

 

Source term calculation

Depth-staggeredDepth-averaged

LOOP through vertical layers  
LOOP through nodes in
each layer

Calculate light
dependent decay
rate based on total
depth (NOTE
threshold depth) 

Calculate total decay
rate and convert to
T90 value

ENDLOOP
ENDLOOP

Decay
method

LOOP through vertical layers
LOOP through nodes in
each layer

Calculate light
intensity based on
layer depth (NOTE
threshold depth)

Calculate light
dependent decay
date 

Calculate total decay
rate and convert to
T90 value

ENDLOOP
ENDLOOP

Calculate light intensity based on time of day
and constants

Figure 5.32: Flow chart showing implementation of the Mancini [1978] decay
equation in TELEMAC-3D
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START OF TIME STEP 

 

 
END OF TIME STEP 

 

Source term calculation

Depth-staggeredDepth-averaged

LOOP through vertical layers
LOOP through nodes in
each layer

Calculate light
intensity based on
layer depth (NOTE
lower limit and
threshold depth) 

Calculate T90 value
ENDLOOP

ENDLOOP

Decay
method

LOOP through vertical layers
LOOP through nodes in
each layer

Calculate depth-
average light
intensity (NOTE
lower limit and
threshold depth)

Calculate T90 value
ENDLOOP

ENDLOOP

Figure 5.33: Flow chart showing implementation of the Stapleton et al. [2007a]
decay equation in TELEMAC-3D
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5.5 Results and discussion

Herein, model performance is assessed using E.coli records from 15th November

2012. A more in depth assessment of model predictions is made using E.coli and

Enterococci records taken throughout the 2011 bathing season in Chapter 6.

5.5.1 2D

5.5.1.1 Effect of distributed river sources

Having extended the 2D model domain to the tidal limit of the River Neath, it

is possible to compare the effect of modelling each point source individually, or

lumping all sources into a single input at the boundary inflow. Shown in Figure

5.34, the modelled concentration (conc.) at the estuary mouth is lower during

peak events when using distributed sources, though largely the same.

Figure 5.34: E.coli concentration plot showing comparison of distributed and
lumped sources in the River Neath at estuary mouth

In comparison, the difference is more significant upstream, as seen at Neath

Tidal in Figure 5.35; during peak flow events the response of the distributed source

model is dampened compared to the lumped source ‘pulse’ release. Although the

bacterial concentration profile along the river reach is of limited interest in this

study, distributed sources were used in all 2D model runs discussed hereafter.
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Figure 5.35: E.coli concentration plot showing comparison of distributed and
lumped sources in the River Neath at Neath Tidal gauging station

5.5.1.2 Comparison of bacterial decay models

Figures 5.36 and 5.37 present comparisons between the performance of the three

bacterial decay models, implemented within the 2D model, at the DSPs for

Swansea Bay and Aberafan bathing waters, respectively. Additional plots show-

ing predictions at sites S2 and S3 are shown in Appendix B.2, Figures 1 and 2,

respectively.

Figure 5.36: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP using three decay functions in the 2D model; T90

= 50 h constant, Mancini [1978] and Stapleton et al. [2007a]
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Figure 5.37: Comparison between the measured and predicted E.coli concentra-
tions at Aberafan beach using three decay functions in the 2D model; T90 = 50
h constant, Mancini [1978] and Stapleton et al. [2007a]

It can be seen that only the function proposed by Stapleton et al. [2007a]

provides predictions that are of a similar magnitude to the measured data. In

comaprison, the function proposed by Mancini [1978] and a constant T90 value

of 50 h significantly under predict concentrations at both locations. Predictions

made at the other sample locations within Swansea Bay show the same relation-

ship; see Appendix B.2, Figures 1 and 2 for predictions at sites S2 and S3.

This difference in model performace can be explained by examining the vari-

ation in decay rate calculated by each function throughout a typical day; shown

in Figure 5.38. Considering the most offshore transect point along the Swansea

Bay DSP, it can be seen that for the majority of the time, the calculated T90

values are larger when using the Stapleton et al. [2007a] function. Of note is the

large night time T90 value of 220 h, exponentially decreasing to 8 h at midday. In

comparison, the values predicted using the Mancini [1978] function do not exceed

30 h and fall to 0 h in the day. Also seen is the dependence of the Mancini [1978]

model on water level and light intensity, whereas the Stapleton et al. [2007a]

model is a function of light intensity only.

Comparing the magnitude of observed and predicted bacterial concentrations

between Swansea Bay and Aberafan, lower values are given for the latter in

both cases. This due to input bacterial concentrations being lower in the River
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Neath compared to the River Taff, which influence Aberafan and Swansea Bay

respectively.

It can also be seen in Figures 5.36 and 5.37 that the E.coli concentrations

predicted using the Mancini [1978] decay function follow similar patterns to that

using the Stapleton et al. [2007a] model, but of a smaller magnitude. This sug-

gests that the temporal variation at a point is primarily dependent on correct

hydrodynamic simulation and the magnitude of bacterial inputs, whereas the

magnitude is dependent on the decay model chosen. Note that the model results

discussed thus far use predicted bacterial inputs. The effect of accurate source

loading is investigated further, using measured input data, in Chapter 6.

(a) (b)

Figure 5.38: Comparison between the decay rate calculated at the most offshore
Swansea Bay DSP transect point using Stapleton et al. [2007a] and Mancini [1978]
decay models (a), in relation to irradiance (IRR) and water level (WL) (b)

5.5.1.3 Spatial variability

As discussed in Section 5.2, monitoring at the Swansea Bay and Aberafan DSPs

is done along a transect. As such, two methods have been used to compare

measured and predicted data. Firstly, the predictions shown in Figures 5.36

and 5.37 are taken at the shallowest transect point greater than or equal to

the sampling depth (0.5 m). Thus the line plots shown correspond to multiple

locations. Alternatively, using the Stapleton et al. [2007a] decay function, the
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predicted concentrations at all points along each transect are plotted in Figures

5.39 and 5.40. For comparison, the predicted concentration at each point along

the Swansea Bay DSP transect is shown in Appendix B.2, Figure 3. The spikes

seen in Figure 5.40 are due to the node drying out and the concentration reaching

zero.

Figure 5.39: Comparison between the measured and predicted E.coli concentra-
tions at each monitoring location along the Swansea Bay DSP transect (TP),
using the Stapleton et al. [2007a] decay function in the 2D model. Plotted along-
side the predicted water level at the most offshore monitoring location

It can be seen in Figures 5.39 and 5.40 that at any point in time, there are

significant spatial differences in the predicted E.coli concentrations at each tran-

sect point, with a range of up to half the magnitude of the highest predicted

concentration. The point which is considered a best fit to the measured data has

been highlighted. It is suggested that because of this spatial variance (also seen

in Figure 5.41), when modelling it may be prudent to take samples at multiple

locations to ascertain potential ‘safe’ and ‘no go’ zones. In addition, it high-

lights a potential limitation of the model to accurately calculate processes which

take place at a high spatial resolution. These points will be discussed further in

Chapter 6.
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Figure 5.40: Comparison between the measured and predicted E.coli concentra-
tions at each monitoring location along the Aberafan DSP transect (TP), using
the Stapleton et al. [2007a] decay function in the 2D model. Plotted alongside
predicted water level at the most offshore monitoring location

Figure 5.41: Surface plots of the predicted E.coli concentration along the DSP
transects, using the Stapleton et al. [2007a] decay function in the 2D model at
15/11/12 19:11:57 (high tide); (a) Swansea Bay, (b) Aberafan
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In addition, Figure 5.39 shows a diurnal pattern in the predicted E.coli con-

centration at the Swansea Bay DSP, with lower concentrations at high tide. There

is, however, disagreement between measured and predicted data, suggesting that

there may be other influential factors not yet considered.

Considering the Aberafan DSP (see Figure 5.40), although the Stapleton et al.

[2007a] model predicts E.coli concentrations within range of the observations,

there is significant variation between the two. The lack of a clear temporal pattern

in the measured data may indicate irregularities in the sampling procedure or

naturally occurring variance in E.coli concentrations within the locality. In order

to explore these points further it is necessary to look at a longer data record; as

is done in see Chapter 6.

Comparing the Mancini [1978] and Stapleton et al. [2007a] decay models, it

can be seen in Figures 5.42 and 5.43 that both models predict different spatial

concentration distributions within Swansea Bay. The Mancini [1978] decay model

predicts reduced concentrations in shallow water regions due to the dependence of

Equation 3.29 on depth (see Figures 5.15 and 5.38). This is of significance when

studying regions such as Swansea Bay, with a shallow beach gradient and large

areas of intertidal flats, exposed to wetting and drying; it emphasises the impor-

tance of using multiple assessment locations when processing model predictions

made using the Mancini [1978] decay model.

Figure 5.42: Surface plots of the predicted E.coli concentration throughout
Swansea Bay using the Mancini [1978] decay function in the 2D model, at
15/11/12 16:00 (mid-tide). Water line (0.05 m depth) represented by black line
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As previously discussed, TELEMAC calculates water depth absolutely with-

out a threshold, hence the regions of water less than 0.05 m deep with an E.coli

concentration. For the purpose of this study these can be ignored and considered

‘dry’, as they present an unrealistic picture of pollution distribution. Possible

causes include errors in the model bathymetry and the static location of the

source points on the beach (see Section 5.6). However, these regions could pro-

vide an indication of higher E.coli concentrations within beach sand which may

be useful for predicting the risk of infection to beach users.

Figure 5.43: Surface plots of the predicted E.coli concentration throughout
Swansea Bay using the Stapleton et al. [2007a] decay function in the 2D model,
at 15/11/12 16:00 (mid-tide). Water line (0.05 m depth) represented by black
line

5.5.2 3D

5.5.2.1 Variation of decay rate with depth

Figure 5.44 presents a comparison between the 3D model E.coli concentration

predictions at the Swansea Bay DSP. As in the 2D model, use of the Mancini

[1978] decay function results in lower predicted concentrations, while those made

using the Stapleton et al. [2007a] function are of the same magnitude as the

measured data. It can also be seen that in the case of both the Mancini [1978]

and Stapleton et al. [2007a] decay models, lower concentrations were predicted
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when using the depth-staggered function. The same observations can be made

when comparing measurements and predictions at other locations in Swansea

Bay; for example, see Appendix B.2 Figure 4 for a comparison at S2. Note that

all 3D results presented herein have been averaged over the vertical layers to

provide an indication of concentration throughout the water column, rather than

in a single layer.

Figure 5.44: Comparison between the measured and predicted 3D model pre-
dictions of E.coli concentrations at the Swansea Bay DSP using depth-averaged
(depAve) and staggered (stag) functions with the Mancini [1978] (M) and Sta-
pleton et al. [2007a] (S) decay models

The difference between the depth-averaged and depth-staggered decay model

predictions can be explained as follows. Consider Equation 5.2, a simplified form

of Equation 3.4, reduced to 1D in the vertical with zero vertical velocity. In this

case the problem is reduced to one controlled by diffusion between layers, and

decay. This can be further reduced to Equation 2.2 by setting the tracer diffusion

term to zero.

∂C

∂t
=

∂

∂z

(
νT
∂C

∂z

)
− kC (5.2)
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The analytical solution of Equation 2.2 is given in Equation 5.3:

C(t) = C0e
−kt (5.3)

where C(t) is the concentration at time t, C0 is the concentration at time t = 0

and k is the decay rate (1/d).

For a simple 5 layer problem with a node spacing of 1 m, we look at the decay

of an initial tracer concentration of 1000 (dimensionless), over 2 days. Equation

5.2 was solved using time step of 1 minute and finite different methods; a first

order forward difference scheme in time and a second order central difference

scheme in space. The boundary value problem was solved at the surface and bed

by introducing phantom layers with a value equal to the adjacent real boundary.

The parameters in Equations 3.32 and 3.34 were set as those used in the Swansea

Bay model (see Section 5.3.2). Light intensity was fixed at 260 W/m2.

As can be seen in Figure 5.45 (a), there is good agreement between the ana-

lytical and finite difference solutions when calculating decay as a depth-staggered

parameter, setting the tracer diffusion term to zero, thus confirming the method

is sound. The data plotted in Figure 5.45 (a) is also presented in Appendix B.2,

Tables 8, 9,10 and 11 for information. As shown in see Appendix B.2, Tables 9

and 12, it can be seen that changing the tracer diffusion term to 1×10-6, as in the

Swansea Bay model, has negligible difference on the concentration in each layer.

Comparing the use of depth-staggered and depth-averaged decay functions, it

can be seen in Figure 5.45 (b) and Appendix B.2, Tables 12 and 14 that the overall

concentration in the water column is less when a depth-staggered approach was

used. This is because the exponentially larger decay rate in the surface layers

causes a greater reduction in concentration than at depth. Figure 5.46 compares

the decay rates calculated over a depth of 5 m using each approach, and the

Mancini [1978] model, which highlights this point further.
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(a) b

Figure 5.45: Solution of simplified 5 layer decay problem; (a) comparison between
analytical and finite difference (FD) solutions using a depth-staggered decay rate,
where νT = 0; (b) comparison between depth-averaged (DA) and staggered solu-
tions

Figure 5.46: Comparison of Equations 3.32 and 3.34; depth-staggered and depth-
averaged decay rates respectively
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To emphasise the effect of diffusion, νT can be increased to a value of unity

and removed from Equation 5.2. It can be seen from Appendix B.2, Tables 12,

13, 14 and 15 that this results in higher concentrations in the surface layers,

reduced concentrations at depth and a reduction in total concentration in the

water column. This is due to increased transport of tracer from the regions of

high concentration at depth, to lower concentration at the surface. Tracer in the

surface layers continues to decay at a faster rate, increasing the concentration

gradient and hence the movement of tracer between layers.

This interchange between layers will be further increased by including the

velocity term in Equation 5.2, where there is upward flow, such as in Swansea

Bay and in the vicinity of long sea outfall diffusers with a vertical orientation.

5.5.2.2 Comparison with 2D model results

Figures 5.47, 5.48, 5.49 and 5.50 provide a comparison between the 2D and 3D

model predictions of E.coli concentration in Swansea Bay. To enable direct com-

parison between the two, the depth-averaged decay approach is presented for the

3D model. For information, a comparison at site S2 is shown in Appendix B.2

Figure 5.

Figure 5.47: Comparison between the measured, 2D and 3D model predictions
of E.coli concentrations at the Swansea Bay DSP, using the Mancini [1978] (M)
and Stapleton et al. [2007a] (S) decay functions
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Figure 5.48: Comparison between the measured, 2D and 3D model predictions
of E.coli concentrations at the Aberafan DSP, using the Mancini [1978] (M) and
Stapleton et al. [2007a] (S) decay functions

Figure 5.49: Comparison between the measured, 2D and 3D model predictions of
E.coli concentrations at site S2; Mancini [1978] (M) and Stapleton et al. [2007a]
(S)
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Figure 5.50: Comparison between the measured, 2D and 3D model predictions of
E.coli concentrations at site S3; Mancini [1978] (M) and Stapleton et al. [2007a]
(S)

It can be seen that in all cases using the same decay function, the 2D model

predicts higher concentrations than the 3D model. Furthermore, while both the

2D and 3D models predict E.coli concentrations within the range of measured

data at the Swansea Bay DSP, the 2D model predictions are more similar in

magnitude and the 3D model under predicts concentrations at the Aberafan DSP.

These observations can be attributed to the inclusion of the Rivers Neath and

Tawe in the 2D model, whereas they were excluded from the 3D model, and can

be explained by looking at Figures 5.51 and 5.52.
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Figure 5.51: Comparison of the predicted E.coli concentration distribution in
Swansea Bay, at 15/11/12 19:16 (HT), using the Stapleton et al. [2007a] decay
function in the 2D (a) and 3D (b) models. Depth-averaged decay function used
in the 3D model
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Figure 5.52: Comparison of the predicted E.coli concentration distribution in
Swansea Bay, at 15/11/12 12:09 (LT), using the Stapleton et al. [2007a] decay
function in the 2D (a) and 3D (b) models. Depth-averaged decay function used
in the 3D model

Based on the location of the model E.coli inputs (see Figures 5.5 and 5.6),

it can be reasoned that the plume from the River Neath is responsible for the

water quality at the Aberafan DSP. Whereas the Neath is included within the

2D model, it is represented as a point source at the river mouth in the 3D model,

without an assigned velocity. In this case the flow speed is greatly reduced and

the plume does not extend far enough into the bay on the ebb tide (see 5.52), to

be directed along Aberafan beach on the flood tide (see Figure 5.51). This is also

true at the Swansea Bay DSP, where the 2D model predicts higher concentrations

than the 3D model, which represents the Tawe barrage as a point E.coli source.

In both cases the 3D model is incapable of correctly calculating the advection of

E.coli. This highlights the importance of including the momentum of bacterial
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inputs, either by assigning a velocity to point sources or linking 1D river models

and the 3D coastal model, with momentum transfer between domains.

With regard to the predicted concentration at site S2 (see Figure 5.49), the

spike on 15/11/12 (day 320) is due to a difference in the shape of the plume from

the Tawe Barrage. In the 3D model it is smaller and of higher concentration

compared to that in the 2D model, which is distributed over a larger region and

of lower concentration.

5.5.3 Temporal variation in light intensity

Figures 5.53 and 5.54 provide a comparison between the use of a sinusoidal light

intensity function and measured, sub-hourly data to calculate decay, when using

the Stapleton et al. [2007a] decay function.

Figure 5.53: Comparison between the use of a sinusoidal light intensity function
and sub-hourly measured data in the 2D model, using the Stapleton et al. [2007a]
decay function

It can be seen that there is a negligible difference in the 2D model results

while a clear difference can be seen in the 3D model; that run using sub-hourly

measured data predicts higher concentrations than that using a sinusiudal func-

tion. However, both models predict a similar magnitude and temporal variation

in E.coli concentration, suggesting that if sub-hourly data is unavailable, it is

sufficient to assume a sinusoidal daylight function of average peak intensity for
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short simulation periods. Results are omitted for the depth-averaged 3D decay

model as no difference is observed, as with the 2D model. This is due to the

calculation of differential decay rates throughout the water column when using

the staggered approach, which makes the surface layers more sensitive to changes

in light intensity.

Figure 5.54: Comparison between the use of a sinusoidal light intensity func-
tion and sub-hourly measured data in the 3D model, using the depth-staggered
Stapleton et al. [2007a] decay function

Two explanations are proposed to account for the difference between the use

of a sinusoidal function or measured data. From comparison between Figures 5.16

and 5.17, it can be seen that the sinusoidal function over-predicts light intensity

throughout the day, leading to faster decay rates. It is therefore suggested that a

sine function, covering the range -pi/2 to 3π/2, may provide a better representa-

tion of the measured data. In addition, the difference between the two models is

greatest following days of below average sunlight. This is due to over prediction

of the decay rate when imposing the same peak light intensity each day, as was

done when using the sinusoidal function.

The above is also true when using the Mancini [1978] decay function, however

plots have been omitted here for brevity. These are shown in Appendix B.2,

Figures 6 and 7).

150



5. DEVELOPMENT OF WATER QUALITY MODEL

5.5.4 Comparison of turbulence models

The model simulations discussed so far were run using the Smagorinsky turbu-

lence model. Figures 5.55 and 5.56 provide a comparison between predicetd E.coli

concentrations using each of the four options available to model turbulence within

TELEMAC. The longitudinal and transverse dispersion coefficients of the Elder

model were set to 6 and 0.6 respectively, as recommended in the TELEMAC user

manual (see Lang et al. [2014]).

Figure 5.55: Comparison of the predicted E.coli concentration distribution in
Swansea Bay at 12/11/12 10:14 (LT) in Swansea Bay using a constant decay rate
of T90 = 50 h. Turbulence models; (a) constant viscosity and (b) Elder model

It can be see that in each case there are minor differences in the E.coli con-

centration distribution throughout Swansea Bay in close proximity to the plume

edge, however, predictions are mostly the same. Similar invariance between the

different turbulence models is observed at a smaller scale, using the TELEMAC

model discussed in Chapter 4 (see Figure 5.57).

In this test case, tracer was released from the midsection of a straight, shallow,

flat bottomed channel at a constant flow rate and concentration of 0.01 m3/s and

999 (dimensionless) respectively. The flow depth and flow rate were set as 0.21
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m and 0.05 m3/s respectively.

Figure 5.56: Comparison of the predicted E.coli concentration distribution in
Swansea Bay at 12/11/12 10:14 (LT) in Swansea Bay using a constant decay rate
of T90 = 50 h. Turbulence models; (a) κ− ε model and (b) Smagorinsky model

However, significant differences are observed when using the Elder model.

This is due to the predominantly uni directional flow, which emphasises the non-

dimensional dispersion coefficients specified by the user. The effect is less evident

in the model of Swansea Bay due to constant changes in flow direction throughout

the tidal cycle. As such the Smagorinsky model is used henceforth.
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Figure 5.57: Comparison between turbulence models in a straight uniform flat
bottomed channel; (a) constant viscosity, (b) Elder model, (c) κ − ε model and
(d) Smagorinsky model

5.5.5 Computational efficiency

Although not the primary purpose of this study, it is of interest to the wider

modelling community to comment on the performance of TELEMAC. All models

in this study were run on the HPC Wales Cardiff cluster, on which more infor-

mation can be found online (see HPC Wales [2018]). Table 5.3 compares the

computational requirements and performance of the 2D and 3D models. While

the 3D model contained 5 times the number of mesh nodes than in the 2D model,

and the computational power doubled, the total run time increased by a factor

of 1.8.

It should be noted that the number of CPU cores required for each model was

not optimised as HPC resources were not a limiting factor. However, this may

have resulted in under-performance in both cases. This is because TELEMAC

divides the model global domain into sub-domains based on the number of CPU

cores used, and data exchange is made between sub-domains at the end of each

time step. A point is reached where the number of sub-domains is too large

relative to the size of the global domain and the time to job completion is slowed

due to increased sub-domain communication.

Nonetheless, TELEAMC is highly optimised for parallel computing and rec-
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ommended by the author. Initial model development was made using v6p2r3 and

though no comparison is presented herein, a significant performance improvement

was noticed when transitioning to v7p2r3.

Table 5.3: Comparison of CPU use and run time between 2D and 3D models
from 10/11/2012 - 17/11/2012

2D Model 3D Model

Number of mesh nodes (total) 142533 666705

Number of mesh elements (total) 281440 1321185

Number of HPC nodes 4 8

Number of CPU cores per HPC node 16 16

Total number of CPU cores 64 128

Elapsed time to completion 0h 50min 1h 30min

5.6 Improved representation of beach sources

So far the bacterial sources shown in Figure 5.2 have been implemented as sta-

tionary point sources. Therefore, in the models discussed so far, because the

minimum water depth in TELEMAC is 0 m, when these sources are released on

the beach the contaminated water spreads over a large area in a thin film (i.e.

of a depth less than 1 cm, up to 1×10-5 m; for example see Figure 5.52. While

inaccurate, this is necessary to ensure mass conservation. In reality, these inputs

form small streams in the beach sand which run from the source point to the tide

line (see Figure 5.58). The spreading described is due to the coarse grid resolu-

tion which does not allow the streams to be modelled. To do so would result in a

significant reduction in mesh size to 1 m or less, and an increase in computational

requirements and run time.
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Figure 5.58: Stream tracks of beach sources along Swansea Bay; purple lines and
red dots respectively

Alternatively, the method proposed herein treats each source point as a tran-

sect running to the low water line. Each transect is represented by multiple source

points which discharge the same volume of water and concentration of bacteria

(see Figure 5.59). The source release location is changeable to ensure release is

always at a point below the water line, mimicking transport within a stream.

To ensure mass conservation, modifications to the TELEMAC source code

only permit one point to discharge per time step; that which is closest to, and

below, the waterline. This method of improved source representation has been im-

plemented in TELEMAC-2D, with modifications made to debsce.f and trsce.f,

to control source discharge and tracer concentration respectively.

An illustration of this source representation is shown in Figure 5.60, which

demonstrates release at four different tidal phases. A similar approach was used

by Feng et al. [2015] who developed a microbial transport model accounting for

loading from beach sand and storm water runnoff at a beach in Florida, U.S.
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However, in this study the model was reduced to a 1D case for a single lumped

source, solved using finite difference methods. The grid followed a transect per-

pendicular to the straight uniform shoreline, which was assumed to representative

of the beach.

Figure 5.59: Static source points at the outlet location and respective source
transects along Swansea Bay beach; (a) and (b) respectively

Figure 5.60: Illustration of improved source representation; blue line = threshold
depth (0.05 m), red squares = transect points, black circle = source release point

An important point to consider when implementing this method is the treat-

ment of sources when using multiple CPUs; i.e. parallel computing. When a

job is distributed across multiple cores the domain is divided by this number into

sub-domains, and each core carries out the computations for a single sub-domain.

At the start of the computation the initial conditions are known throughout the

domain and all sub-domains, and at the end of a time step information is shared

across sub-domain boundaries. However, within a time step, processors only re-

tain information on the sub-domains they are allocated. This is important in
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the case where a source transect spans across two or more sub-domains and is

overcome using Message Passing Interface (MPI) programming.

Consider the following example; a single transect with 10 points which span

across two sub-domains (see Figure 5.61). Points 1:5, in sub-domain 1, are dealt

with by procecssor 1, and points 6:10, in sub-domain 2, are dealt with by processor

2. The pseudocode in Figure 5.62 describes the action of each processor during

one time step and highlights the data exchange between them.

Figure 5.61: Source transect made of 10 points equally distributed across two
sub-domains

Prior to MPI communication, processors 1 and 2 only have access to infor-

mation at points 1:5 and 6:10, respectively. After MPI communication, using the

function MPI_ALLREDUCE, both processors have access to information at all points,

1:10, along the transect. Each processor is then able to execute the remaining

code to ensure the transect point, with the minimum depth above the pre-defined

threshold (0.05 m), releases. Release at all other points along the transect is set to

zero for that time step. Example Fortran code is given in Appendix B.1, Listing

8.

Previous analyses have shown the 2D model, using the Stapleton et al. [2007a]

decay function, to best predict E.coli concentrations at both DSPs and through-

out Swansea Bay (see Section 5.5). In addition, the use of measured light intensity

data, instead of a representative sine function, was shown to have an impact on

the magnitude of predicted concentrations, at no additional computational cost.

As such, the method of improved source representation was implemented along-

side the Stapleton et al. [2007a] decay function in TELEMAC-2D, using variable

light intensity. Two simulations were run; using threshold depths of 0.05 m and

0.5 m.
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START OF TIME STEP 
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distributed to individual
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SRCDEP(1:5) =  
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SRCDEP(6:10) =
(0, 0, 0, 0, 0) 
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source point in

transect 

SRCDEP(1:5) =  
(0, 0, 0, 0, 0) 

SRCDEP(6:10) =
(h6, h7, h8, h9, h10) 

Obtain depth at each
source point in

transect 

input: SRCDEP
output: SCMINDEP
function: MPI_SUMSRCDEP(h1, h2, h3, h4, h5,

0, 0, 0, 0, 0) 
+ 

SRCDEP(0, 0, 0, 0, 0,  
h6, h7, h8, h9, h10) 

=  
SRCMINDEP(1:10) = (h1,
h2, h3, h4, h5, h6, h7, h8,
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above threshold in SRCMINDEP 
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above threshold in SRCMINDEP 

LOOP through SRCLOCAL
IF (position in SRCLOCAL = INDEX)
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ENDIF
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LOOP through SRCLOCAL
IF (position in SRCLOCAL = INDEX)

DISCHARGE = YES
ELSE

DISCHARGE = NO
ENDIF
ENDLOOP

Repeat similar
process for tracer

concentration; trsce.f 

Repeat similar
process for tracer

concentration; trsce.f 

sub-domain information
collected and

information shared at
boundaries

Figure 5.62: Flow chart showing implementation of the improved source repre-
sentation method in TELEMAC-2D
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5.6.1 Results and discussion

Plots comparing the measured and predicted E.coli concentrations at the Swansea

Bay DSP and site 3, using the static and improved source release models, are

shown in Figures 5.63 and 5.64.

Figure 5.63: Comparison between the predicted E.coli concentrations at the
Swansea Bay DSP, using static sources, and improved source representation with
two threshold depths (TH)

Figure 5.64: Comparison between the predicted E.coli concentrations at site
S3, using static sources, and improved source representation with two threshold
depths (TH)

It can be seen that using the improved model has a minor impact, and though

differences are evident, they are not significant enough to warrant the choice of one

159



5. DEVELOPMENT OF WATER QUALITY MODEL

method over the other. The most noticeable differences are seen at the Swansea

Bay DSP, where it can be seen that for the majority of the simulation, using the

improved source model results in lower concentrations. This is due to increased

dilution as the tracer is released into deeper water. While it is not possible

to discern a difference between the two improved source models using different

threshold depths, it can be seen in Figure 5.65 that if all release locations are

moved to a point below the low tide line, E.coli concentrations in the nearshore

region are under predicted throughout the tidal cycle, due to increased dilution.

This indicates that correctly modelling the beach sources is important in order

to accurately predict the dynamics governing bacterial transport.

It is therefore suggested that the apparent invariance between the static and

improved source release models seen in Figures 5.63 and 5.64, is due to the dis-

tance of the DSP and site 3 from the source locations. In contrast, if the surface

concentration distribution is considered, there are clear differences when compar-

ing the two approaches over a tidal cycle (see Figure 5.65). At high tide there

are elevated concentrations in the static discharge model and the E.coli plume

extends along a greater length in the west of Swansea Bay. During the ebb tide

the differences become more pronounced as the plume spreads over a large beach

area above the water line. In comparison, the predicted concentrations in the

improved source model are greatly reduced and the plume below the water line is

of reduced size. There are also small regions of high E.coli concentration imme-

diately below the waterline, in the vicinity of the source points, which have more

serious implications on the predicted risk to bathers.

With regard to the E.coli distribution above the water line, this will have a

greater implication if beach sand is considered a diffuse bacterial source and sink,

in a similar manner to how Bakar et al. [2017] modelled inter-tidal marshland in

the Loghour Estuary, UK. Furthermore, these regions may aid in correct predic-

tion of the location of ‘safe’ and ‘no go zones’, on the beach and in the water,

which is of utmost importance when disseminating bathing water information to

beach goers, as advised by the rBWD.
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Figure 5.65: Comparison of the predicted E.coli concentration distribution in
Swansea Bay, using the 2D model with static sources, improved source represen-
tation (TH = 0.05), and deep water sources; (a), (b) and (c), respectively
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5.7 Summary and conclusions

Two computational models, one 2D and one 3D, were set up using the hydrody-

namic solver TELEMAC to simulate the transport and decay of E.coli in Swansea

Bay and compare a range of modelling approaches. In each case, two bacterial

decay functions were implemented; those proposed by Mancini [1978] and Sta-

pleton et al. [2007a]. Two methods were used when implementing these in the

3D model; a depth-averaged approach, where a constant decay rate was used

throughout the water column, and a depth-staggered approach, where the decay

rate was calculated to vary with depth.

In all cases the decay model proposed by Stapleton et al. [2007a] was found to

provide the best predictions of the E.coli concentration throughout the domain,

with those predicted by the 2D model the most accurate. In particular this was

due to the larger night time decay rate predicted when using the Stapleton et al.

[2007a] function. However, while different in magnitude, the temporal response

predicted when using each function was similar, confirming the importance of

correct hydrodynamic simulation and bacterial inputs. The 3D model was found

to under predict bacterial concentrations due to the inclusion of the Rivers Neath

and Tawe as point sources, without momentum conservation.

The under prediction of bacterial concentrations when using the Mancini

[1978] decay model was due to the calculation of faster bacterial decay rates,

as a result of the dependence of the decay equation on water depth. This has

a significant impact in large intertidal regions of shallow bed gradient, such as

Swansea Bay, and resulted in a significant difference in the predicted spatial E.coli

concentration distribution, compared to when using the Stapleton et al. [2007a]

model. In comparison, as the suspended sediment concentraton was assumed

constant, the Stapleton et al. [2007a] decay model was only sensitive to light

intensity.

Of the two methods used to calculate decay throughout the water column in

the 3D model, the depth-staggered approach was found to predict lower bacterial

concentrations, due to the exponential decrease in light intensity with depth and

the associated effect on the decay rate. It is therefore suggested that in studies

where it is necessary to adopt a 3D modelling approach, a depth-staggered decay
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model should be used as it provides a more accurate representation of the spatial

variation in bacterial die-off.

In addition, the use of measured light intensity data to calculate bacterial de-

cay, assigned at 15 minute intervals, was compared to using a sinusoidal function

(over the range 0 to π), to represent the daily variation in light intensity. This was

found to have an impact when using the 3D depth-staggered model, however the

difference observed was of a small magnitude and it is therefore suggested that

if sub-hourly data is unavailable, it is sufficient to assume a sinusoidal daylight

function of average peak intensity for short simulation periods. A function cov-

ering the range -π/2 to 3π/2 is recommended as the most realistic representation

of the temporal variation in light intensity throughout a typical day. A negligible

difference was observed in the 3D depth-averaged, and 2D models.

Using the 2D model, an improved method of representing beach sources was

developed to mimic the streams found on Swansea Bay beach. Rather than being

considered stationary, the sources were moved along a transect throughout the

simulation, to ensure they discharged just below the waterline. This provided

more accurate predictions of the spatial distribution of E.coli within the domain,

with the most significant effects noticed above and near the waterline, such as

zones of elevated bacterial concentration where the beach streams enter the water.

In addition it highlights the limitations of using TELEMAC to model static beach

sources on shallow gradient beaches subject to wetting and drying throughout the

tidal cycle.

163



5. DEVELOPMENT OF WATER QUALITY MODEL

164



Chapter 6

Hydro-environmental modelling

of Swansea Bay

6.1 Model details and application

6.1.1 Scope of study

Having developed a computational model capable of predicting the E.coli con-

centration throughout Swansea Bay in Chapter 5 (the 2D model with improved

source representation, using the Stapleton et al. [2007a] decay function), this

chapter is focussed on the application and assessment of the model over the 2011

bathing season. It addresses a number of points which were raised during model

development and provides a more comprehensive and critical assessment of model

performance. This was possible as bacterial inputs were measured over this pe-

riod, compared to the predicted input data used for 2012.

In addition, in Chapter 5 E.coli concentrations were measured at the DSP.

This chapter investigates the robustness of this method and whether a more

widespread approach to sampling is required when assessing compliance with the

rBWD. For example; is a single DSP good enough, or are there certain areas

of non-compliance that lifeguards can be advised on when designating ‘safe’ and

‘no-go’ bathing zones?
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6.1.2 Set-up

The model was run from 12th July to 4th August 2011, and 5th August to 30th

September 2011, using measured source input data collected for the Smart Coasts

project [Aberystwyth University and University College Dublin, 2018]. Due to

the considerable variation in recorded light intensity over this period, measured

data was used as a model input; obtained from the meteorological monitoring

station in Cwm Level Park, Swansea [City and County of Swansea, 2018] (see

Figures 6.1 and 6.2; covering 12th July to 4th August 2011 and 5th August to 30th

September 2011, respectively). However, there was a gap in the data record from

4th July to 5th July 2011, hence the period from 12th July to 30th September 2011

was not modelled continuously.

Figure 6.1: Light intensity in Swansea, measured at Cwm Level Park in hourly
intervals from 12/07/11 to 04/08/11
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Figure 6.2: Light intensity in Swansea, measured at Cwm Level Park in hourly
intervals from 05/08/11 to 30/09/11

E.coli concentration data, measured during the Smart Coasts project [Aberys-

twyth University and University College Dublin, 2018], was only available at the

Swansea Bay DSP. Therefore, focus is placed on the Swansea Bay bathing water

in the west of the domain (see Figure 5.2).

6.1.3 Parameter selection

Due to the large tidal range in Swansea Bay (between 5 m and 10 m; see Figure

5.20), resulting in a well mixed environment [Ahmadian et al., 2013], a constant

suspended sediment concentration of 84.82 mg/l was assumed in Chapter 5, based

on measurements taken nearby at Langland Bay and Porthcawl by Stapleton

et al. [2007b]. However, this reduces Equations 3.36 to 3.40 to a function of

light intensity only, implying that the equations are insensitive to changes in in

turbidity.

The plot shown in Figure 6.3 illustrates the difference in predicted bacterial

concentrations at the Swansea Bay DSP over the range of suspended sediment

concentrations recorded in Swansea Bay by White et al. [2014]. It can be seen

that there is a negligible difference in concentration, whereas it is reasonable to

hypothesise that turbidity would be positively correlated with bacterial concen-

tration, due to increased light attenuation causing a reduction in decay.
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Figure 6.3: Comparison of the predicted E.coli concentrations at the Swansea
Bay DSP for a range of suspended sediment (ss) concentrations (mg/l); using the
Stapleton et al. [2007a] decay function in the 2D model

It is suggested that the reason for this insensitivity is due to the rapid attenu-

ation of light with depth (see Figure 6.4), such that the lower light intensity limit

and decay rate are reached at shallow depths (i.e. less than 1 m; see Section 5.4).

Therefore, beyond a threshold depth (i.e. the Secchi-depth, see Equation 2.36),

determined by the light intensity and light attenuation coefficient, the decay rate

is invariant and independent of turbidity (see Figure 6.5).

Given the limited availability of turbidity data for Swansea Bay there is a high

degree of uncertainty associated with any detailed sediment modelling. As such,

the insensitivity of the model shown in Figure 6.4 was accepted at sufficient to

justify the chosen parametrisation (ss = 84.82 mg/l). While not adopted in this

thesis, the following section describes a proposed update to the representation

of light attenuation in shallow water models, which it is suggested may increase

model accuracy.
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Figure 6.4: Attenuation of light with depth for for a range of suspended sediment
(ss) concentrations (mg/l), where I = 260 W/m2 and ke was calculated using
Equation 2.37

Figure 6.5: Effect of light attenuation on change in T90 value with depth for for
a range of suspended sediment (ss) concentrations (mg/l), using the Stapleton
et al. [2007a] decay function, where I = 260 W/m2 and ke was calculated using
Equation 2.37
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6.2 Schematisation of light attenuation

White et al. [2014] observed an increase in suspended sediment concentration

with depth in Swansea Bay; 10 mg/l to 15 mg/l recorded at the surface and

50 mg/l to 100 mg/l at depth, though no further information was given. This

relationship can be explained through the action of particle settling and bed shear

causing localised disturbances. Figure 6.4 demonstrates both the attenuation of

light with depth and the positive correlation between turbidity and the degree of

attenuation. It is therefore suggested that where a turbidity profile is present, the

equation for light attenuation should be adjusted to account for the relationship

with depth.

Based on Equation 2.37 and assuming linear relationship with depth, this is

written as:

ke = 0.55(ss0 + f(z)) (6.1)

where is the ss0 is the suspended sediment concentration at the surface, (mg/l),

z is the depth below the surface (m), ke is the light attenuation coefficient and

f(z) is a function representing the relationship between suspended sediment con-

centration and depth.

For implementation in a 2D model, assuming a linear relationship between

suspended sediment concentration and depth, the depth-averaged light extinction

coefficient is calculated using the mean value theorem for integrals and written

as:

ke = 0.55ss0 + 0.275mh (6.2)

where h is the depth of water and m is the suspended sediment-depth gradi-

ent (mg/l/m). This yields the same value of ke as if Equation 2.37 and the

depth-average sediment concentration were used in the first instance. However,

if measurements show the suspended sediment profile to vary non-linearly with
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depth then this may prove beneficial in creating a pseudo-3D sediment model,

with applications in 2D and 3D models, reducing time and computational resource

requirements.

6.3 Methodology

6.3.1 Spatial assessment

E.coli concentration data was recorded throughout the 2011 bathing season at

30 minute intervals from 07:00 to 16:00, at the Swansea Bay DSP [Aberystwyth

University and University College Dublin, 2018]. Sample locations are shown

in Figure 6.6 (a), while Figure 6.6 (b) shows the nearest mesh nodes used for

analysis. Based on the findings discussed in Chapter 5, in order to account for

spatial variability in model predictions, these have been further reduced to three

points along the transect; at the high (H), mid (M), and low (L) tide extents, as

shown in Figure 6.6 (c).

Figure 6.6: FIO sampling locations throughout the 2011 bathing season (a)
[Aberystwyth University and University College Dublin, 2018], and the respective
2D mesh nodes and assessment points; (b) and (c)

In addition, Swansea Bay has been divided into 5 compliance / bathing zones

in order to determine the cross-shore variability in bathing water quality and
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identify regions of higher concentration which if swum in will increase the risk

of bathers falling ill. These have been further divided into high, mid, and low

extents, as with the DSP, which is located in Zone 4 (see Figure 6.7).

Figure 6.7: Swansea Bay compliance / bathing zones 1 to 5 (Z1 to Z5) and their
respective analysis points (pink dots)

6.3.2 Predictive performance

An effective method for evaluating the performance of a predictive model is the

use of a contingency table (see Table 6.1), which compares a predicted value with

a pre-defined threshold (such as the rBWD limits) [Bedri et al., 2016; Bennett

et al., 2013; Garćıa-Alba et al., 2018]. In relation to bathing water quality, this

can be used to advise on management practices and health risks [Bedri et al.,

2016].

Performance metrics which are derived from this table and are used herein to

quantify model performance are defined in Table 6.2, on which further information

is given by Bennett et al. [2013].
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Table 6.1: Contingency table [Bedri et al., 2016; Bennett et al., 2013]

Measured > Threshold

Yes No

Yes True False Predicted

Predicted > Positive (TP) Positive (FP) Yes

Threshold No False True Predicted

Negative (FN) Negative (TN) No

Measured Measured Total

Yes No

Table 6.2: Performance metrics derived from Table 6.1 [Bedri et al., 2016; Bennett
et al., 2013]

Metric Formula Range Ideal value

Accuracy
TP + TN

Total
0 - 1 1

Bias score
TP + FP

TP + FN
0 - ∞ 1

Hit rate
TP

TP + FN
0 - 1 1

False alarm rate
FP

FP + TN
0 - 1 0

Success index
1

2

(
TP

TP + FN
+

TN

Total

)
0 - 1 1

Threat score
TP

TP + FN + FP
0 - 1 1
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6.4 Results and Discussion

6.4.1 Swansea Bay DSP

Model predictions of the E.coli concentration at the Swansea Bay DSP through-

out the bathing season are shown in Figures 6.8 and 6.9. In each plot, the

modelled lines represent predictions at the mesh nodes shown in Figure 6.6 (b).

Figure 6.8: Comparison between the measured and predicted E.coli concentra-
tions at all mesh nodes along the Swansea Bay DSP from 12th July to 4th August
2011
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Figure 6.9: Comparison between the measured and predicted E.coli concentra-
tions at all mesh nodes along the Swansea Bay DSP from 5th August to 30th

September 2011

It can be seen that there is significant variability in the predicted E.coli con-

centration between nodes which makes model performance unclear. Therefore, to

aid comparison with the measured data, Figures 6.10 and 6.11 present predictions

given at the same time as the sample data. The performance metrics, calculated

using the rBWD ‘excellent’ limit (250 cfu/100 ml), are shown in Table 6.3, while

the contingency table values are given in Appendix B.2, Tables 16 and 17.

Figure 6.10: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP from 12th July to 4th August 2011
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Figure 6.11: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP from 5th August to 30th September 2011

Similarly, having acknowledged that there is spatial variability in predictions

along the DSP transect, such that modelled concentrations do not always spa-

tially or temporally align with measured values (see Chapter 5), Figures 6.12 and

6.13 present predictions taken at the wet mesh node closest in magnitude to the

sample data (herein called the Minimum Magnitude method), which is expected

to improve the performance metrics. The performance metrics, calculated using

the rBWD ‘excellent’ limit, are shown in Table 6.3, while the contingency table

values are given in Appendix B.2, Tables 18 and 19.
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Figure 6.12: Comparison between the measured and predicted E.coli concentra-
tions closest in magnitude to the sampled data at the Swansea Bay DSP, from
12th July to 4th August 2011, using a threshold depth of 0.05 m

Figure 6.13: Comparison between the measured and predicted E.coli concentra-
tions closest in magnitude to the sampled data at the Swansea Bay DSP, from
5th August to 30th September 2011, using a threshold depth of 0.05 m
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Table 6.3: Performance metrics for Figures 6.10, 6.11, 6.12 and 6.13, calculated
using the rBWD ‘excellent’ limit

Date / 12th Jul to 4th Aug 5th Aug to 30th Sept

Metric Figure 6.10 Figure 6.12 Figure 6.11 Figure 6.13

Accuracy 0.6 0.5 0.5 0.6

Bias score 4.6 4.8 2.8 2.8

Hit rate 0.0 0.0 0.6 0.9

False alarm rate 0.4 0.4 0.5 0.5

Success index 0.3 0.3 0.5 0.7

Threat score 0.0 0.0 0.2 0.3

As shown in Table 6.3, the middling accuracy and false alarm rate scores for

all runs suggest that model performance is generally poor, with equal probability

of correctly, or incorrectly, predicting exceedance events. This is confirmed by the

low threat score in all cases. A hit rate of 0 for the model run from July to August,

compared to 0.6 and 0.9 for that from August to September, confirms that the

latter demonstrates better predictive performance. This is also confirmed by the

larger success index values. A bias score greater than 1 indicates that the models

have a tendency to overestimate event magnitude.

It can be seen from Figures 6.10 and 6.12, and Table 6.3, that in the model run

from July to August, contrary to the hypothesis, using the Minimum Magnitude

method of analysis caused a reduction in the accuracy value. It is suggested that

this was due to the two methods sampling results at different mesh nodes, either

side of the threshold depth of 0.05 m. This suggests that a higher mesh resolution

would provide greater accuracy when predicting results to compare with samples

where the position and time of collection are known. Model performance was

improved for the period from August to September, suggesting that performance

metrics are more reliable when calculated over a longer duration, or using an

increased number of predictions. However, model performance remained poor.

As the model input data was measured over this period, it confirms that the

model was incapable of correctly simulating all processes which determine the

E.coli concentration over this period

It is suggested that poor model performance may be due to limitations of the
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Stapleton et al. [2007a] decay equation. As shown in Figures 6.1 and 6.2, the light

intensity is often greater than the upper limit of 260 W/m2 (see Section 5.3.1).

Therefore, the model is incapable of correctly predicting E.coli decay at at light

intensities greater than 260 W/m2, leading to an under prediction of decay rates

and an over prediction of bacterial levels. This is confirmed by the greater hit

rate and lower threat score of the model run from August to September; the input

light intensity time series contained lower peak values than from July to August

(see Figures 6.1 and 6.2), thus the model under predicted bacterial decay by a

lesser extent.

In addition, it may be the case that poor model performance when tested on

data from 2011 is that the data from 2012 used for model calibration was not

suitably representative of conditions in 2011.

In order to assess the model performance at a higher temporal resolution,

Figures 6.14, 6.15 and 6.16 present the predicted E.coli concentration versus the

measured concentration at the Swansea Bay DSP over periods of three consecutive

days. Results are shown at three fixed locations along the transect, as shown in

Figure 6.6 (c). The elevations of each point; H, M and L, are; 3.85 m, -3.22 m

and -5.0 m, respectively (relative to Ordnance Datum). Plots of the predicted

E.coli concentration at the nearest mesh node at the time of sampling for the

same time periods are shown in Figures 6.17, 6.18 and 6.19.

Figure 6.14: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to water level
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Figure 6.15: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to water level

Figure 6.16: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to water level
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Figure 6.17: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP

Figure 6.18: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP
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Figure 6.19: Comparison between the measured and predicted E.coli concentra-
tions at the Swansea Bay DSP

It can be seen from Figures 6.14 to 6.19 that while the model is capable of

predicting E.coli concentrations of a similar magnitude to the measured data,

there is a high degree of sub-daily temporal variability that is not predicted

by the model. It can also be seen that at the low tide sampling point, the

predicted E.coli concentration is strongly linked to the tidal cycle, with a greater

range of predicted values, and elevated concentrations predicted during low tide.

Similarly, concentrations at the mid-tide point are elevated during the mid-tide

phase, confirming the cyclic convection of a pollutant plume over the tidal cycle,

as discussed in Chapter 5. However, the range of predicted concentration values

is smaller than at the low tide point, and the concentration is predominantly

greater, both of which are due to the inshore advection of pollutants of the flood

tide.

It should be noted that the predicted concentrations plotted at the high tide

sampling location are misleading. The bed elevation at this point is 3.86 m

(reative to MSL), thus below this value the beach is dry. As discussed in Chap-

ter 5, the prediction of non-zero concentration values when this occurs is due

to TELEMAC permitting depth values above 0 m, resulting in the prediction of

small depths of stagnant water. The bed elevation at the mid and low tide loca-

tions are -3.22 m and -5.08 m, respectively, and therefore, this issue is minimised.

Having established the relationship between the predicted concentration and
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tidal phase, in order to investigate the model sensitivity the other influential pa-

rameters, Figures 6.20 to 6.22 present the predicted concentration with respect

to the following model inputs; River Tawe flow rate, River Tawe bacterial con-

centration, and light intensity. Of the three time periods shown in Figures 6.14

to 6.19, the 25th to 29th September is shown as both the measured and predicted

E.coli concentrations exhibit a greater degree of variability.

Figure 6.20: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to the River Tawe discharge

Figure 6.21: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to the River Tawe E.coli concentration
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Figure 6.22: Comparison between the measured and predicted E.coli concentra-
tions along the Swansea Bay DSP transect at the; high (H), mid (M) and low (L)
sampling locations, with respect to input light intensity

Figures 6.20 and 6.21 present the measured discharge and bacterial concen-

tration in the River Tawe used as model inputs. It can be seen that the elevated

inflow discharge and bacterial concentration on day 269 results in an increase in

the predicted E.coli concentration at the DSP. However, due to the difference in

temporal scales that determine the riverine regime and sub-daily bacterial decay,

there is no high-resolution temporal correlation between the two.

It can be seen in Figure 6.22 that over the period observed, the light intensity

varies throughout the day in a saw tooth / sinusoidal manner, with peak values

of between 500 W/m2 and 600 W/m2 at midday. However, while the measured

data exhibits a trend of low bacterial concentrations around midday, the model

predictions do not. It is proposed that this is due to the insensitivity of the model

to light intensities greater that 260 W/m2, such that the peak daily decay rate

was not reached over the observed period, and the tidal influence was therefore

dominant.

In addition, it can be seen from Figures 6.14 to 6.16, and Figure 6.22 that there

are significant hourly variations in the measured bacterial concentrations that do

not correlate with variations in light intensity. It is therefore suggested that while

light intensity is known to be strongly linked to bacterial decay, there may be

other processes within Swansea Bay which are also responsible for the observed
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hourly variations in bacterial concentration. Since these have been excluded from

the model, this may be partly responsible for the poor model performance.

These may include; turbidity, wave attenuation and surf zone processes, and

wind effects. It is suggested that these may impact bacterial levels as follows.

Wave attenuation processes cause an increase in bed sediment disturbances, re-

sulting in increased sediment levels within the surf zone. The increase in turbid-

ity and the subsequent attenuation of radiation may be a contributing factor in

causing fluctuations in bacterial concentration not accounted for in the model.

Furthermore, the disturbance of bed sediments may act as a bacterial source,

locally increasing and causing temporal and spatial fluctuations in concentration

[Yang, 2005]. Increased surface shear induced by wind may also have an influence

in shallow water, inducing greater flow velocities and causing increased dispersion

[Bedri et al., 2011; Moulinec et al., 2011].

Rainfall and wave measurements are indicative of the prevailing meteorological

conditions and enable better interrogation of model results to highlight processes

and inputs not captured. However, such data was not available over the observed

period and this was therefore not possible.

6.4.2 Beach Zone Compliance

Table 6.4 presents a comparison between the number of predicted exceedance

events at each of the locations in the compliance zones shown in Figure 6.7.

Events were calculated using the rBWD ‘excellent’ limit when the water depth at

each location exceeded a threshold depth of 0.05 m. Therefore, points were not

sampled when the beach was ‘dry’.
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Table 6.4: (a) Predicted number of rBWD exceedance events between the 5th

August and 30th September at each compliance location in Swansea Bay; (b)
percentage of time during which the rWBD ‘excellent’ limit is exceeded at each
location

(a)

Z1 Z2 Z3 Z4 Z5

H 259 1012 239 184 1036

M 1776 2044 2363 3495 4747

L 2052 2430 2970 3865 3722

(b)

Z1 Z2 Z3 Z4 Z5

H 63 72 72 77 95

M 51 67 67 72 90

L 37 44 51 67 93

It can be seen from Table 6.4 (b) that the percentage of time during which the

rBWD ‘excellent’ limit is exceeded progressively increases from Zone 1 to Zone

5. This is due to the impact of the River Tawe on the bacterial concentration at

the DSP (which is situated in Zone 4), as discussed on Chapter 5. At the high

tide sampling location, the predicted percentage of exceedances in Zones 1 and 5

are lower and higher than average, respectively, while values are similar in Zones

2 to 4. This indicates that at high tide, the DSP is representative of Zones 2 to

3. However, while DSP samples may show acceptable bacterial levels, samples

taken in Zone 5 may not. Conversely, while DSP samples may show unacceptable

bacterial levels, samples taken in Zone 1 may not.

In all zones, the percentage of time during which the rBWD limit is exceeded

is reduced with distance offshore. This is due to the offshore transport and

increased dilution of pollutants on the ebb tide [Feng et al., 2015].

At the low tide sampling location, the DSP is not representative of any zones

as the predicted percentage of exceedances progressively increases from Zone 1

to Zone 5, and lower at all locations during low tide. This suggests that the risk

of bathers falling ill is reduced from Zone 5 to Zone 1, confirming that a flexible

approach may be taken to beach management via the designation of safe and

unsafe zones based on water quality.
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6.5 Summary and conclusions

In this chapter, the hydro-environmental model of Swansea Bay developed in

Chapter 5 (the 2D model with improved source representation, using the Staple-

ton et al. [2007a] decay function), was applied to predict E.coli concentrations

throughout the 2011 bathing season, using measured light intensity and bacte-

rial inputs. Model performance was assessed using the contingency table and

performance metrics method.

It was found that despite the good model performance shown in Chapter 5, the

model was incapable of predicting hourly variations in E.coli concentration, as

seen in the sampled data, and for the majority of the simulation, over-predicted

concentrations. It is proposed that the inclusion of sediment, wave, and wind

processes in the nearshore zone will better capture these fluctuations.

Furthermore, it is suggested that the over prediction of bacterial concentra-

tions was due to the under prediction of bacterial decay rates, as a result of

the upper limit placed on light intensity, defined in the Stapleton et al. [2007a]

equation. As such, the model exhibited greater sensitivity to the tidal phase.

The spatial variability in E.coli concentrations within Swansea Bay was inves-

tigated by dividing the bathing water into five compliance zones. It was shown

that the dominant advective process governing bacterial transport is the cyclic

motion of pollutants over the tidal cycle. This causes higher bacterial concentra-

tions to be predicted during the high, and flood, tide, and vice versa on the low,

and ebb tide.

Furthermore, there is notable cross-shore variability in E.coli concentration,

which is greater during low tide, confirming an adaptive approach to beach man-

agement should be taken when designating safe and unsafe bathing zones.
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Chapter 7

Conclusions and outlook

Summary and conclusions

This thesis has focused on studying the mechanisms which govern the fate and

transport of pollutants in shallow waters, specifically, in estuarine and coastal

environments. The work covered in Chapters 4 to 6 can be divided into two

major topics; an experimental study of turbulent diffusion carried out at Tsinghua

University, China, and a numerical study of E.coli transport and decay in Swansea

Bay, UK.

The purpose of the investigation into turbulent diffusion was to develop cur-

rent understanding of the mechanisms which govern pollutant transport in river-

ine and estuarine environments. The conclusions, discussed below, will assist in

the prediction of floating pollutant transport, which facilitates the application of

targeted mitigation measures.

Using a straight, shallow, flat bottom flume, a range of experiments were

carried out in which the bed roughness and flow rate were varied. The position

of a group of floating PVC particles was tracked from release, using a PTV

system installed vertically above the flume. By calculating the change in particle

group variance over time it was possible to calculate the dimensional and non-

dimensional coefficients of turbulent diffusion for each set of flow conditions. In

addition, a numerical study was carried out using TELEMAC-2D to cross-validate

the experimental results. Based on the outcomes of both the experimental and

numerical studies, the following conclusions were made:
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• It was observed experientially that increased bed roughness is positively

correlated with particle group dispersion. This phenomenon was also repli-

cated by the TELEMAC-2D model, confirming the importance of including

spatially variable bed roughness values in numerical models, where appli-

cable.

• It was shown that the levels of turbulent kinetic energy within the experi-

mental flow regimes were positively correlated with the dispersion of floating

particles. This may assist in estimating pollutant transport along rivers in

data sparse regions, if turbulence measurements can be taken.

• It was also found that turbulent diffusion is positively correlated with the

aspect ratio of a flow, due to the action of secondary currents. However,

it was not possible to replicate this in TELEAMC-2D. It is therefore sug-

gested that when using a 2D model to predict pollutant transport in riverine

environments, the turbulence model should be modified to account for the

effect of secondary currents on lateral diffusion.

The study of Swansea Bay investigated a variety of methods commonly used

in the numerical simulation of bacterial fate and transport at a high temporal

resolution. The performance of the spatially and temporally variable bacterial de-

cay models proposed by Mancini [1978] and Stapleton et al. [2007a] was tested in

both 2D and 3D hydro-environmental models, using the open source TELEMAC

software suite. In doing so, the use of hourly measured solar radiation data as a

model input, to predict bacterial decay, was compared with the use of a simplified

sinusoidal approximation of the observed daily variation in radiation intensity.

In addition, two new modelling techniques were developed within the TELEMAC

solver, using MPI programming. To the knowledge of the author, this is the first

research study to propose these methods, which are; a depth-varying bacterial

decay model, for application in a 3D hydraulic model, and the implementation of

non-stationary beach source points in a 2D model.

Having established the most suitable approach for modelling Swansea Bay, the

preferred method was applied in a detailed bathing water assessment of the 2011

bathing season. This enabled an assessment of the revised Bathing Waters Di-
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rective (rBWD) monitoring procedure to determine whether a single Designated

Sampling Point (DSP) is representative of the whole bathing water.

The main conclusions from this body of work are summarised as follows:

• In a study of the 2012 bathing season, the bacterial decay model proposed

by Stapleton et al. [2007a] was found to better predict the concentration of

E.coli in Swansea Bay than the model proposed by Mancini [1978]. This

was due to the prediction of lower night time decay rates when using the

former.

• There has been a degree of uncertainty regarding the predicted decay values,

whether they were erroneous and if the Stapleton et al. [2007a] model was

representative the bacterial processes within Swansea Bay. If true then the

apparent accuracy of the [Stapleton et al., 2007a] model, when applied to

the 2012 bathing season, could have been due to the under prediction of

night time decay rates. If lower night time decay rates are applied, this

could result in similar concentration predictions to those calculated when

using the [Mancini, 1978] model.

• In this case, the under prediction of bacterial concentrations when using

the Mancini [1978] model could have been due to the exclusion of wind

effects, surf zone and sediment processes. The exlusion of these processes

may have also contributed to the poor performance of the Stapleton et al.

[2007a] model when applied to the 2011 bathing season.

• The decay model proposed by Mancini [1978] was found to be particularly

sensitive to water depth and predicted reduced bacterial concentrations

in shallow regions. This resulted in the prediction of a different spatial

concentration distribution of E.coli to that predicted using the Stapleton

et al. [2007a] model, which was found to be less sensitive to changes in water

depth and had reduced sensitivity to changes in light intensity. This was

due to the rapid attenuation of light in the water column caused by the high

turbidity levels in Swansea Bay, and an upper limit on the range of light

intensity values over which the equation is applicable. This limit was often
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exceeded in the input data series and as a result, predicted concentrations

were primarily influenced by the tidal cycle.

• It was found that the 2D model predicted greater bacterial concentrations

at the Swansea Bay and Aberafan DSPs than the 3D model. This was due

to the inclusion of the Rivers Tawe and Neath as point inputs with no flow

velocity in the latter, causing reduced advection, whereas the rivers were

modelled to their tidal limit in the former. This confirms the importance

of ensuring momentum conservation at non-static source boundaries.

• The newly developed, 3D depth variable decay model predicted lower bacte-

rial concentrations than a depth-averaged decay model. This was due to the

exponential decrease in bacterial decay with depth inducing a concentration

distribution throughout the water column, thereby increasing diffusion from

regions of high to low concentration. This approach is recommended as be-

ing a more realistic representation of bacterial processes and it is suggested

that it should be used in 3D modelling studies.

• Using a sinusoidal approximation of the daily variation light intensity (with

a peak value taken as the average of the measured peak daily intensity),

is suitable in 2D and 3D modelling studies when a depth-averaged decay

model is applied. In these cases, no difference was observed in the predicted

bacterial concentration to those predicted when using hourly measured ra-

diation data as a model input. However, it was found that when using a

3D depth variable decay rate, the model was sensitive to higher temporal

resolution irradiance inputs and therefore, these should be used if possible.

• It was found that using the newly developed method of representing beach

sources as non-stationary inputs improves predictions of bacterial concen-

trations in the nearshore zone and is a viable alternative to high spatial

resolution modelling of source tracks in this region.

• The final outcome of this study was the confirmation of significant spa-

tial and temporal variability in the predicted bacterial concentrations in

Swansea Bay. Greater bacterial concentrations in proximity to the water-

line were predicted during high tide, and vice versa at low tide. Greater
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variance in the predicted bacterial concentration was also observed offshore,

compared to reduced variance in proximity to the high tide line. Therefore,

the sampled bacterial concentration may be related to the time of measure-

ment during rBWD monitoring.

• Furthermore, due to the location of the River Tawe in the north-east of

Swansea Bay bathing water, bacterial concentrations are predicted to re-

duce with distance from the river mouth. It is therefore proposed that an

adaptive approach should be taken when designating safe bathing zones as

the risk of bathers falling ill is reduced in the southern end of the bathing

water and during low tide.

Recommendations for operation and future work

Based on the outcomes of the research presented in this thesis, it is apparent

that further work is required to develop deterministic models capable of predict-

ing sub-daily temporal variations in bacterial concentration suitable for practical

applications.

However, the following conclusions can be drawn which enable researchers,

engineers and beach mangers to apply this research in the operation of Swansea

Bay and other bathing waters:

• In the case of large beaches such as Swansea Bay, bacterial levels and water

quality can vary significantly along their length. Therefore, the classifi-

cation of bathing waters based on sampling at a single point should be

reassessed.

• In 3D modelling studies, a depth variable decay rate should be applied to

better reflect the effect of light attenuation on bacterial decay. In 2D studies,

artificially increased bacterial decay rates may be required to compensate

for this.

• Where applicable, source momentum must be included and conserved as

omission can lead to the under prediction of bacterial concentrations.
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• Modellers should consider the use of spatially variable beach sources when

studying shallow gradient beaches in macro-tidal environments. If found to

be too computationally intensive then sensitivity analysis should be carried

out to determine the impact of opting to use a simplified stationary source

approach.

• The decay equation proposed by Mancini [1978] has limitations when study-

ing turbid, shallow depth intertidal habitats due to the dependence of the

equation on water depth. This can lead to over prediction of decay rates

and sensitivity analysis should therefore be carried out to determine its

suitability.

• The use of a sinusoidal function to represent daily variations in light in-

tensity in hydro-bacterial models is a suitable simplification when data is

unknown at a higher resolution than the maximum daily intensity.

The following recommendations have been made to indicate topics which, in

the opinion of the author, are promising lines of study. Had more time been

available, these would have been pursued. They will also address many of the

assumptions and limitations previously described.

• Given the well mixed nature of Swansea Bay, this study has assumed a con-

stant suspended sediment profile throughout the water column. However, in

regions where sediment concentration profiles exist, such as estuarine envi-

ronments, it may be of interest for future studies to develop an equation for

light attenuation (and by proxy, bacterial decay) based on this profile. This

will enable more accurate calculation of depth variable or depth-averaged

decay rates, reducing time and computational requirements that would oth-

erwise be spent developing and calibrating a sediment model.

• The development of a numerical source apportionment model would enable

the immediate and accurate identification of the primary pollution sources

at a specific location. For example, in environments such as Swansea Bay,

where diffuse agricultural pollution is mixed with combined sewer overflow

discharges and those from a long sea outfall. This would also enable the use
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of more specific bacterial inputs, such as the type of animal in catchments

which support multiple species of livestock, facilitating targeted pollution

identification, and control measures.

• The degree to which sediment-bacteria interactions affect bacterial levels is

currently not very clear and it is therefore of interest to investigate this fur-

ther. This includes the representation of beach sand as a bacterial source.

It is suggested that these processes, combined with surf and wind effects,

may be responsible for the high degree of temporal variation in bacterial

concentrations observed within a day, currently not captured by the numer-

ical model developed herein. Accurate prediction of these variations may

lead to the use of a real-time deterministic model to advise the public of

bathing conditions, in accordance with the rBWD.

• A detailed statistical analysis of measured bacterial data in Swansea Bay, in

addition to other influential variables such as; rainfall, river flows, temper-

ature, salinity, turbidity, wind and wave conditions, may better inform on

the covariance between parameters and indicate processes which are under

represented in the current model schematisation.

• Similar laboratory experiments to the particle tracking study described,

however, using a dissolved tracer, would enable the calculation of the non-

dimensional turbulent diffusion coefficient to greater accuracy, and provide

a good measure for validating the results presented herein. In addition

this would enable the study of the longitudinal dispersion coefficient under

similar conditions.

• Such a study would also facilitate in the development of an empirical equa-

tion to describe the relationship between the aspect ratio of a flow and the

non-dimensional turbulent diffusion coefficient.
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A Experimental and numerical model study of

turbulent diffusion for steady flow conditions

Table 1: Series 1 (a) and 2 (b) Average non-dimensional coefficients of turbulent
diffusion as shown in Figure 4.13

(a)

Q εεε εεεx εεεy

0.06 0.328 0.431 0.226

0.07 0.418 0.256 0.580

0.08 0.260 0.220 0.300

0.09 0.244 0.436 0.051

(b)

Q εεε εεεx εεεy

0.06 0.347 0.510 0.184

0.07 0.273 0.409 0.137

0.08 0.161 0.157 0.164

0.09 0.104 0.107 0.102

Table 2: Series 3 (a) and 4 (b) Average non-dimensional coefficients of turbulent
diffusion as shown in Figure 4.25

(a)

Q εεε εεεx εεεy

0.04 0.121 0.086 0.113

0.06 0.224 0.194 0.255

0.08 0.154 0.178 0.100

0.10 0.132 0.145 0.118

(b)

Q εεε εεεx εεεy

0.04 0.165 0.213 0.117

0.06 0.171 0.247 0.094

0.08 0.095 0.070 0.121

0.10 0.141 0.137 0.125
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Table 3: Series 1 ADV turbulence measurements; (a) turbulence intensity (b)
turbulent kinetic energy

(a)

Q TI TIx TIy TIz

0.06 0.610 0.100 2.238 2.378

0.07 0.637 0.092 2.074 3.259

0.08 0.710 0.100 2.447 4.962

0.09 0.738 0.100 2.106 3.355

(b)

TKE TKEx TKEy TKEz

8.9E-04 3.1E-04 9.4E-05 4.9E-04

6.4E-04 2.1E-04 9.9E-05 3.3E-04

6.3E-04 1.9E-04 6.8E-05 3.7E-04

4.2E-04 1.5E-04 6.5E-05 2.1E-04

Table 4: Series 2 ADV turbulence measurements; (a) turbulence intensity (b)
turbulent kinetic energy

(a)

Q TI TIx TIy TIz

0.06 0.666 0.134 2.133 3.276

0.07 0.774 0.146 1.778 2.931

0.08 0.746 0.138 3.666 2.798

0.09 0.723 0.101 1.999 3.994

(b)

TKE TKEx TKEy TKEz

1.4E-03 5.9E-04 1.6E-04 6.1E-04

1.3E-03 5.0E-04 1.2E-04 6.8E-04

8.6E-04 4.0E-04 1.1E-04 3.5E-04

4.7E-04 1.7E-04 7.9E-05 2.2E-04

Table 5: Series 3 ADV turbulence measurements; (a) turbulence intensity (b)
turbulent kinetic energy

(a)

Q TI TIx TIy TIz

0.04 1.411 0.131 2.900 2.167

0.06 0.928 0.130 1.601 5.190

0.08 0.819 0.120 2.056 3.001

0.10 0.643 0.125 1.896 4.529

(b)

TKE TKEx TKEy TKEz

1.2E-03 7.9E-05 3.3E-05 1.1E-03

7.2E-04 1.8E-04 5.7E-05 4.8E-04

1.9E-03 2.9E-04 8.3E-05 1.5E-03

1.1E-03 4.9E-04 1.5E-04 4.3E-04

198



appendices

Table 6: Series 4 ADV turbulence measurements; (a) turbulence intensity (b)
turbulent kinetic energy

(a)

Q TI TIx TIy TIz

0.04 1.037 0.109 1.360 5.010

0.06 0.826 0.117 1.569 3.454

0.08 0.682 0.107 1.820 3.197

0.10 0.607 0.111 1.501 2.318

(b)

TKE TKEx TKEy TKEz

1.9E-04 5.9E-05 2.2E-05 1.1E-04

4.5E-04 1.7E-04 4.2E-05 2.4E-04

6.3E-04 2.5E-04 8.2E-05 3.1E-04

9.1E-04 4.0E-04 1.2E-04 3.9E-04
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B Development of water quality model

B.1 Example Fortran code

Listing 1: Example Fortran code for the implementation of the Mancini [1978]
decay equation in TELEMAC-2D

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE DIFSOU

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

&(TEXP,TIMP,YASMI,TSCEXP,HPROP,TN,TETAT,NREJET, ISCE ,

DSCE,TSCE,

& MAXSCE,MAXTRA,AT,DT,MASSOU,NTRAC,FAC, NSIPH, ENTSIP,

SORSIP ,

& DSIP , TSIP ,NBUSE,ENTBUS,SORBUS,DBUS,TBUS,NWEIRS,

TYPSEUIL,

& N NGHB W NODES,NDGA1,NDGB1,TWEIRA,TWEIRB)

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC2D V7P2

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES THE SOURCES TERMS IN THE DIFFUSION

EQUATION

!+ FOR THE TRACER.

!

! warning BEWARE OF NECESSARY COMPATIBILITIES FOR HPROP,

WHICH

!+ SHOULD REMAIN UNCHANGED UNTIL THE

COMPUTATION OF THE

!+ TRACER MASS IN CVDFTR

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!
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! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ Decay r a t e c a l c u l a t e s based on Mancini (1978)

equat ion

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | AT |−−>| TIME IN SECONDS

! | DBUS |−−>| DISCHARGE OF TUBES.

! | DSCE |−−>| DISCHARGE OF POINT SOURCES

! | DSIP |−−>| DISCHARGE OF CULVERT.

! | DT |−−>| TIME STEP

! | ENTBUS |−−>| INDICES OF ENTRY OF TUBES IN

GLOBAL NUMBERING

! | ENTSIP |−−>| INDICES OF ENTRY OF PIPE IN GLOBAL

NUMBERING

! | FAC |−−>| IN PARALLEL :

! | | | 1/(NUMBER OF SUB−DOMAINS OF THE

POINT)

! | HPROP |−−>| PROPAGATION DEPTH

! | ISCE |−−>| NEAREST POINTS OF DISCHARGES

! | MASSOU |<−−| MASS OF TRACER ADDED BY SOURCE

TERM

! | MAXSCE |−−>| MAXIMUM NUMBER OF SOURCES

! | MAXTRA |−−>| MAXIMUM NUMBER OF TRACERS

! | NBUSE |−−>| NUMBER OF TUBES

! | NREJET |−−>| NUMBER OF POINT SOURCES.

! | NSIPH |−−>| NUMBER OF CULVERTS

! | NTRAC |−−>| NUMBER OF TRACERS

! | NWEIRS |−−>| NUMBER OF WEIRS

! | SORBUS |−−>| INDICES OF TUBES EXITS IN GLOBAL

NUMBERING

! | SORSIP |−−>| INDICES OF PIPES EXITS IN GLOBAL
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NUMBERING

! | TBUS |−−>| VALUES OF TRACERS AT TUBES

EXTREMITY

! | TETAT |−−>| COEFFICIENT OF IMPLICITATION FOR

TRACERS.

! | TEXP |−−>| EXPLICIT SOURCE TERM.

! | TIMP |−−>| IMPLICIT SOURCE TERM.

! | TN |−−>| TRACERS AT TIME N

! | TSCE |−−>| PRESCRIBED VALUES OF TRACERS AT

POINT SOURCES

! | TSCEXP |<−−| EXPLICIT SOURCE TERM OF POINT

SOURCES

! | | | IN TRACER EQUATION, EQUAL TO:

! | | | TSCE − ( 1 − TETAT ) TN

! | TSIP |−−>| VALUES OF TRACERS AT CULVERT

EXTREMITY

! | TWEIRA |−−>| VALUES OF TRACERS ON SIDE A OF

WEIR

! | TWEIRB |−−>| VALUES OF TRACERS ON SIDE B OF

WEIR

! | TYPSEUIL |−−>| TYPE OF WEIRS ( IF = 2 , WEIRS

TREATED AS SOURCES POINTS)

! | YASMI |<−−| IF YES, THERE ARE IMPLICIT SOURCE

TERMS

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC

USE INTERFACE PARALLEL

USE DECLARATIONS TELEMAC2D, ONLY: LOITRAC, COEF1TRAC

, QWA, QWB,

& MAXNPS,U,V,UNSV2D,V2DPAR,VOLU2D, T1 , T2 , T3 , T4 , T5 , T6 ,

T7 , T8 , T9 , T10 ,
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& T11 , T12 ,MESH,MSK,

& IELMU, S ,NPOIN,CF,H,SECCURRENTS, SEC AS , SEC DS , SEC R

, IND T ,LT,

& ICONVFT,OPTADV TR,PATMOS, LISTIN ,GRAV, ZF,DEBUG,

IND S ,MASKEL,

& MARDAT,MARTIM,LAMBD0, PHI0 ,

& WNODES PROC,WNODES

USE DECLARATIONS WAQTEL,ONLY: FORMRS,O2SATU,ADDTR,

WAQPROCESS,

& WATTEMP,RSW,ABRS,RAYEFF

USE INTERFACE WAQTEL

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER , INTENT(IN) : : ISCE (∗ ) ,NREJET,

NTRAC

INTEGER , INTENT(IN) : : NSIPH,NBUSE,

NWEIRS

INTEGER , INTENT(IN) : : N NGHB W NODES

INTEGER , INTENT(IN) : : ENTSIP(NSIPH) ,

SORSIP(NSIPH)

INTEGER , INTENT(IN) : : ENTBUS(NBUSE) ,

SORBUS(NBUSE)

INTEGER , INTENT(IN) : : MAXSCE,MAXTRA,

TYPSEUIL

INTEGER , INTENT(IN) : : FAC(∗ )

LOGICAL , INTENT(INOUT) : : YASMI(∗ )

DOUBLE PRECISION , INTENT(IN) : : AT,DT,TETAT,DSCE

(∗ )

DOUBLE PRECISION , INTENT(IN) : : DSIP(NSIPH) ,DBUS
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(NBUSE)

DOUBLE PRECISION , INTENT(IN) : : TSCE(MAXSCE,

MAXTRA)

DOUBLE PRECISION , INTENT(INOUT) : : MASSOU(∗ )

TYPE(BIEF OBJ) , INTENT(IN) : : TN,HPROP, TSIP ,

TBUS

TYPE(BIEF OBJ) , INTENT(IN) : : TWEIRA,TWEIRB

TYPE(BIEF OBJ) , INTENT(IN) : : NDGA1,NDGB1

TYPE(BIEF OBJ) , INTENT(INOUT) : : TSCEXP,TEXP,TIMP

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER I ,K, IR , ITRAC,N, INDIC ,NTRA

LOGICAL DISTRI

!

DOUBLE PRECISION DEBIT,TRASCE

DOUBLE PRECISION DENOM,NUMER,NORM2,SEC RMAX,RMAX

!

DOUBLE PRECISION H1 , H2 ,TRUP,TRDO,AB,DZ

DOUBLE PRECISION, PARAMETER : : EPS=1.D−6

!

INTRINSIC SQRT

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IRR ,EXT

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90

DOUBLE PRECISION DEK, DKi ,DKs,DKt,RNGE

DOUBLE PRECISION, PARAMETER : : ALFA = 1 .D0
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DOUBLE PRECISION, PARAMETER : : SS = 84.82D0

DOUBLE PRECISION, PARAMETER : : SAL = 32 .D0

DOUBLE PRECISION, PARAMETER : : TEMP = 15 .D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! MODEL START TIME AT 0200H − CALCULATE INITIAL

FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SECONDARY CURRENTS WILL BE TREATED APART

!

NTRA=NTRAC

IF (SECCURRENTS) NTRA=NTRA−1

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! EXPLICIT SOURCE TERMS

!

DO ITRAC=1,NTRA

CALL OS( ’X=0 ’ ,X=TSCEXP%ADR(ITRAC)%P)
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CALL OS( ’X=0 ’ ,X=TEXP%ADR(ITRAC)%P)

MASSOU(ITRAC) = 0 .D0

ENDDO

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! INITIALIALIZATION OF YASMI

IF (LT.EQ. 1 )THEN

DO ITRAC=1,NTRA

IF (LOITRAC(ITRAC) .EQ. 0 ) THEN

YASMI(ITRAC) =.FALSE.

ELSEIF(LOITRAC(ITRAC) .EQ. 1 ) THEN

YASMI(ITRAC) =.TRUE.

ELSE

IF (LNG.EQ. 1 ) WRITE(LU, ∗ ) ’DIFSOU : LOI NON

PROGRAMMEE’

IF (LNG.EQ. 2 ) WRITE(LU, ∗ ) ’DIFSOU : LAW NOT

IMPLEMENTED’

CALL PLANTE(1)

STOP

ENDIF

ENDDO

! WHEN COUPLING WITH WAQTEL, PREPARE IMPLICIT SOURCE

TERMS

!

IF (INCLUS(COUPLING, ’WAQTEL’ ) ) THEN

CALL YASMI WAQ(NTRA,YASMI)

ENDIF

ENDIF

!

! IMPLICIT SOURCE TERMS (DEPENDING ON THE LAW CHOSEN)

!

DO ITRAC=1,NTRA

IF (LOITRAC(ITRAC) .EQ. 1 ) THEN
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! MANCINI LAW

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) )

THEN

IRR = RNGE∗SIN( PI∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IRR = IRRNIGHT

END IF

! CONVERT TO LANGLEY/HR

IRR = IRR/11.63D0

EXT = 0.55D0∗SS

DKs = 0 .8D0 + (0 . 02D0∗SAL)

DKt = DKs∗ (1 . 07D0∗∗(TEMP−20.D0) )

DO I =1,HPROP%DIM1

! LIMIT HPROP TO PREVENT DIVISION BY ZERO: T90

= INF

IF (HPROP%R( I )<DKTHRESH) THEN

DKi = ALFA∗IRR∗ ( 1 .D0−EXP(−EXT∗
DKTHRESH) ) /

& (EXT∗DKTHRESH)

ELSE

! DECAY CALCULATED NORMALLY

DKi = ALFA∗IRR∗ ( 1 .D0−EXP(−EXT∗HPROP%

R( I ) ) ) /(EXT∗HPROP%R( I ) )

END IF

DEK = DKi + DKt

T90 = 2 .3D0∗24 .D0/DEK

TIMP%ADR(ITRAC)%P%R( I ) = (−2.3D0

/T90/3600 .D0)∗HPROP%R( I )
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ENDDO

ENDIF

ENDDO

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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Listing 2: Example Fortran code for the implementation of the Stapleton et al.
[2007a] decay equation in TELEMAC-2D

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE DIFSOU

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

&(TEXP,TIMP,YASMI,TSCEXP,HPROP,TN,TETAT,NREJET, ISCE ,

DSCE,TSCE,

& MAXSCE,MAXTRA,AT,DT,MASSOU,NTRAC,FAC, NSIPH, ENTSIP,

SORSIP ,

& DSIP , TSIP ,NBUSE,ENTBUS,SORBUS,DBUS,TBUS,NWEIRS,

TYPSEUIL,

& N NGHB W NODES,NDGA1,NDGB1,TWEIRA,TWEIRB)

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC2D V7P2

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES THE SOURCES TERMS IN THE DIFFUSION

EQUATION

!+ FOR THE TRACER.

!

! warning BEWARE OF NECESSARY COMPATIBILITIES FOR HPROP,

WHICH

!+ SHOULD REMAIN UNCHANGED UNTIL THE

COMPUTATION OF THE

!+ TRACER MASS IN CVDFTR

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2
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!+ Decay r a t e c a l c u l a t e s based on S t a p l e t o n (2007 b )

equat ion

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | AT |−−>| TIME IN SECONDS

! | DBUS |−−>| DISCHARGE OF TUBES.

! | DSCE |−−>| DISCHARGE OF POINT SOURCES

! | DSIP |−−>| DISCHARGE OF CULVERT.

! | DT |−−>| TIME STEP

! | ENTBUS |−−>| INDICES OF ENTRY OF TUBES IN

GLOBAL NUMBERING

! | ENTSIP |−−>| INDICES OF ENTRY OF PIPE IN GLOBAL

NUMBERING

! | FAC |−−>| IN PARALLEL :

! | | | 1/(NUMBER OF SUB−DOMAINS OF THE

POINT)

! | HPROP |−−>| PROPAGATION DEPTH

! | ISCE |−−>| NEAREST POINTS OF DISCHARGES

! | MASSOU |<−−| MASS OF TRACER ADDED BY SOURCE

TERM

! | MAXSCE |−−>| MAXIMUM NUMBER OF SOURCES

! | MAXTRA |−−>| MAXIMUM NUMBER OF TRACERS

! | NBUSE |−−>| NUMBER OF TUBES

! | NREJET |−−>| NUMBER OF POINT SOURCES.

! | NSIPH |−−>| NUMBER OF CULVERTS

! | NTRAC |−−>| NUMBER OF TRACERS

! | NWEIRS |−−>| NUMBER OF WEIRS

! | SORBUS |−−>| INDICES OF TUBES EXITS IN GLOBAL

NUMBERING

! | SORSIP |−−>| INDICES OF PIPES EXITS IN GLOBAL

NUMBERING

! | TBUS |−−>| VALUES OF TRACERS AT TUBES

EXTREMITY
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! | TETAT |−−>| COEFFICIENT OF IMPLICITATION FOR

TRACERS.

! | TEXP |−−>| EXPLICIT SOURCE TERM.

! | TIMP |−−>| IMPLICIT SOURCE TERM.

! | TN |−−>| TRACERS AT TIME N

! | TSCE |−−>| PRESCRIBED VALUES OF TRACERS AT

POINT SOURCES

! | TSCEXP |<−−| EXPLICIT SOURCE TERM OF POINT

SOURCES

! | | | IN TRACER EQUATION, EQUAL TO:

! | | | TSCE − ( 1 − TETAT ) TN

! | TSIP |−−>| VALUES OF TRACERS AT CULVERT

EXTREMITY

! | TWEIRA |−−>| VALUES OF TRACERS ON SIDE A OF

WEIR

! | TWEIRB |−−>| VALUES OF TRACERS ON SIDE B OF

WEIR

! | TYPSEUIL |−−>| TYPE OF WEIRS ( IF = 2 , WEIRS

TREATED AS SOURCES POINTS)

! | YASMI |<−−| IF YES, THERE ARE IMPLICIT SOURCE

TERMS

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC

USE INTERFACE PARALLEL

USE DECLARATIONS TELEMAC2D, ONLY: LOITRAC, COEF1TRAC

, QWA, QWB,

& MAXNPS,U,V,UNSV2D,V2DPAR,VOLU2D, T1 , T2 , T3 , T4 , T5 , T6 ,

T7 , T8 , T9 , T10 ,

& T11 , T12 ,MESH,MSK,

& IELMU, S ,NPOIN,CF,H,SECCURRENTS, SEC AS , SEC DS , SEC R

, IND T ,LT,
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& ICONVFT,OPTADV TR,PATMOS, LISTIN ,GRAV, ZF,DEBUG,

IND S ,MASKEL,

& MARDAT,MARTIM,LAMBD0, PHI0 ,

& WNODES PROC,WNODES

USE DECLARATIONS WAQTEL,ONLY: FORMRS,O2SATU,ADDTR,

WAQPROCESS,

& WATTEMP,RSW,ABRS,RAYEFF

USE INTERFACE WAQTEL

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER , INTENT(IN) : : ISCE (∗ ) ,NREJET,

NTRAC

INTEGER , INTENT(IN) : : NSIPH,NBUSE,

NWEIRS

INTEGER , INTENT(IN) : : N NGHB W NODES

INTEGER , INTENT(IN) : : ENTSIP(NSIPH) ,

SORSIP(NSIPH)

INTEGER , INTENT(IN) : : ENTBUS(NBUSE) ,

SORBUS(NBUSE)

INTEGER , INTENT(IN) : : MAXSCE,MAXTRA,

TYPSEUIL

INTEGER , INTENT(IN) : : FAC(∗ )

LOGICAL , INTENT(INOUT) : : YASMI(∗ )

DOUBLE PRECISION , INTENT(IN) : : AT,DT,TETAT,DSCE

(∗ )

DOUBLE PRECISION , INTENT(IN) : : DSIP(NSIPH) ,DBUS

(NBUSE)

DOUBLE PRECISION , INTENT(IN) : : TSCE(MAXSCE,

MAXTRA)

212



appendices

DOUBLE PRECISION , INTENT(INOUT) : : MASSOU(∗ )

TYPE(BIEF OBJ) , INTENT(IN) : : TN,HPROP, TSIP ,

TBUS

TYPE(BIEF OBJ) , INTENT(IN) : : TWEIRA,TWEIRB

TYPE(BIEF OBJ) , INTENT(IN) : : NDGA1,NDGB1

TYPE(BIEF OBJ) , INTENT(INOUT) : : TSCEXP,TEXP,TIMP

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER I ,K, IR , ITRAC,N, INDIC ,NTRA

LOGICAL DISTRI

!

DOUBLE PRECISION DEBIT,TRASCE

DOUBLE PRECISION DENOM,NUMER,NORM2,SEC RMAX,RMAX

!

DOUBLE PRECISION H1 , H2 ,TRUP,TRDO,AB,DZ

DOUBLE PRECISION, PARAMETER : : EPS=1.D−6

!

INTRINSIC SQRT

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IRR ,EXT,TURB,RNGE,IRRNEW

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90 ,T90EXP, T901 , T902

DOUBLE PRECISION, PARAMETER : : ALF = 1 .D0

DOUBLE PRECISION, PARAMETER : : SS = 84.82D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

213



appendices

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SECONDARY CURRENTS WILL BE TREATED APART

!

NTRA=NTRAC

IF (SECCURRENTS) NTRA=NTRA−1

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! EXPLICIT SOURCE TERMS

!

DO ITRAC=1,NTRA

CALL OS( ’X=0 ’ ,X=TSCEXP%ADR(ITRAC)%P)

CALL OS( ’X=0 ’ ,X=TEXP%ADR(ITRAC)%P)

MASSOU(ITRAC) = 0 .D0

ENDDO

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
! INITIALIALIZATION OF YASMI

IF (LT.EQ. 1 )THEN
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DO ITRAC=1,NTRA

IF (LOITRAC(ITRAC) .EQ. 0 ) THEN

YASMI(ITRAC) =.FALSE.

ELSEIF(LOITRAC(ITRAC) .EQ. 1 ) THEN

YASMI(ITRAC) =.TRUE.

ELSE

IF (LNG.EQ. 1 ) WRITE(LU, ∗ ) ’DIFSOU : LOI NON

PROGRAMMEE’

IF (LNG.EQ. 2 ) WRITE(LU, ∗ ) ’DIFSOU : LAW NOT

IMPLEMENTED’

CALL PLANTE(1)

STOP

ENDIF

ENDDO

! WHEN COUPLING WITH WAQTEL, PREPARE IMPLICIT SOURCE

TERMS

!

IF (INCLUS(COUPLING, ’WAQTEL’ ) ) THEN

CALL YASMI WAQ(NTRA,YASMI)

ENDIF

ENDIF

!

! IMPLICIT SOURCE TERMS (DEPENDING ON THE LAW CHOSEN)

!

DO ITRAC=1,NTRA

IF (LOITRAC(ITRAC) .EQ. 1 ) THEN

! STAPLETON LAW

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) )

THEN
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IRR = RNGE∗SIN( PI∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IRR = IRRNIGHT

END IF

IF (IRR .GT. 2 6 0 .D0) THEN

IRR = 260 .D0

END IF

EXT = 0.55D0∗SS

TURB = 139.479D0∗LOG10(SS ) − 244.736D0

T902 = 10 .D0∗∗ ( (0 . 0047D0∗TURB) + 0.677D0)

T90EXP = LOG( 1 0 .D0) /(0 .000011D0∗260 .D0∗60 .D0)

! DEPTH AVERAGED DECAY − BASED ON DEPTH AVERAGED

! LIGHT INTENSITY OVER THE WATER COLUMN

DO I =1,HPROP%DIM1

! DEPTH AVERAGED BEER−LAMBERT LAW

IRRNEW = ALF∗IRR∗ ( 1 .D0−EXP(−EXT∗HPROP%R( I ) ) ) /

& (EXT∗HPROP%R( I ) )

IF (IRRNEW.LT. 1 5 . D0) THEN

IRRNEW = 15 .D0

END IF

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW

∗60 .D0)

T90 = T902 + T901 − T90EXP

! LIMIT DEPTH FOR DECAY RATE

IF (HPROP%R( I )<DKTHRESH) THEN

! CALCULATE DEPTH AVERAGED IRR AT THRESHOLD

AND DEPTH

! AVERAGED DECAY BASED ON THIS

! DEPTH AVERAGED BEER−LAMBERT LAW:

IRRNEW = ALF∗IRR∗ ( 1 .D0−EXP(−EXT∗DKTHRESH) ) /

& (EXT∗DKTHRESH)

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW∗60 .D0)
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T90 = T902 + T901 − T90EXP

ELSE

! T90 = T90

END IF

TIMP%ADR(ITRAC)%P%R( I ) = (−2.3D0/

T90/3600 .D0)∗HPROP%R( I )

ENDDO

ENDIF

ENDDO

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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Listing 3: Example Fortran code for the inclusion of tracer decay in TELEMAC-
3D

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE SOURCE TRAC

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
& (LT)

!

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC3D V7P1

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES SOURCE TERMS FOR DIFFUSION OF TRACERS.

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ I n c l u s i o n o f e x p o n e n t i a l decay r a t e (T90 decay )

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | LT |−−>| ITERATION NUMBER

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC,ONLY : COUPLING

USE DECLARATIONS TELEMAC3D

! HEAT EXCHANGE WITH ATMOSPHERE

USE EXCHANGE WITH ATMOSPHERE

USE DECLARATIONS WAQTEL,ONLY : NEBU,ZSD,WAQPROCESS,

RAYEFF

USE INTERFACE WAQTEL
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USE INTERFACE TELEMAC3D,EX SOURCE TRAC =>SOURCE TRAC

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER, INTENT(IN) : : LT

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER ITRAC

DOUBLE PRECISION DUMM(2)

!

! INTEGER IPLAN, I , J

! DOUBLE PRECISION TREEL,SAL,RO,LAMB,RAY SOL,LATITUDE

,LONGITUDE

! DOUBLE PRECISION KD

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER IPOIN3 , IPOIN2 , IPLAN,SURF

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET

DOUBLE PRECISION, PARAMETER : : T90NIGHT=50.D0

DOUBLE PRECISION, PARAMETER : : T90DAY=50.D0

DOUBLE PRECISION T90

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

219



appendices

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SETS SOURCE TERMS TO ZERO

!

IF (NTRAC.GE. 1 ) THEN

!

! CALL OS ( ’X=C ’ , X=S0TA , C=0.D0 )

! CALL OS ( ’X=C ’ , X=S1TA , C=0.D0 )

!

! SOURCE TERMS SIMPLY MARKED

!

! BEWARE, PUT Q INSTEAD OF 0 IN TYPR IF NOT NIL

!

DO ITRAC=1,NTRAC

S0TA%ADR(ITRAC)%P%TYPR=’ 0 ’

S1TA%ADR(ITRAC)%P%TYPR=’Q’

ENDDO

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) ) THEN

T90 = T90DAY

ELSE

T90 = T90NIGHT
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END IF

DO IPOIN2=1,NPOIN2

DO IPLAN=1,NPLAN

IPOIN3=IPOIN2+(IPLAN−1)∗NPOIN2

S1TA%ADR(1)%P%R(IPOIN3) = 2 .3D0/T90/3600 .D0

END DO

END DO

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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Listing 4: Example Fortran code for the inclusion of the Mancini [1978] decay
equation in TELEMAC-3D using a depth-averaged approach

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE SOURCE TRAC

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
& (LT)

!

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC3D V7P1

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES SOURCE TERMS FOR DIFFUSION OF TRACERS.

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ I n c l u s i o n o f Mancini (1978) depth−averaged decay r a t e

(T90 decay )

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | LT |−−>| ITERATION NUMBER

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC,ONLY : COUPLING

USE DECLARATIONS TELEMAC3D

! HEAT EXCHANGE WITH ATMOSPHERE

USE EXCHANGE WITH ATMOSPHERE

USE DECLARATIONS WAQTEL,ONLY : NEBU,ZSD,WAQPROCESS,

RAYEFF
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USE INTERFACE WAQTEL

USE INTERFACE TELEMAC3D,EX SOURCE TRAC =>SOURCE TRAC

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER, INTENT(IN) : : LT

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER ITRAC

DOUBLE PRECISION DUMM(2)

!

! INTEGER IPLAN, I , J

! DOUBLE PRECISION TREEL,SAL,RO,LAMB,RAY SOL,LATITUDE

,LONGITUDE

! DOUBLE PRECISION KD

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER IPOIN3 , IPOIN2 , IPLAN,SURF

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IR ,EXT

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90

DOUBLE PRECISION DEK, DKi ,DKs,DKt,LAYDEP,RNGE

DOUBLE PRECISION, PARAMETER : : ALF = 1 .D0

DOUBLE PRECISION, PARAMETER : : SS = 84.82D0
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DOUBLE PRECISION, PARAMETER : : SAL = 32 .D0

DOUBLE PRECISION, PARAMETER : : TMP = 15 .D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SETS SOURCE TERMS TO ZERO

!

IF (NTRAC.GE. 1 ) THEN

!

! CALL OS ( ’X=C ’ , X=S0TA , C=0.D0 )

! CALL OS ( ’X=C ’ , X=S1TA , C=0.D0 )

!

! SOURCE TERMS SIMPLY MARKED

!

! BEWARE, PUT Q INSTEAD OF 0 IN TYPR IF NOT NIL

!

DO ITRAC=1,NTRAC

S0TA%ADR(ITRAC)%P%TYPR=’ 0 ’
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S1TA%ADR(ITRAC)%P%TYPR=’Q’

ENDDO

! MANCINI LAW

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) ) THEN

IR = RNGE∗SIN( PI ∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IR = IRRNIGHT

END IF

! CONVERT TO LANGLEY/HR

IR = IR /11.63D0

EXT = 0.55D0∗SS

DKs = 0 .8D0 + (0 . 02D0∗SAL)

DKt = DKs∗ (1 . 07D0∗∗(TMP−20.D0) )

! DEPTH AVERAGED CALCULATION OF DECAY BASED ON

CHANGE IN

! IR OVER THE WATER COLUMN

DO IPOIN2=1,NPOIN2

DO IPLAN=1,NPLAN

IPOIN3=IPOIN2+(IPLAN−1)∗NPOIN2

! DECAY CONDITION DEPENDS ON H > / < THRESHOLD

IF (H%R(IPOIN2)>DKTHRESH)THEN

! DEPTH AVERGAED BEER−LAMBERT LAW

DKi = ALF∗IR ∗ ( 1 .D0−EXP(−EXT∗H%R(IPOIN2) ) ) /

& (EXT∗H%R(IPOIN2) )

ELSE

! DECAY dAve DKi AT THRESHOLD

! DEPTH AVERGAED BEER−LAMBERT LAW

DKi = ALF∗IR ∗ ( 1 .D0−EXP(−EXT∗DKTHRESH) ) /
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& (EXT∗DKTHRESH)

ENDIF

DEK = DKi + DKt

T90 = 2 .3D0∗24 .D0/DEK

S1TA%ADR(1)%P%R(IPOIN3) = 2 .3D0/T90/3600 .D0

END DO

END DO

!

ENDIF

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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Listing 5: Example Fortran code for the inclusion of the Mancini [1978] decay
equation in TELEMAC-3D using a staggered approach

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE SOURCE TRAC

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
& (LT)

!

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC3D V7P1

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES SOURCE TERMS FOR DIFFUSION OF TRACERS.

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ I n c l u s i o n o f Mancini (1978) s t a g g e r e d decay r a t e (T90

decay )

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | LT |−−>| ITERATION NUMBER

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC,ONLY : COUPLING

USE DECLARATIONS TELEMAC3D

! HEAT EXCHANGE WITH ATMOSPHERE

USE EXCHANGE WITH ATMOSPHERE

USE DECLARATIONS WAQTEL,ONLY : NEBU,ZSD,WAQPROCESS,

RAYEFF
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USE INTERFACE WAQTEL

USE INTERFACE TELEMAC3D,EX SOURCE TRAC =>SOURCE TRAC

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER, INTENT(IN) : : LT

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER ITRAC

DOUBLE PRECISION DUMM(2)

!

! INTEGER IPLAN, I , J

! DOUBLE PRECISION TREEL,SAL,RO,LAMB,RAY SOL,LATITUDE

,LONGITUDE

! DOUBLE PRECISION KD

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER IPOIN3 , IPOIN2 , IPLAN,SURF

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IR ,EXT

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90

DOUBLE PRECISION DEK, DKi ,DKs,DKt,LAYDEP,RNGE

DOUBLE PRECISION, PARAMETER : : ALF = 1 .D0

DOUBLE PRECISION, PARAMETER : : SS = 84.82D0
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DOUBLE PRECISION, PARAMETER : : SAL = 32 .D0

DOUBLE PRECISION, PARAMETER : : TMP = 15 .D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SETS SOURCE TERMS TO ZERO

!

IF (NTRAC.GE. 1 ) THEN

!

! CALL OS ( ’X=C ’ , X=S0TA , C=0.D0 )

! CALL OS ( ’X=C ’ , X=S1TA , C=0.D0 )

!

! SOURCE TERMS SIMPLY MARKED

!

! BEWARE, PUT Q INSTEAD OF 0 IN TYPR IF NOT NIL

!

DO ITRAC=1,NTRAC

S0TA%ADR(ITRAC)%P%TYPR=’ 0 ’
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S1TA%ADR(ITRAC)%P%TYPR=’Q’

ENDDO

! MANCINI LAW

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) ) THEN

IR = RNGE∗SIN( PI ∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IR = IRRNIGHT

END IF

! CONVERT TO LANGLEY/HR

IR = IR /11.63D0

EXT = 0.55D0∗SS

DKs = 0 .8D0 + (0 . 02D0∗SAL)

DKt = DKs∗ (1 . 07D0∗∗(TMP−20.D0) )

! IR VALUE VARIABLE WITH DEPTH (AND BETWEEN LAYERS)

DO IPOIN2=1,NPOIN2

DO IPLAN=1,NPLAN

IPOIN3=IPOIN2+(IPLAN−1)∗NPOIN2

! DECAY CONDITION DEPENDS ON H > / < THRESHOLD

IF (H%R(IPOIN2)>DKTHRESH)THEN

! DECAY CALCULATED BASED ON LAYER DEPTH

SURF = IPOIN2+(NPLAN−1)∗NPOIN2

! ACCOUNT FOR WATER SURFACE BEING ABOVE /

BELOW 0.0 DATUM

LAYDEP=(ZPROP%R(IPOIN3)−ZPROP%R(SURF) )

∗(−1.D0)

DKi = ALF∗IR∗EXP(−EXT∗
LAYDEP)

! LIMIT DKi TO PREVENT EXTREMELY LARGE VALUE
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: LIM=1s

! DUE TO DEPTH THRESHOLD THIS LOOP IS

OBSOLETE

IF (DKi>198979.2D0) THEN

DKi = 198720.D0

ELSE

! DKi = DKi

END IF

ELSE

! DECAY dAve DKi AT THRESHOLD

! DEPTH AVERGAED BEER−LAMBERT LAW

DKi = ALF∗IR ∗ ( 1 .D0−EXP(−EXT∗DKTHRESH) ) /

& (EXT∗DKTHRESH)

ENDIF

DEK = DKi + DKt

T90 = 2 .3D0∗24 .D0/DEK

S1TA%ADR(1)%P%R(IPOIN3) = 2 .3D0/T90/3600 .D0

END DO

END DO

!

ENDIF

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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Listing 6: Example Fortran code for the inclusion of the Stapleton et al. [2007a]
decay equation in TELEMAC-3D using a depth-averaged approach

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE SOURCE TRAC

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
& (LT)

!

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC3D V7P1

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES SOURCE TERMS FOR DIFFUSION OF TRACERS.

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ I n c l u s i o n o f S t a p l e t o n (2007 b ) depth−averaged decay

r a t e (T90 decay )

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | LT |−−>| ITERATION NUMBER

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC,ONLY : COUPLING

USE DECLARATIONS TELEMAC3D

! HEAT EXCHANGE WITH ATMOSPHERE

USE EXCHANGE WITH ATMOSPHERE

USE DECLARATIONS WAQTEL,ONLY : NEBU,ZSD,WAQPROCESS,

RAYEFF
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USE INTERFACE WAQTEL

USE INTERFACE TELEMAC3D,EX SOURCE TRAC =>SOURCE TRAC

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER, INTENT(IN) : : LT

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER ITRAC

DOUBLE PRECISION DUMM(2)

!

! INTEGER IPLAN, I , J

! DOUBLE PRECISION TREEL,SAL,RO,LAMB,RAY SOL,LATITUDE

,LONGITUDE

! DOUBLE PRECISION KD

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER IPOIN3 , IPOIN2 , IPLAN,SURF

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IRR ,EXT,TURB,RNGE,IRRNEW

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90 ,T90EXP, T901 , T902 ,LAYDEP

DOUBLE PRECISION, PARAMETER : : ALF = 1 .D0

DOUBLE PRECISION, PARAMETER : : SS = 84.82D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)
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DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SETS SOURCE TERMS TO ZERO

!

IF (NTRAC.GE. 1 ) THEN

!

! CALL OS ( ’X=C ’ , X=S0TA , C=0.D0 )

! CALL OS ( ’X=C ’ , X=S1TA , C=0.D0 )

!

! SOURCE TERMS SIMPLY MARKED

!

! BEWARE, PUT Q INSTEAD OF 0 IN TYPR IF NOT NIL

!

DO ITRAC=1,NTRAC

S0TA%ADR(ITRAC)%P%TYPR=’ 0 ’

S1TA%ADR(ITRAC)%P%TYPR=’Q’

ENDDO

! IMPLEMENT STAPLETON ET. AL. (2007)
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EXT = 0.55D0∗SS

TURB = 139.479D0∗LOG10(SS ) − 244.736D0

T902 = 10 .D0∗∗ ( (0 . 0047D0∗TURB) + 0.677D0)

T90EXP = LOG( 1 0 .D0) /(0 .000011D0∗260 .D0∗60 .D0)

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) ) THEN

IRR = RNGE∗SIN( PI∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IRR = IRRNIGHT

END IF

IF (IRR .GT. 2 6 0 .D0) THEN

IRR = 260 .D0

END IF

! DEPTH AVERAGED DECAY

DO IPOIN2=1,NPOIN2

DO IPLAN=1,NPLAN

IPOIN3=IPOIN2+(IPLAN−1)∗NPOIN2

! DEPTH AVERAGED BEER−LAMBERT LAW

IRRNEW = ALF∗IRR∗ ( 1 .D0−EXP(−EXT∗H%R(IPOIN2) )

) /

& (EXT∗H%R(IPOIN2) )

IF (IRRNEW.LT. 1 5 . D0) THEN

IRRNEW = 15 .D0

END IF

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW∗60 .D0)

T90 = T902 + T901 − T90EXP

! LIMIT DEPTH FOR DECAY RATE

IF (H%R(IPOIN2)<DKTHRESH) THEN

! CALCULATE DEPTH AVERAGED IRR AT THRESHOLD
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AND DEPTH

! AVERAGED DECAY BASED ON THIS

! DEPTH AVERAGED BEER−LAMBERT LAW:

IRRNEW = ALF∗IRR∗ ( 1 .D0−EXP(−EXT∗DKTHRESH) )

/

& (EXT∗DKTHRESH)

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW∗60 .D0

)

T90 = T902 + T901 − T90EXP

ELSE

! T90 = T90

ENDIF

S1TA%ADR(1)%P%R(IPOIN3) = 2 .3D0/T90/3600 .D0

END DO

END DO

!

ENDIF

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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Listing 7: Example Fortran code for the inclusion of the Stapleton et al. [2007a]
decay equation in TELEMAC-3D using a staggered approach

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
SUBROUTINE SOURCE TRAC

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
& (LT)

!

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC3D V7P1

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f PREPARES SOURCE TERMS FOR DIFFUSION OF TRACERS.

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V7P2

!+ I n c l u s i o n o f S t a p l e t o n (2007 b ) s t a g g e r e d decay r a t e (

T90 decay )

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | LT |−−>| ITERATION NUMBER

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS TELEMAC,ONLY : COUPLING

USE DECLARATIONS TELEMAC3D

! HEAT EXCHANGE WITH ATMOSPHERE

USE EXCHANGE WITH ATMOSPHERE

USE DECLARATIONS WAQTEL,ONLY : NEBU,ZSD,WAQPROCESS,

RAYEFF
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USE INTERFACE WAQTEL

USE INTERFACE TELEMAC3D,EX SOURCE TRAC =>SOURCE TRAC

!

USE DECLARATIONS SPECIAL

IMPLICIT NONE

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

INTEGER, INTENT(IN) : : LT

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER ITRAC

DOUBLE PRECISION DUMM(2)

!

! INTEGER IPLAN, I , J

! DOUBLE PRECISION TREEL,SAL,RO,LAMB,RAY SOL,LATITUDE

,LONGITUDE

! DOUBLE PRECISION KD

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

INTEGER IPOIN3 , IPOIN2 , IPLAN,SURF

DOUBLE PRECISION OSECS,OFRAC,TFRAC,NDAYS,FRACD

DOUBLE PRECISION SUNRISE,SUNSET,MIDDAY

DOUBLE PRECISION IRR ,EXT,TURB,RNGE,IRRNEW

DOUBLE PRECISION, PARAMETER : : IRRNIGHT = 15 .D0

DOUBLE PRECISION, PARAMETER : : IRRDAY = 170 .D0

DOUBLE PRECISION T90 ,T90EXP, T901 , T902 ,LAYDEP

DOUBLE PRECISION, PARAMETER : : ALF = 1 .D0

DOUBLE PRECISION, PARAMETER : : SS = 84.82D0

DOUBLE PRECISION, PARAMETER : : PI=4.D0∗ATAN( 1 .D0)

238



appendices

DOUBLE PRECISION, PARAMETER : : DKTHRESH = 0.05D0

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! FRACTIONAL TIME OF DAY

!

OSECS = 7200 .D0

OFRAC = OSECS/86400.D0

TFRAC = AT/86400.D0

NDAYS = INT(TFRAC)

FRACD = TFRAC−NDAYS+OFRAC

IF (FRACD.GT. 1 . D0) THEN

FRACD = FRACD − 1 .D0

END IF

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! SETS SOURCE TERMS TO ZERO

!

IF (NTRAC.GE. 1 ) THEN

!

! CALL OS ( ’X=C ’ , X=S0TA , C=0.D0 )

! CALL OS ( ’X=C ’ , X=S1TA , C=0.D0 )

!

! SOURCE TERMS SIMPLY MARKED

!

! BEWARE, PUT Q INSTEAD OF 0 IN TYPR IF NOT NIL

!

DO ITRAC=1,NTRAC

S0TA%ADR(ITRAC)%P%TYPR=’ 0 ’

S1TA%ADR(ITRAC)%P%TYPR=’Q’

ENDDO

! IMPLEMENT STAPLETON ET. AL. (2007)
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EXT = 0.55D0∗SS

TURB = 139.479D0∗LOG10(SS ) − 244.736D0

T902 = 10 .D0∗∗ ( (0 . 0047D0∗TURB) + 0.677D0)

T90EXP = LOG( 1 0 .D0) /(0 .000011D0∗260 .D0∗60 .D0)

SUNRISE = ( 6 .D0∗3600.D0) /86400.D0

MIDDAY = ( 1 2 .D0∗3600.D0) /86400.D0

SUNSET = ( 1 8 .D0∗3600.D0) /86400.D0

RNGE = IRRDAY − IRRNIGHT

IF ( (FRACD.GT. SUNRISE) .AND. (FRACD.LT.SUNSET) ) THEN

IRR = RNGE∗SIN( PI∗(FRACD−SUNRISE) /MIDDAY)

& + IRRNIGHT

ELSE

IRR = IRRNIGHT

END IF

IF (IRR .GT. 2 6 0 .D0) THEN

IRR = 260 .D0

END IF

! IRR VALUE VARIABLE WITH DEPTH (AND BETWEEN LAYERS)

DO IPOIN2=1,NPOIN2

DO IPLAN=1,NPLAN

IPOIN3=IPOIN2+(IPLAN−1)∗NPOIN2

! DECAY CALCULATED BASED ON LAYER DEPTH

SURF = IPOIN2+(NPLAN−1)∗NPOIN2

! ACCOUNT FOR WATER SURFACE BEING ABOVE /

BELOW 0.0 DATUM

LAYDEP=(ZPROP%R(IPOIN3)−ZPROP%R(SURF) ) ∗(−1.

D0)

! LIGHT INTENSITY AT DEPTH

IRRNEW = ALF∗IRR∗EXP(−EXT∗LAYDEP)

IF (IRRNEW.LT. 1 5 . D0) THEN

IRRNEW = 15 .D0

END IF

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW∗60 .D0)
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T90 = T902 + T901 − T90EXP

! LIMIT DEPTH FOR DECAY RATE IN SAND

IF (H%R(IPOIN2)<DKTHRESH) THEN

! CALCULATE DEPTH AVERAGED IRR AT THRESHOLD

AND DEPTH

! AVERAGED DECAY BASED ON THIS

! DEPTH AVERAGED BEER−LAMBERT LAW:

IRRNEW = ALF∗IRR∗ ( 1 .D0−EXP(−EXT∗DKTHRESH) )

/

& (EXT∗DKTHRESH)

T901 = LOG( 1 0 .D0) /(0 .000011D0∗IRRNEW∗60 .D0

)

T90 = T902 + T901 − T90EXP

ELSE

! T90 = T90

ENDIF

S1TA%ADR(1)%P%R(IPOIN3) = 2 .3D0/T90/3600 .D0

END DO

END DO

!

ENDIF

!

! END OF USER MODIFICATIONS, REMAINDER OF FILE REMOVED

FOR BREVITY

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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The following is an example of user modifications made to the sub-routine

debsce.f for improved source representation, using TELEMAC version v7p2r3.

The example uses two transects and one stand alone source point from which

release is unaffected. Similar modifications were made to trsce.f but an example

has been omitted for brevity.

Listing 8: Example Fortran code for improved source representation

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
DOUBLE PRECISION FUNCTION DEBSCE

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

&( TIME , I , DISCE )

!

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
! TELEMAC2D V6P2

07/10/2011

! ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
!

! b r i e f GIVES THE PRESCRIBED DISCHARGE OF EVERY SOURCE

POINT.

!+

!+ VARIATIONS WRT TIME AND SPACE MAY BE

IMPLEMENTED.

!

! note T2DVEF IS THE SOURCES FILE IN TELEMAC−2D

!

! p r e v i o u s h i s t o r y removed f o r b r e v i t y

!

! h i s t o r y J KING (CU)

!+ 2018

!+ V6P2

!+ Improved source r e p r e s e n t a t i o n f o r 2 t r a n s e c t s and

stand a lone
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!+ source p o i n t when run in p a r a l l e l

!

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

! | DISCE |−−>| ARRAY OF DISCHARGES OF SOURCES.

! | | | READ IN THE PARAMETER FILE .

! | | | NAME OF DISCE IS DSCE IN TELEMAC−2

D.

! | I |−−>| NUMBER OF THE SOURCE

! | TIME |−−>| TIME

! ˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜˜

!

USE BIEF

USE DECLARATIONS SPECIAL

USE DECLARATIONS PARALLEL

USE DECLARATIONS TELEMAC2D, ONLY: MAXSCE,AT,ENTET,

NREJET,DT,

& T2D FILES ,T2DVEF,

OKDEBSCE,

& MESH, ISCE ,H

!

IMPLICIT NONE

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

DOUBLE PRECISION, INTENT(IN) : : TIME, DISCE(∗ )

INTEGER , INTENT(IN) : : I

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

! NREJET = NUMBER OF SINKS / SOURCES

INTEGER, DIMENSION(NREJET) : : SRCGLOBAL,SRCLOCAL

DOUBLE PRECISION, DIMENSION(NREJET) : : SRCDEP,

SRCMINDEP
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DOUBLE PRECISION, PARAMETER : : TH = 0 .D0

INTEGER J , IR ,INDXONE,INDXTWO

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

CHARACTER(LEN=9) FCT

DOUBLE PRECISION DEBSCE1,DEBSCE2

!

!+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−+−
!

#i f de f ined (HAVE MPI)

INTEGER IER

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

! IF SOURCES FILE EXISTING, ATTEMPT TO FIND

! THE VALUE IN IT . IF YES, OKDEBSCE REMAINS TO .TRUE.

FOR NEXT CALLS

! IF NO, OKDEBSCE SET TO .FALSE.

!

IF (OKDEBSCE( I ) .AND. T2D FILES(T2DVEF)%NAME( 1 : 1 ) .NE. ’

’ ) THEN

!

! FCT WILL BE Q(1) , Q(2) , ETC, Q(99) , DEPENDING ON I

FCT=’Q( ’

IF ( I .LT. 1 0 ) THEN

WRITE(FCT( 3 : 3 ) ,FMT=’ ( I1 ) ’ ) I

FCT( 4 : 4 )=’ ) ’

ELSEIF( I .LT. 1 00 ) THEN

WRITE(FCT( 3 : 4 ) ,FMT=’ ( I2 ) ’ ) I

FCT( 5 : 5 )=’ ) ’

ELSE

WRITE(LU, ∗ ) ’DEBSCE NOT PROGRAMMED FOR MORE THAN
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99 SOURCES ’

CALL PLANTE(1)

STOP

ENDIF

CALL READ FIC SOURCES(DEBSCE1,FCT,AT−DT, T2D FILES(

T2DVEF)%LU,

& ENTET,OKDEBSCE( I ) )

CALL READ FIC SOURCES(DEBSCE2,FCT,AT ,T2D FILES(

T2DVEF)%LU,

& ENTET,OKDEBSCE( I ) )

!

! USER PROGRAMMABLE PART

! USER MODIFICATIONS

! ISCE = NEAREST POINTS OF SOURCES

IR = ISCE( I )

! SRCGLOBAL INDICIES :

! 1−2 : TRANSECT 1

! 3−5 : TRANSECT 2

! 6 : STANDALONE SRC

SRCGLOBAL = (/4554 ,2871 ,4859 ,3677 ,7295 ,1652/)

! INITIALISE SRCDEP TO ZERO − REMOVE VALUES FROM

LAST TIMESTEP

DO J=1,NREJET

SRCDEP( J ) = 0 .D0

ENDDO

! GET LOCAL NODE NUMBERS ( I .E. IN SUBDOMAIN)

DO J=1,NREJET

SRCLOCAL( J ) = GLOBAL TO LOCAL POINT(SRCGLOBAL( J )

,MESH)

SRCDEP( J ) = H%R(SRCLOCAL( J ) )

END DO

CALL MPI ALLREDUCE(SRCDEP,SRCMINDEP,NREJET,

& MPI DOUBLE PRECISION,MPI SUM,MPI COMM WORLD,
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IER)

!

! IF LOCAL COORDINATE ARRAY(INDEX OF MIN(SRCMINDEP) )

! IS IN THE SUBDOMAIN, ALLOW DISCHARGE, ELSE BLOCK

!

INDXONE = MINLOC(SRCMINDEP( 1 : 2 ) ,1 ,MASK=(SRCDEP

( 1 : 2 )>TH) )

INDXTWO = MINLOC(SRCMINDEP( 3 : 5 ) ,1 ,MASK=(SRCDEP

( 3 : 5 )>TH) )

INDXTWO = INDXTWO + 2

IF ( ( IR .EQ.SRCLOCAL(INDXONE) ) .OR. ( IR .EQ.SRCLOCAL(

INDXTWO) )

& .OR. ( IR .EQ.SRCLOCAL(6) ) .OR. ( IR .EQ.SRCLOCAL(7)

) )THEN

DEBSCE=(DEBSCE1+DEBSCE2) ∗0 .5D0

ELSE

DEBSCE = 0 .D0

ENDIF

!

ENDIF

!

! BEWARE, AN ERROR IN THE SOURCES FILE MAY REMAIN

UNNOTICED

! BECAUSE WE RESORT HERE TO THE PARAMETER FILE

! DEBSCE SET TOP ZERO TO NOTIFY USER IF ANY ERROR

READING SRC FILE

!

IF ( .NOT.OKDEBSCE( I ) .OR. T2D FILES(T2DVEF)%NAME( 1 : 1 ) .

EQ. ’ ’ ) THEN

!

! PROGRAMMABLE PART

! DISCE IS TAKEN IN THE PARAMETER FILE

!
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! GLOBAL NUMBER OF SOURCE I IS ISCE( I ) IN TELEMAC−2D

DEBSCE = 0 .D0

!

ENDIF

!

#else

!

!

IF (LNG.EQ. 1 ) WRITE(LU, ∗ ) ’SERIAL MODE − NO CHANGES

TO SRC CODE’

IF (LNG.EQ. 2 ) WRITE(LU, ∗ ) ’SERIAL MODE − NO CHANGES

TO SRC CODE’

!

! IF SOURCES FILE EXISTING, ATTEMPT TO FIND

! THE VALUE IN IT . IF YES, OKDEBSCE REMAINS TO .TRUE.

FOR NEXT CALLS

! IF NO, OKDEBSCE SET TO .FALSE.

!

IF (OKDEBSCE( I ) .AND. T2D FILES(T2DVEF)%NAME( 1 : 1 ) .NE. ’

’ ) THEN

!

! FCT WILL BE Q(1) , Q(2) , ETC, Q(99) , DEPENDING ON I

FCT=’Q( ’

IF ( I .LT. 1 0 ) THEN

WRITE(FCT( 3 : 3 ) ,FMT=’ ( I1 ) ’ ) I

FCT( 4 : 4 )=’ ) ’

ELSEIF( I .LT. 1 00 ) THEN

WRITE(FCT( 3 : 4 ) ,FMT=’ ( I2 ) ’ ) I

FCT( 5 : 5 )=’ ) ’

ELSE

WRITE(LU, ∗ ) ’DEBSCE NOT PROGRAMMED FOR MORE THAN

99 SOURCES ’

CALL PLANTE(1)
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STOP

ENDIF

CALL READ FIC SOURCES(DEBSCE1,FCT,AT−DT, T2D FILES(

T2DVEF)%LU,

& ENTET,OKDEBSCE( I ) )

CALL READ FIC SOURCES(DEBSCE2,FCT,AT ,T2D FILES(

T2DVEF)%LU,

& ENTET,OKDEBSCE( I ) )

DEBSCE=(DEBSCE1+DEBSCE2) ∗0 .5D0

!

ENDIF

!

! BEWARE, AN ERROR IN THE SOURCES FILE MAY REMAIN

UNNOTICED

! BECAUSE WE RESORT HERE TO THE PARAMETER FILE

!

IF ( .NOT.OKDEBSCE( I ) .OR. T2D FILES(T2DVEF)%NAME( 1 : 1 ) .

EQ. ’ ’ ) THEN

!

! PROGRAMMABLE PART

! DISCE IS TAKEN IN THE PARAMETER FILE

!

! GLOBAL NUMBER OF SOURCE I IS ISCE( I ) IN TELEMAC−2D

DEBSCE = DISCE( I )

!

ENDIF

!

#endif

!

!−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
!

RETURN

END
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B.2 Bacterial modelling

Figure 1: Comparison between the measured and predicted EC concentration at
site S2 using three decay functions in the 2D model; T90 = 50h constant, Mancini
[1978] and Stapleton et al. [2007a]

Figure 2: Comparison between the measured and predicted EC concentration at
site S3 using three decay functions in the 2D model; T90 = 50h constant, Mancini
[1978] and Stapleton et al. [2007a]

249



appendices

Figure 3: Comparison between the measured and predicted E.coli concentrations
at each monitoring location along the Swansea Bay DSP transect (TP), using the
Mancini [1978] decay function in the 2D model

Figure 4: Comparison between the measured and 3D model predictions of E.coli
concentrations at the site S2 using depth-averaged (depAve) and staggered (stag)
functions with the Mancini [1978] (M) and Stapleton et al. [2007a] (S) decay
models

250



appendices

Figure 5: Comparison between the measured, 2D and 3D model predictions of
E.coli concentrations at site S2, using the Mancini [1978] (M) and Stapleton et al.
[2007a] (S) decay functions

Figure 6: Comparison between the use of a sinusoidal light intensity function
and sub-hourly measured data in the 2D model, using the Mancini [1978] decay
function
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Figure 7: Comparison between the use of a sinusoidal light intensity function and
sub-hourly measured data in the 2D model, using the depth staggered Mancini
[1978] decay function
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Table 7: List of primary bacterial sources in Swansea Bay included within the
TELEMAC-2D and 3D models

Source # Name Source type

301 Swansea STW FE Sewage Effluent

304 Afan STW FE Sewage Effluent

311 Port Tawe - CSO 989 Sewage Effluent

328 Tata FE Industrial Effluent

601 Norton Avenue Surface Water

701 Washinghouse Brook Surface Water

1701 Brockhole Stream Surface Water

1801 Clyne River Surface Water

1901 Sketty Lane Stream Surface Water

2101 University Stream Surface Water

2201 Brynmill Stream Surface Water

2401 Patti Pavillion Surface Water

2701 Tawe Barrage Brackish Water

5101 River Afan Surface Water

5301 Ffrwd Wyllt Surface Water

5401 Abbey Beach Culvert Surface Water

4401 total: River Neath total Surface Water

4001 Afon Clydach Surface Water

4101 Roman Way Stream Surface Water

4301 Betts Nursery Stream Surface Water

4401 River Neath Surface Water

4601 Llantwit Stream Surface Water

4701 Gnoll Brook Surface Water

4801 Cryddan Brook Surface Water

5001 Baglan Brook Surface Water
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Table 8: Analytical solution of Equa-
tion 2.2 at each layer (L) using Equations
3.34 and 5.3

Concentration / Time (d)

L 0 0.5 1 2

5 1000 0.01 7.0E-08 4.9E-18

4 1000 144.5 20.9 0.4

3 1000 499.6 249.6 62.3

2 1000 584.9 342.1 117.0

1 1000 596.7 356.1 126.8

µ 1000 365.1 193.7 61.3

Table 9: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.34; νT = 0

Concentration / Time (d)

L 0 0.5 1 2

5 1000 7.6E-03 5.8E-08 3.3E-18

4 1000 144.1 20.8 0.4

3 1000 499.4 249.4 62.2

2 1000 584.8 342.0 116.9

1 1000 596.6 356.0 126.7

µ 1000 365.0 193.6 61.3

Table 10: Analytical solution of Equa-
tion 2.2 at each layer (L) using Equations
3.32 and 5.3

Concentration / Time (d)

L 0 0.5 1 2

5 1000 456.4 208.3 43.4

4 1000 456.4 208.3 43.4

3 1000 456.4 208.3 43.4

2 1000 456.4 208.3 43.4

1 1000 456.4 208.3 43.4

Table 11: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.32; νT = 0

Concentration / Time (d)

L 0 0.5 1 2

5 1000 456.2 208.2 43.3

4 1000 456.2 208.2 43.3

3 1000 456.2 208.2 43.3

2 1000 456.2 208.2 43.3

1 1000 456.2 208.2 43.3
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Table 12: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.34; νT = 1x10-6

Concentration / Time (d)

L 0 0.5 1 2

5 1000 0.01 1.1E-06 2.2E-08

4 1000 144.1 20.8 0.4

3 1000 499.4 249.4 62.2

2 1000 584.8 342.0 116.9

1 1000 596.6 356.0 126.7

µ 1000 365.0 193.7 61.3

Table 13: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.34; νT = 1

Concentration / Time (d)

L 0 0.5 1 2

5 1000 7.0 2.1 0.4

4 1000 149.0 47.3 10.1

3 1000 431.4 188.0 44.8

2 1000 558.8 294.9 81.3

1 1000 590.2 336.6 101.3

µ 1000 347.3 173.8 47.6

Table 14: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.32; νT = 1x10-6

Concentration / Time (d)

L 0 0.5 1 2

5 1000 456.2 208.2 43.3

4 1000 456.2 208.2 43.3

3 1000 456.2 208.2 43.3

2 1000 456.2 208.2 43.3

1 1000 456.2 208.2 43.3

Table 15: Finite difference solution of
Equation 5.2 at each layer (L) using
Equation 3.32; νT = 1

Concentration / Time (d)

L 0 0.5 1 2

5 1000 456.2 208.2 43.3

4 1000 456.2 208.2 43.3

3 1000 456.2 208.2 43.3

2 1000 456.2 208.2 43.3

1 1000 456.2 208.2 43.3

Table 16: Contingency table for predicted E.coli concentrations at the Swansea
Bay DSP from 12th July to 4th August 2011, using the rBWD ‘excellent’ limit

Measured > Threshold

Yes No

Yes 1 96 97

Predicted >

Threshold No 20 146 166

21 242 263
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Table 17: Contingency table for predicted E.coli concentrations at the Swansea
Bay DSP from 5th August to 30th September 2011, using the rBWD ‘excellent’
limit

Measured > Threshold

Yes No

Yes 65 238 303

Predicted >

Threshold No 42 200 242

107 438 545

Table 18: Contingency table for predicted E.coli concentrations closest in magni-
tude to the sampled data at the Swansea Bay DSP, from 12th July to 4th August
2011, calculated using the rBWD ‘excellent’ limit and a threshold depth of 0.05
m

Measured > Threshold

Yes No

Yes 1 100 101

Predicted >

Threshold No 20 142 162

21 242 263
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Table 19: Contingency table for predicted E.coli concentrations closest in mag-
nitude to the sampled data at the Swansea Bay DSP, from 5th August to 30th

September 2011, calculated using the rBWD ‘excellent’ limit and a threshold
depth of 0.05 m

Measured > Threshold

Yes No

Yes 95 207 302

Predicted >

Threshold No 12 231 243

107 438 545
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C. Karul, S. Soyupak, A. F. Çilesiz, N. Akbay, and E. Germen. Case studies on

the use of neural networks in eutrophication modeling. Ecological Modelling,

134:145–152, 2000. ISSN 03043800. doi: 10.1016/S0304-3800(00)00360-4. 12

274



REFERENCES

S. M. Kashefipour, B. Lin, and R. A. Falconer. Dynamic Modelling of Bacterial

Concentrations in Coastal Waters: Effects of solar Radiation on Decay. In Pro-

ceedings of the 13th IAHR APD Congress, Singapore., pages 528–533, 2002a.

doi: 10.1142/9789812776969. 19

S. M. Kashefipour, B. Lin, E. Harris, and R. a. Falconer. Hydro-environmental

modelling for bathing water compliance of an estuarine basin. Water Research,

36(7):1854–1868, 2002b. ISSN 00431354. doi: 10.1016/S0043-1354(01)00396-7.

19, 27, 53

S. M. Kashefipour, B. Lin, and R. A. Falconer. Modelling the fate of faecal

indicators in a coastal basin. Water Research, 40(7):1413–1425, 2006. ISSN

00431354. doi: 10.1016/j.watres.2005.12.046. 18, 22, 29

D. Kay, F. Jones, M. Wyer, J. Fleisher, R. Salmon, a.F Godfree, a. Zelenauch-

Jacquotte, and R. Shore. Predicting likelihood of gastroenteritis from sea

bathing: results from randomised exposure. The Lancet, 344(8927):905–909,

1994. ISSN 01406736. doi: 10.1016/S0140-6736(94)92267-5. 34

D. Kay, C. Stapleton, M. Wyer, A. McDonald, J. Crowther, N. Paul, K. Jones,

C. Francis, J. Watkins, J. Wilkinson, N. Humphrey, B. Lin, L. Yang, R. Fal-

coner, and S. Gardner. Decay of intestinal enterococci concentrations in high-

energy estuarine and coastal waters: towards real-time T90 values for modelling

faecal indicators in recreational waters. Water Research, 39(4):655–667, 2005.

ISSN 00431354. doi: 10.1016/j.watres.2004.11.014. 18, 19, 30, 31, 32, 34, 53

D. Kay, J. Crowther, C. Stapleton, M. Wyer, L. Fewtrell, S. Anthony, M. Brad-

ford, A. Edwards, C. Francis, M. Hopkins, C. Kay, A. McDonald, J. Watkins,

and J. Wilkinson. Faecal indicator organism concentrations and catchment ex-

port coefficients in the UK. Water Research, 42(10-11):2649–2661, 2008. ISSN

00431354. doi: 10.1016/j.watres.2008.01.017. 17

R. Kopmann and M. Markofsky. Three-dimensional water quality modelling

with TELEMAC-3D. Hydrological Processes, 14(13):2279–2292, 2000. ISSN

08856087. doi: 10.1002/1099-1085(200009)14:13〈2279::AID-HYP28〉3.0.CO;

2-7. 15

275



REFERENCES

P. Lang, J. Desombre, R. ATA, C. Goeury, and J. M. Hervouet. TELEMAC-2D

Software Release 7.0 User Manual. Technical report, 2014. 42, 43, 55, 124, 151

W. Lea and E. Section. Bathing water quality. 1996. 4

C. W. Li and J. H. Wang. Large eddy simulation of free surface shallow-water

flow. International Journal for Numerical Methods in Fluids, 34(1):31–46, 2000.

ISSN 02712091. doi: 10.1002/1097-0363(20000915)34:1〈31::AID-FLD47〉3.0.

CO;2-U. 47

D. Liang, R. a. Falconer, and B. Lin. Comparison between TVD-MacCormack and

ADI-type solvers of the shallow water equations. Advances in Water Resources,

29(12):1833–1845, 2006. ISSN 03091708. doi: 10.1016/j.advwatres.2006.01.005.

13, 14

D. Liang, B. Lin, and R. a. Falconer. A boundary-fitted numerical model for

flood routing with shock-capturing capability. Journal of Hydrology, 332(3-4):

477–486, 2007. ISSN 00221694. doi: 10.1016/j.jhydrol.2006.08.002. 13

D. Liang, X. Wang, R. a. Falconer, and B. N. Bockelmann-Evans. Solving the

depth-integrated solute transport equation with a TVD-MacCormack scheme.

Environmental Modelling & Software, 25(12):1619–1629, 2010. ISSN 13648152.

doi: 10.1016/j.envsoft.2010.06.008. 13, 14

Q. Liang, G. Du, A. G. Borthwick, and J. W. Hall. Flood Inundation Modeling

with an Adaptive Quadtree Grid Shallow Water Equation Solver. Journal of

Hydraulic Engineering, 134(11):1603–1610, 2008. ISSN 0733-9429. doi: 10.

1061/(ASCE)0733-9429(2008)134:11(1603). 14

B. Lin and R. A. Falconer. Numerical modelling of three-dimensional suspended

sediment for estuarine and coastal waters. Journal of Hydraulic Research, 34

(4):435–456, 1996. ISSN 0022-1686. 13

J. E. List, G. Gartrel, and C. D. Winant. DIFFUSION AND DISPERSION IN

COASTAL WATERS. Journal of Hydraulic Engineering, 116(10):1158–1179,

1990. 57, 58

276



REFERENCES

A. Malcherek. Application of TELEMAC-2D in a narrow estuarine tributary.

Hydrological Processes, 14(13):2293–2300, 2000. ISSN 08856087. doi: 10.1002/

1099-1085(200009)14:13〈2293::AID-HYP29〉3.0.CO;2-4. 14

J. L. Mancini. Numerical Estimates of Coliform Mortality Rates under Various

Conditions. Water Pollution Control Federation, 50(11):2477–2484, 1978. xxvi,

xxvii, xxviii, xxxi, xxxii, 16, 23, 24, 25, 27, 50, 51, 52, 126, 127, 128, 130, 131,

134, 135, 136, 139, 140, 141, 142, 144, 145, 146, 150, 162, 190, 191, 194, 200,

222, 227, 249, 250, 251, 252

Marine Conservation Society. Good Beach Guide, 2018. URL https://www.

mcsuk.org/nearyou. Accessed: 2018-12-03. 2

I. Masters, A. Williams, T. N. Croft, M. Togneri, M. Edmunds, E. Zangiabadi,

I. Fairley, and H. Karunarathna. A comparison of numerical modelling tech-

niques for tidal stream turbine analysis. Energies, 8(8):7833–7853, 2015. ISSN

19961073. doi: 10.3390/en8087833. 14

E. Matta, F. Selge, G. Gunkel, and R. Hinkelmann. Three-dimensional modeling

of wind- and temperature-induced flows in the Icó-Mandantes Bay, Itaparica
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