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BAR CATEGORY OF MODULES AND
HOMOTOPY ADJUNCTION FOR TENSOR FUNCTORS

RINA ANNO AND TIMOTHY LOGVINENKO

ABSTRACT. Given a DG-category A we introduce the bar category of modules Mod-.A. Tt is a DG-enhancement
of the derived category D(A) of A which is isomorphic to the category of DG A-modules with Aso-morphisms
between them. However, it is defined intrinsically in the language of DG-categories and requires no complex
machinery or sign conventions of As-categories. We define for these bar categories Tensor and Hom bifunc-
tors, dualisation functors, and a convolution of twisted complexes. The intended application is to working
with DG-bimodules as enhancements of exact functors between triangulated categories. As a demonstration
we develop a homotopy adjunction theory for tensor functors between derived categories of DG-categories.

It allows us to show in an enhanced setting that given a functor F' with left and right adjoints L and R the

functorial complex FR M} FRFR M FR % 1d lifts to a canonical twisted complex whose

convolution is the square of the spherical twist of F'. We then write down four induced functorial Postnikov
systems computing this convolution.

1. INTRODUCTION

DG-enhancements of triangulated categories were introduced by Bondal and Kapranov in [BK90] to over-
come the axiomatic imperfections of the latter [Ver96]. A DG-enhancement of a triangulated category T
is a pretriangulated differentially graded (DG) category A with H°(A) ~ 7. Working formally in A and
truncating down to 7 fixes a number of issues. Many constructions of this kind are independent of the choices
of lifts to A and even A itself. See [Kel94], [Toéll], [AL17, §2] for an introduction to DG-categories, [BK90],
[LO10], [AL17, §4] for an introduction to DG-enhancements, and [Toé07] for some key technical results.

Most triangulated categories which arise in algebra and geometry are derived categories. These are H"(—)
truncations of DG-categories of complexes of objects in an abelian category, and thus possess a natural
DG-enhancement. Examples include the derived categories of sheaves or constructible sheaves on a topolog-
ical space or of quasi-coherent sheaves, coherent sheaves, or D-modules on an algebraic variety. Moreover,
in a number of these examples (e.g. the derived category of any Grothendieck category) this natural en-
hancement is unique up to quasi-equivalence [LO10], [CS15]. Thus functorial constructions carried out in a
DG-enhancement will produce the same results in the triangulated category regardless of the choice of the
enhancement. For technical reasons, it is best to work in a Morita framework: instead of enhancing 7 with
some DG-category A we enhance 7 with the DG-category Mod -.A of modules over A.

Let 7 and U be triangulated categories. The exact functors 7 — U do not form a triangulated category.
However, if we Morita enhance 7 and U by DG-categories A and B, by a fundamental result of Toén [Tog07]
the enhanceable functors form a triangulated category equivalent to the derived category of B-perfect A-
B-bimodules. In algebraic geometry, let 7 = D(X) and U = D(Y) be the derived categories of coherent
sheaves of separated schemes X and Y of finite type over a field. The DG-category of perfect A-B-bimodules
DG-enhances D(X xY') and the enhanceable functors are the Fourier-Mukai transforms [Toé07], [LS16]. Thus
studying A-B-bimodules as DG-enhancements of exact functors D(A) — D(B) can be viewed as the universal
Fourier-Mukai theory for enhanced triangulated categories.

In their work on spherical functors [AL17] and P™-functors [AL19] the authors used the above approach
for various technical constructions such as taking cones of natural transformations and, more generally,
convolutions of complexes of functors. Though working in quasi-equivalent enhancements produces the same
results, we discovered that for carrying out explicit computations choosing a suitable enhancement makes
a world of difference. In this paper we define and study the DG-enhancement framework for the derived
categories of DG-modules and bimodules which we found most suitable. As a demonstration, we construct
an explicit homotopy adjunction theory and thus explicit 2-categorical adjunctions for DG-bimodules.

Let A be a DG-category and let Mod-A be the DG-category of right A-modules. Two enhancements
commonly used in the literature for D(.A) are the subcategory P(A) of the h-projective modules in Mod-A,
and the Drinfield quotient Mod-A/ Ac(A) by the subcategory Ac(A) of acyclic modules [Dri04]. Neither
turned out to be suitable for our purposes. The problem with the Drinfeld quotient is that its morphisms
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are inconvenient to work with explicitly. The problem with P(.A) is that when working with bimodules the
diagonal bimodule A, which corresponds to the identity functor D(A) — D(A), is not h-projective. Hence
every construction involving the identity functor has to be h-projectively resolved leading to many formulas
becoming vastly more complicated than they should be, as seen in [AL17].

This can be fixed by working with DG A-modules and A,,-morphisms between them. In other words,
the full subcategory (Nodu..A)4y of the DG-category Nod A of Ao, A-modules which consists of DG-
modules. In (Nods..A)g4, all quasi-isomorphisms are already homotopy equivalences, there is no need to take
resolutions and D(A) ~ H°((Nod.A)4,). However, the machinery of A.-categories lends itself poorly to
explicit computations due to e.g. the complicated sign conventions involved. It seems wasteful to use the full
generality of the A,-language to only consider A,.-morphisms between DG-modules over a DG-category. To
this end we introduce the bar category of modules over A, a technical tool which simplifies the A,,-machinery
involved to the extent actually necessary. It is a category isomorphic to (Nods.A)qg, yet it has an intrinsic
definition entirely in terms of DG-modules and the bar complex A. This builds on the ideas of [Kel94, §6.6].
Keller works with a set of compact generators to obtain a Morita enhancement of D(A). We work with all
the A-modules to obtain a usual enhancement of D(A) and we establish the isomorphism to (Nodeo.A)q4:

Definition (Definition 3.2). Let A be a DG-category. Define the bar category of modules Mod-A as follows:

e The object set of Mod-A is the same as that of Mod -A: DG-modules over A.
e For any F, F' € Mod-A set

Homgsg 4(E, F) = Homu(E ®4 A, F)

and write Hom 4 (E, F') to denote this Hom-complex.
e For any F € Mod-A set Idg € Hom4(E, E) to be the element given by

E®AAM£>E®A.A1>E

where 7: A — A is the canonical projection.
e For any F, F,G € Mod-A define the composition map

Hom 4 (F,G) ®; Hom4(E, F) — Homu(E, G)

by setting for any a: E®4 A — F and 3: F ®4 A — G their composition to be

E®AAM>E®AA®A;\&M>F®AA&G

where A: A — A®4 A is the canonical comultiplication.

In Prop. 3.5 we show that Mod-A is isomorphic to (Node.A) 4y, thus it is also a DG-enhancement of D(A).
Let B be another DG category. We similarly define A-Mod-B, the bar category of DG-bimodules. We write
down bifunctors ® and Hom for DG-bimodules which correspond to their A,.-counterparts. In Prop. 3.14 we
prove the Tensor-Hom adjunction for ® and Hom and give formulas for its adjunction units and counits. Next
is the dualisation theory: we define the functors (—)* and (—)® which are equivalences on the subcategories
of A- and B-perfect bimodules, respectively. We show in Lemma 3.34 that for any M € A-Mod-B the
bimodules M* and M? enhance the derived functors R Hom (M, —) and R Homg(M, —) whenever M is A-
and B-perfect, respectively. This is crucial for the homotopy adjunction theory we develop later.

The constructions such as cones of natural transformations or convolutions of complexes of functors are
usually done via twisted complexes [BK90], [AL17, §3]. Ideally, this needs the DG-enhancement to be strongly
pretriangulated, which the bar category A-Mod-B is not. However, in Defn. 3.40 we define the convolution
functor which is a quasi-equivalence and a homotopy inverse to the inclusion A-Mod-B < Pre-Tr(.A-Mod-B).
Together with the formulas for Tensor, Hom and dualisation of twisted complexes of bimodules given in
Lemmas 3.43 and 3.44 it enables the constructions we need.

Next we examine the biggest drawback of bar categories: the natural map A ®4M = M, analogous to
the A-action isomorphism A® 4 M ~ M, is not an isomorphism, but only a homotopy equivalence. We study
the higher homotopies involved. It is well known that any homotopy equivalence in a DG-category can be
completed to a certain universal system (3.35) of morphisms and relations [Dri04, §3.7][Tab05] [AL17, App].
We do better and write down a homotopy inverse 8y: M — A ® 4M and a degree —1 map 6 for which:
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Proposition (Prop. 3.22). Let A and B be DG-categories and let M € A-Mod-B. The sub-DG-category of
A-Mod-B generated by o, By and 0 is the free DG-category generated by these modulo the following relations:

da = dfy = 0, b o
dd =1d—pBgoa /—\ _ "

’ M M 0 1.1
0=aopfy—1d, \_/A®A v : (1.1)
aof=0. .

(e

The relations in (1.1) can be obtained from those in the universal system (3.35) by setting 6, = 0, a8, = 0,
and ¢ = —02 o 3 in the notation thereof. In Prop. 3.25 we prove analogous results for the adjoint homotopy
equivalence v: M — Hom 4 (A, M).

In the latter half of the paper we use the bar categories to give a homotopy adjunction theory for DG-
bimodules. Our first main result is the following straightforward, but very useful fact:

Theorem 1.1 (cf. Theorem 4.1). Let A and B be DG-categories and let f: D(A) — D(B) be a tensor
functor. Let M € A-Mod-B be any enhancement of f.

(1) The following are equivalent:
(a) The right adjoint r of f is continuous.
(b) f restricts to D.(A) — D.(B).
(¢c) M is B-perfect.
(d) MPB enhances the right adjoint r of f.
(2) The following are equivalent:
(a) The left adjoint 1 of f exists.
(b) The left adjoint | of [ exists and restricts to D.(B) — D.(A).
(c) M is A-perfect.
(d) M4 enhances the left adjoint | of f.

In the 2-categorical language of [Bén67], let DGMod be the bicategory whose objects are DG-categories,
whose 1-morphism categories are the derived categories of DG-bimodules, whose composition is given by the
derived tensor product, and whose identity object is the diagonal bimodule. Let M € A-Mod-B be A- and
B-perfect. Write F, L, and R for M, M*, and M? considered as 1-morphisms in DGMod. In Defns. 4.2-4.4
we write down the homotopy adjunction units and counits for (L, F, R)

act act

Idy 2% RE, 1dg 2% FL, FR S 1dg, LF 2 1da,

and in Proposition 4.6 we show that the following identities hold up to homotopy:

F act trF act R Rtr

P PR YL F=1dp  and  R2YS RFR Y R =1dg, (1.2)
FEL pLr 2 P =1dp and L 2S5 IFL 251 =1d,. (1.3)

This implies 2-categorical adjunctions between L, F', and R in DGMod. Such 2-categorical adjunctions, when
they exist, are strongly unique: L and R are determined by F' up to the unique isomorphism.

An exact functor f: D(A) — D(B) is a tensor functor if it is isomorphic to tensor multiplication by
some M € A-Mod-B. In Theorem 4.1 we show f has left and right adjoints [ and r which are also tensor
functors if and only if M is B- and A-perfect. Our homotopy adjunction theory then implies that if we fix
an enhancement of such f the enhancements of [ and r which satisfy (1.2) and (1.3) exist and are unique.

Next we study the homotopies up to which (1.2) and (1.3) hold, and the relations between these homotopies.
These can be packaged up as several canonical twisted complexes associated to a homotopy adjunction. We
write down explicit degree —1 maps &g, £, Ui, and a degree —2 map vg such that:

Theorem 1.2 (cf. Theorems 4.2 and 4.3). The following are twisted complexes over B-Mod-B and A-Mod-A:

,»/’_777 5,5 ““‘\‘\\‘
FR - FactR FRFR FRtr—tr FR e FR tr IdB (14)
I
“;gﬁ‘::::::i ————— Zog T ::::::—::::::-—ﬂ—>__€é ______ ‘-:1::::::\\\}
Ty = act RF —-AtRF-RFact "% prpp RtrF° ™% RF (1.5)

Their convolutions are homotopic to T? and C?, the squares of the spherical twist and co-twist of F.
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We also give analogous twisted complexes for F'LL and LF. The spherical twist and cotwist of a functor
are well-studied notions with numerous applications. If F' is fully faithful, then C' = 0 and T is the mutation
functor which kills A and maps ~A equivalently to AL [Bon90]. If F' is spherical [AL17], then C' and T
are autoequivalences. Moreover, as spherical functors are P!-functors [AL19, Prop. 7.1], the theorem above
shows that the P-twist of F is isomorphic to T2, generalising similar statements made for split P'-functors in
[Add16, Ex. 4.2(3)] and P'-objects in [HT06, Prop. 2.9].

Finally, in §4.4 we intepret the data of (1.4) in terms of the derived category D(B-B) of B-B-bimodules.
Any twisted complex in the DG-enhancement defines several Postnikov systems in the triangulated category
which compute its convolution and the convolutions of its subcomplexes, cf. §2.4. The data of (1.4) defines
four Postnikov systems in D(B-B). These turn out to have an intrinsic description we give in Theorem 4.4
which implies a number of explicit relations between various natural morphisms involving Id, FR, FRFR,
T, FRT, T? and extensions thereof which are highly useful in computations of spherical and P-twists.

1.1. The layout of the paper. In §2 we give prerequisites on DG-categories and A.,-categories, and on
their modules and bimodules. In §3 we introduce the bar categories of modules and bimodules. Then in §4
we construct homotopy adjunctions for DG-bimodules and their associated twisted complexes.

1.2. Acknowledgements. The authors would like to thank Alexander Efimov and Sergey Arkhipov for
helpful discussions. They would also like to thank Olaf Schniirer for many useful comments which led to
significant improvements in the manuscript. The first author would like to thank Kansas State University
for a stimulating research environment, as well as for inviting the second author to visit. The second author
would like to offer similar thanks to Cardiff University. Both authors would like to thank Banff International
Research Station for Mathematical Innovation and Discovery (BIRS) for extending its hospitality to them
during the “Homological Mirror Geometry” workshop in March 2016.

2. PRELIMINARIES

Let k be any field. Throughout this paper, we work over k as the base field and all the categories we consider
are k-linear. Some of our results, e.g. the definition of the bar-category of modules and its isomorphism to the
category of DG-modules with A,,-morphisms between them, work just as well when & is only a commutative
ring. However, crucially, Lemma 2.16 stops working when k is not a field: DG-tensoring over k with the
diagonal bimodule no longer necessarily produces a semi-free module. Consequently, A..-tensoring with
the diagonal bimodule is no longer a functorial semi-free resolution as described in §2.10 and A..-quasi-
isomorphisms are not necessarily all homotopy equivalences. Thus when k is not a field the bar-category
of modules Mod-A of a DG-category A, while still being a well-defined pretriangulated DG category, isn’t
necessarily a DG-enhancement of the derived category of A.

We use the following notation for the derived categories we work with. For a DG-category A we denote
by D(A) the derived category of right DG A-modules, cf. §2.1. For an A.-category A we denote by D(A)
the derived category of right A, A-modules, cf. §2.8. In case of a DG-category A we further denote by
Do (A) the derived category of right A, A-modules as per §2.8. Similarly, given two DG or A -categories
A and B we denote by D(A-B) the derived category of the corresponding A-B-bimodules, etc. For all these
triangulated categories, we denote by D.(e) their full subcategories consisting of compact objects. For a
scheme X over k we denote by D,.(X) the derived category of complexes of O x-modules with quasi-coherent
cohomologies and by D(X) the derived category of complexes with coherent and bounded cohomologies.

We also need to introduce a notation for maps between direct sums of modules. For any two direct sums
E =@} E; and F = @®}L, F; of objects in an additive category we denote any map

a:F—F

between them by the m x n-matrix (c;;) where each «;; is the restriction of @ to a map E; — Fj.

2.1. DG-categories, modules, and bimodules. For a brief introduction to DG-categories, DG-modules,
and the technical notions involved we direct the reader to [AL17], §2-4. The present paper was written with
that survey in mind. We employ freely any notion or piece of notation introduced in [AL17], §2-4. However,
for the convenience of the reader, below we briefly summarise some of the most relevant facts and notation.

Let A be a DG-category. A (right) A-module is a DG-functor from .4°PP to Mod -k, the DG-category of DG
k-modules. Its underlying graded module is its composition with the forgetful functor to the graded category
of graded k-modules. Given an A-module E for each a € A we write E, for the complex E(a) € Mod-k. An
A-module E is acyclic if it is acyclic levelwise in Mod -k, i.e. for any a € A the complex E, is acyclic.

Let E and F be A-modules. Define Hom4(E, F') to be the DG complex of k-modules whose i-th graded
part consists of all degree i natural transformations of the graded modules underlying E and F' and whose
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differential is defined levelwise in Mod-k. The DG category Mod -A has A-modules as objects, morphism
complexes Hom 4(F, F), and the composition defined levelwise in Mod-k. An A-module E is h-projective if
the complex Hom 4(F, A) is acyclic for any acyclic A. Write Ac(A) and P(A) for the full subcategories of
Mod-A consisting of acyclic and h-projective modules, respectively.

A morphism in Mod-A is a quasi-isomorphism if it is a quasi-isomorphism levelwise in Mod-k. The
derived category D(A) of A is the localisation of the homotopy category H°(Mod-.A) by quasi-isomorphisms.
It is constructed as the Verdier quotient of H°(Mod-A) by H°(Ac(A)). It comes, in particular, with the
canonical projection H°(Mod-A) — D(A) whose composition with the inclusion H°(P(A)) < H°(Mod-A)
is an equivalence of categories. An A-module F is perfect if its image in D(A) is a compact object, i.e. the
functor Homp4) (£, —) commutes with infinite direct sums.

Let B be another DG category. An A-B-bimodule is an A°PP ®; B-module. We write A- Mod-B for the
DG category of A-B-bimodules. For any A-B-bimodule M and any a € A and b € B write M, M, and M,
for the complex M(a,b) € Mod-k, the B-module M(a,—), and the A°PP-module M (—,b), respectively. The
bimodule M is A-perfect if it is perfect levelwise in Mod-A, i.e. for any b € B the A-module M, is perfect.
We similarly define B-perfection and A- and B-versions of acyclicity, h-projectivity, etc.

The diagonal bimodule A € A-Mod-A is defined by

oAp = Hom 4 (b, a)

with the left and right A-action given by the post- and pre-composition in A, respectively. The composition
in A defines a canonical map

AR A— A (2.1)

where ®j, on the LHS denotes the tensor product of A as an A-k-bimodule with A as a k-A-bimodule.
For any A-B-bimodule M we have canonical maps

A 2% Hompg (M, M) (2.2)
B 2% Hom 4 (M, M) (2.3)

in A-Mod-A and B-Mod-B, respectively. These are called A- and B-action maps, respectively, because
they represent the action of A (resp. B) on M by B-module (resp. A-module) morphisms. Note that e.g.
the bimodule Homp(M, M) has an A-algebra structure defined by the composition. It therefore defines a
DG-category with the same set of objects as A. This DG-category is precisely the image of the functor
A — Mod-B which corresponds to M, cf. [AL17, §2.1.5].

For any A-B-bimodule M the shift of M by n € Z to the left is the A-B-bimodule M[n] defined by

(a (M[n]))o); = (aMb)ign

where B acts naturally, A acts with a sign twist a.ps(,ym = (—1)"de&(@) g 1 rm, and the differential is (—1)"dyy.
Let C and D be DG-categories. For any M € A-Mod-B, L € C-Mod-B, and N € D-Mod-B we have
the composition map in D- Mod-C
cmps

Homg (M, N) ® 4 Homp(L, M) <% Homp(L, N)

which is defined levelwise by composition in Mod -5.
Let M € A-Mod-B. We have the usual Tensor-Hom adjunction: for any DG-category C

(=) ®4 M:C-Mod-A — C-Mod-B
is left adjoint to
Homp(M,—): C-Mod-B — C-Mod-A.
The adjunction counit
Homp (M, —) @4 M <5 1d (2.4)
is called the evaluation map, as it is defined by
a®@m— a(m).

Similarly, we call the adjunction unit

1d 2% Hompg (M, () @4 M) (2.5)
the tensor multiplication map, as it is defined by

s 5@ (—).
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Analogously,
M ®p (—): B-Mod-C - A-Mod-C
is left adjoint to
Hom gor» (M, —): A-Mod-C — B-Mod-C
with the adjunction counit
M ®p Hom gore (M, —) <5 1d (2.6)
m® o (—1)deelm)dee(@) g ()
and the adjunction unit
1d 22 Hom goss (M, M @5 () (2.7)
s (—1)dee()dee(s) () g g,
Let M € A-Mod-B. The action of A on M defines the canonical isomorphism
A M = M (2.8)
a®m — am. (2.9)

The right adjoint of (2.8) with respect to (—) ®4 M is the A-action map A 2% Homp(M, M). The right
adjoint of (2.8) with respect to A ® 4 (—) is the canonical isomorphism

M = Homy (A, M) (2.10)
m s (—1)des(=)deg(m) () . (2.11)
Similarly, we have canonical isomorphisms
M ®@p B = M, (2.12)
M = Homg(B, M). (2.13)

The canonical isomorphisms (2.10) and (2.13) identify evaluation maps with composition maps. E.g.

Id ®( cmps

< ay—1
199G, Hompg (M, E) ® 4 Homp (B, M) <% Homg (B, ) 212,

Homp(M,E) @ 4 M

is the evalution map (2.4).
Finally, for all M € A-Mod-B, N € D-Mod-B and L € C-Mod-A we have a canonical map

L ®_4 Homp(N, M) — Homg(N, L @4 M) (2.14)
Ia—1l®a(-)

E

which is a quasi-isomorphism when N is B-perfect or L is A-perfect, cf. [AL17, §2.2]. We can also write (2.14)
as the composition
L @4 Homp(N, M) 29 Homp (M, L ®.4 M) @4 Homp(N, M) =2 Homp(N, L @4 M).

2.2. Twisted complexes and their convolutions. Twisted complexes were originally defined in [BK90],
and then re-defined in [BLLO4]. For the convenience of the reader, we give below a brief summary of the
definitions we use in this paper. See [AL17, §3] for the detailed version of the same exposition.

Definition 2.1. Let A be a DG-category. A twisted complex (E;, a;;) over A is a collection of
e An object E; € A for each i € Z.
e An element «;; € Hom' /"' (E;, E;) for each i,j € Z.
satisfying:
e F; =0 for all but a finite number of 7,
o (—1)da;; + Y, akjo ok = 0.
A twisted complex is called one-sided if o;; = 0 for all 4 > j.

Definition 2.2. The DG-category of twisted complexes Tw(A) has as objects all twisted complexes over A.
The complex of morphisms
Homry () ((Ei, aij), (Fi, Bij))
has as its degree p part
P Hom®, ¥ (B, F)
k,l€Z
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and for each v € Homﬁ‘_l"’k(Ek, F}) we have

d’Y = (_l)ldA'Y + Z (/Blm oY —= (_1)p7 o amk) s

mEeEZ
where d 4 is the differential on morphisms in A.

Definition 2.3. Let A be a DG-category. We define the convolution functor
Conv: Tw(A) - Mod-A

as follows. On objects, for any (E;,a;;) € Tw(A) its convolution Conv(E;,a;;) is obtained by taking the
A-module , E;[—i], where we use Yoneda embedding to embed E; into Mod -A, and equipping it with the
new differential d,;q + ZZ ; Qg where dyq denotes the natural differential on €, E;[—i]. For brevity, we use
curly brackets to denote the convolution, e.g. {Ei, a,»j}.

On morphisms, for any v: (E;, ay;) — (F;, Bi5) its convolution

Conv(7y): {Ei,aij} — {Fi,aij}

is the A-module morphism whose morphism of the underlying graded modules

D El-H — DA

kEZ lez

has as the components Ey[—k] — F;[—I] the corresponding components of v € @, ;c, Hom% (Ey, F}).

2.3. Pretriangulated categories. Let A, B be DG-categories. A functor F': A — B is a quasi-equivalence
if it acts by quasi-isomorphisms on morphism complexes and if H°(F) is an equivalence of categories.

The DG-category A is pretriangulated if H°(A) C H°(Mod-A) is a triangulated subcategory. The pretri-
angulated hull Pre-Tr(A) of A is the the full subcategory of Tw(.A) supported at one-sided twisted complexes.
The convolution functor Conv: Pre-Tr(.A) — Mod-A of Defn. 2.3 is fully faithful, and its image descends to
the triangulated hull of H°(A) in H°(Mod-A).

Thus A is pretriangulated if and only if A < Pre-Tr(.A) is a quasi-equivalence. It is strongly pretriangulated
if A — Pre-Tr(A) is an equivalence. In other words, if it has a quasi-inverse T': Pre-Tr(A) — A. Then

Pre-Tr(A) Ly A< Mod-A

is isomorphic to the convolution functor. By abuse of notation, we also refer to T as the convolution functor.
It is one of the main results of [BK90] that the category Pre-Tr(A) is strongly pretriangulated. For any
strongly pretriangulated C, the category DGFun(A,C) is strongly pretriangulated since convolutions can be
defined levelwise in C. In particular, Mod-A is strongly pretriangulated since Mod-k is. Finally, a full
subcategory of a strongly pretriangulated DG-category is strongly pretriangulated if it is pretriangulated and
closed under homotopy equivalences. Thus P(A) and P77 (A) are strongly pretriangulated subcategories of
Mod-A, and P4 77 (A-B) and PP 77 (A-B) are strongly preriangulated subcategories of A- Mod-B.

2.4. Postnikov systems. A limited version of this notion appears in e.g. [Orl97, §1.3] and [GMO03, §IV.2].
Roughly, it is the data of computing a convolution of a complex of objects in a triangulated category. We
give a brief summary below.

Let T be a triangulated category. Let (E;, f;) be a complex of objects in T of length n:

Elf—l>E2f—2>E3—>"'—>En_1fn—71>En

with all f;o fi_; = 0.
Definition 2.4. A Postnikov system on the complex (E;, f;) is the set of data defined as follows.

For n =1, i.e. the complex consists of a single object F7, a Postnikov system on it is an empty set of data.
For any n > 1, the data of a Postnikov system on (E;, f;) consists of:

e A choice of i € {1,...,n —1}.
e For the morphism f;, its completion to an exact triangle in 7:

E; I Eitr.

v oA @1

Eii

Here, dashed and dotted arrows denote morphisms of degree 1 and —1 respectively.
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e For those of the morphisms f;_; and f; 1 which exist, their lifts to morphisms f;_; ;41 and f; ;42 to
Ei,i—i—l[_l} and from Ei,i+17 respectively, with fi,i+2 o fi—l,i-‘rl =0:

fic1 fi fiv1

Ei 1 — E; Ein 7{ Eits.
" -~ (2.16)

fio1,i4+1 hi gi fiit2
N e

B

e A Postnikov system for the resulting length n — 1 complex:

El[l] f—l) Eg[l] f—Z) E3[1] — Ez—l[l] fimtens Ei,i-i—l foiva Ei+2 — = FE, 4 fn—71> E,. (217)

In other words, the data of a Postnikov system may be viewed as the data of an iterative process. First
we choose any two consecutive objects of a complex and replace them by the cone of the differential between
them. Then, we lift the neighbouring differentials so that they compose to zero and we thus obtain a complex
again. Then we repeat, with the length of the complex decreasing by one at each iteration.

Postnikov systems are not unique and, as it may not always be possible to lift the neighbouring differentials
so that they compose to zero, Postnikov systems do not necessarily exist. When they do, they compute
convolutions of (E;, f;):

Definition 2.5. The convolution of a Postnikov system on the complex (E;, f;) as defined in Defn. 2.4 is the
E; if n =1 and the convolution of the Postnikov system (2.17) if n > 1.

That is, it is the single object left in the end of the iterative process described by the Postnikov system.

Example 2.6. Two of the 6 possible types of Postnikov systems on a length 4 complex Fy — Fy — E3 — Ey:
f1 f2 fs f2 fa

E, Ey - Es E, E, E, - Es Ey.
f'\\ LS K~ * O * ’ X, *
\\\ \\\ f24 hg\\ \/@73 h1\\ \/’]1 f24 hs\\ g3
N . A ! 4
N f1a hoa « FEs 4 Fi9 e > K34
\ L N ’ s y
N . (2.18)
hig RN 7 g24 N
N * AN N N * -
A A
\ Es 3.4 .
TN g1a
N v 914 AN 1
Ei234 Ei234

Here, dashed and dotted arrows denote morphisms of degree > 0 and < 1, respectively, the triangles denoted
by x are exact, and the remaining triangles are commutative.

Suppose now we have a strongly pretriangulated DG-enhancement A of T, i.e. a strongly pretriangulated
A and a choice of isomorphism ¢: HO(A) ~ T.

Definition 2.7. Let (E;, f;) be a length n complex of objects in T. A twisted complex (E;, fi;) over A is a
lift of (E;, fi) if E; = 1(E;—y,) and f; = t(fi—nins1) foralli € {1,...,n—1}.

Conversely, for any twisted complex (E;, f;;) over A with E; # 0 only for i € {—n +1,...,0}, denote by
(E;, fij) the complex

WE ) Lozl gy S (B (B,

whose lift (E;, fi;) is.
The index shift in the definition above is introduced to ensure that a lift of a complex F; — E; — --- — E,

lifts E,, to the degree 0 element of the twisted complex. This is so that notions of convolution for twisted
complexes and for ordinary complexes coincide, as per following two results.

Proposition 2.8. Let E = (E;, fi;) be a twisted complex over A. For any k € Z there is a unique twisted
complex we denote by E(k) which has the same convolution as E and the object set:

E;, i>k+1

E(k); = Fi_1 ﬂEz‘H , 1=k+1,
deg.0

Ei_l[l}, ’L<k+1



BAR CATEGORY OF MODULES AND HOMOTOPY ADJUNCTION FOR TENSOR FUNCTORS 9

Proof. By the definition of the convolution functor, the convolution of £ in Mod -A is the .A-module @ E;[—i]
whose differential dz is modified by adding to it the sum of the twisted differentials fi;. Conversely, the
difference between dg and the natural differential € E;[—i] is an endomorphism of the underlying graded
module which decomposes uniquely into the set of twisted differentials ﬁ]

Since B, E (k)i[—i] has the same underlying graded module as @ E;[—i] and E, it follows that there exists
a unique set of twisted differentials which modifies the natural differential of @, E(k);[—i] to obtain dp. O

Corollary 2.9. Let E = (E;, fi) be a length n > 1 complex of objects in T. Let E = (E;, fij) be a twisted
complex over A lifting (E;, ;). Then the following is a Postnikov system for (E;, f):

o Any choice of i € {1,...,n—1}.

e The following choices of an exact triangle completing f; and of the lifts of f;—1 and fi11:

fi+1

fi
Ei - / EZJFI / E’L+27
U fimvien s - gi fiit2
e //

s
n ficnji—nt1 =
Eifn E— Ei7n+1
deg.0

where g; and h; are the images under v of the convolutions of the tautological morphisms from E;_, 1

to E;_,, ﬂ—7H> E’FnH and from the latter to E;_,, given by the identity maps, while fiz1,i+1 and

deg.0

fiit2 are the timages under v of the corresponding differentials in the twisted complex E‘(ﬁz)

e Any choice of a Postnikov system on the resulting complex 1 (E’(m))

By applying Corollary 2.9 first to E = «(E), then to L(E(Z/—\n)), and so on, one can produce for any
permutation of 1,...,n a Postnikov system on E whose convolution would be the image under ¢ of the
convolution of E.

Even if the DG-enhancement A of T is not strongly pretriangulated, then Pre-Tr A is a strongly pretrian-
gulated enhancement of 7. Any twisted complex E over A can be viewed as a twisted complex over Pre-Tr A,

and thus Corollary 2.9 applies to produce Postnikov systems on the complex ¢(E) in T.

2.5. Rectangle and Extraction lemmas. We also need the two following useful technical facts. Let A be
a DG-category. All twisted complexes in this section are considered to be over A. We say that a map (f;;)
of twisted complexes is one-sided if f;; = 0 for any j < 4.

Lemma 2.10 (Rectangle Lemma). Let E = (Ej;, ;) and F = (F;, B;j) be one-sided twisted complexes. Let
f=(fij) be a one-sided closed map E — F of degree 0.
There exists a twisted complex G = (G;,i;) over Pre-Tr A with each

Gi= (B S R
deg.0
such that
Tot (Gi, i) ~ Tot <E I F >
deg.0
in Pre-Tr A.

Proof. Since f is closed of degree 0 and one-sided, we have (df);; = df;; = 0, and

Jj—1 J
(df)ij = (1) dfi; + Zﬁkjfik - Z frjoie =0 §>i.

k=i k=i+1
Define the twisted differentials G; —2 G by the following diagram:

(=1 fis

B—" L F

—a
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The degree of this map is i — j + 1. Note also that
(=1)" fus

d(vij) = E; : — . F;
() dfi—(=1)7 fijei;— (=17 (=1)" By fis
d“wi J{dﬁz‘j
(=1)7 f45
E; Fj.
We claim that G = (G;, ;) is a twisted complex. For this we need to have for all ¢ and j
j—1
(=17 dyi; + Y ik =0.
k=i+1

The map on the LHS has three components: E; — Ej;, F; — F; and E; — F;. The first two components
vanish since F¥ and F' are twisted complexes. Computing the E; — F; component we get

j—1 j—1
(=1)7 (dfi; — (1) fijou; + (1) By fii) + Z Brjfik — Z Jrjour =

k=i+1 k=i+1

-1 -1
= (=1)dfij + Bij fii + Z Brjfik — fijauj — Z frjeik = (df )i = 0.

k=i+1 k=i+1
Thus (G, 7:5) is a twisted complex. Its total complex and that of (E EN F) both have the i-th term
E 1 ®F
and the ¢j-th differential

—0it1,5+1 + fix1, + Bijs
as desired. 0

Recall [AL17, §3.2] [BK90, §1] that there exists the convolution functor Pre-Tr Mod -A — Mod -A which
is a category equivalence and which we denote by { - }

Corollary 2.11. Let A be a DG-category and let E = (E;, ;) and F = (F;,B;5) be one-sided twisted
complezes over Mod -A and let f = (fi;) be a one-sided closed map E — F of degree 0.
The cone of the induced map
f
{E} = {F}

s isomorphic to the convolution of a twisted complex whose objects are isomorphic to
Cone (E ELN Fi) . (2.19)

Proof. The convolution of the twisted complex Tot (G, 7;;) constructed in Lemma 2.10 is isomorphic to the
convolution of the twisted complex ({G;},7:;), cf. diagram 3.1 in [BK90, §3]. Each {G;} is isomorphic to

Cone (E2 EIN FZ> Similarly, the convolution of Tot (E ER F) is isomorphic to Cone ({E} ER {F}) The

claim now follows from Lemma 2.10.

Corollary 2.12. Let A be a DG-category and let (E;, a;5) and (F;, B;j) be one-sided bounded above twisted
complezes over Mod -A. Let f = (f;;) be a one-sided closed map (E;, ;) — (Fy, Bi;) of degree 0.
If each component f;; : E; — F; is a quasi-isomorphism, then so is the induced map

f
{Ei, cizy = {F3, Bij} -
Proof. By Cor. 2.11 the cone of f is isomorphic in D(.A) to the convolution of the bounded above twisted com-
plex whose objects are isomorphic to Cone (EZ f—> Fl) in D(A). By assumption f;; are quasi-isomorphisms,
thus all the objects of this twisted complex are acyclic. To show that f itself is a quasi-isomoprhism, it remains
to show that the convolution of a bounded above twisted complex of acyclic modules is itself acyclic. To see
this, first note that the cone of any two acyclic modules is acyclic and, by induction, so is the convolution
of any finite one-sided twisted complex of acyclic modules. Finally, the convolution of any bounded above

twisted complex has an exhaustive filtration by the convolutions of its finite subcomplexes. The induced
exhaustive filtration on cohomologies proves the claim. O
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Lemma 2.13 (Extraction Lemma). Let E € Mod -A and let Q C E be a null-homotopic submodule. Let v
be a contracting homotopy of Q, that is v € Horn;‘1 (Q, Q) such that dv =1d. Suppose that on the level of the
underlying graded modules E splits as Q ® F for some graded A-submodule F'. Let the differential of E with

respect to that splitting be
dQ o
( 3 5) . (2.20)

Then E is homotopy equivalent to F equipped with the differential dp = 3§ — Bovoa.

Proof. Since Q is a sub-DG-module of E, we have di, = 0. Since (2.20) is a differential, it is a derivation and
of square zero. The fact (2.20) is a derivation together with the splitting of F = Q @& F respecting A-action
implies that § is also a derivation, while o and 8 are maps of graded A-modules. The fact that (2.20) squares
to zero implies that

aof =0,
2 +Boa=0,
dofB+pBodg =0,

aod+dgoa=0.
The map dg is a derivation as it is the sum of the derivation ¢ and the graded .A-module map —Bov o q.
Moreover, we have
dz :(§—Bouoa)2:62—5060Voa—ﬂoyoaoé—f—ﬁoyoaoﬂoyoa:
:52+ﬂonoyoa+ﬂoyonoo¢+O:52+,80(on1/+1/on)00¢:
=0°4+Bodvoa=86"+pBoa=0.
Thus dp does indeed define a differential and hence a structure of a DG A-module on F'. It can be readily

checked that with respect to that structure the maps « and S are both closed.
Consider the following maps of graded A-modules:

Qar D g (2.21)
F M QoF. (2.22)

We claim that they define mutually inverse homotopy equivalences E = F and F = E in Mod-A. Indeed,
(2.21)0(2.22) =Id+Borv?oa =1Id—d(Bor?oa),

0 —rvouw Id 0 Id Vo« v 0
(2'22)0(2'21):<—ﬂou Id >:(o 1d>_<5oy 0 ):Id_d<o 0>

as required. 0

while

Since the convolution functor Pre-Tr Mod -A — Mod-A is an equivalence, the Extraction Lemma can be
applied to any twisted complex over Mod -A with a null-homotopic subcomplex. For example:

Example 2.14. Let A be a DG-category and let

(B23 623) T

Ej (2.23)
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be a twisted complex over Mod-A. Then the following is a twisted complex homotopy equivalent to (2.23):

Ej. (2.24)

Proof. In Lemma 2.13 set @ to be the convolution of (Xm d, X) and set F' to be the graded module
eg.

underlying @ E;[—i]. Set the contracting homotopy v to be given by
x M, x

deg.1 /
1d (2.25)

x 4, x
deg.1

Then in (2.20) the map § is Y dg, + > d;j, a is > ay; and S is Y f;;. The map §ov o« is therefore
Ey Ey Es E3

deg.0 x \

@01 @02 @12

* P13 \ B2s
EO El \ EZN E

deg.0

3

that is (12 + f13) © (a2 + a12). Thus the differential 6 — 8o v o a on the graded module €P E;[—i] equals
Z dp, + Z dij — (B12 + B13) o (a2 + a12). (2.26)

The convolution functor Pre-Tr Mod-A — Mod-A is an equivalence. Every differential on the graded
complex € E;[—i] corresponds to a twisted complex whose objects are E;. By the definition of the convolution
functor, the differential (2.26) corresponds to the twisted complex (2.24). O

2.6. A-algebras, modules, and bimodules. For an introduction to A..-categories we recommend [Kel06],
and for a comprehensive technical text — [LH03]. We refer the reader to the latter for the definitions and the
notation we employ. Below, we summarise some of it and prove several minor new results.

An A -algebra over k is a graded k-bimodule A together with graded maps

mi: A% A i>1 (2.27)

of degree 2 — i which lift to a differential which gives the structure of an coaugmented DG coalgebra to the
coaugmented tensor coalgebra

Te(A[L) = €D A% 0]
n>0
generated by A[1]. Such differential is necessarily a sum of the zero map on the coaugmented part k and a dif-
ferential making the reduced tensor coalgebra @, ~; A®™[n] into a DG coalgebra. The resulting coaugmented
DG-coalgebra @,,+, A®"[n] is the bar construction BsA of A, whose counit we denote by 7: BogA — k.
The resulting DG-coalgebra @, -, A®"[n] is the non-augmented bar construction B2 A.
Let A and B be A-algebras. An A, -algebra morphism f: A — B is a collection of graded maps

fi: A% 5B i>1 (2.28)

of degree 1 — ¢ which lift to a morphism of augmented coalgebras B, A — By, B.
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Let A be an A-algebra. A (right) A-module is a graded k-module E together with a collection of graded
maps

mi: E@ A¥ ' 5 B i>1 (2.29)

of degree 2 — i which lift to a differential on the free graded Bo,A-comodule E[1] ® Boo A generated by E[1].
The resulting DG B,, A-comodule is the bar construction B FE of E.
Let E and F be two A-modules. An A, -module morphism f: E — F is a collection of graded maps

fiir E@, A% 5 F i>1 (2.30)

of degree 1 — ¢ which lift to a By, A-comodule morphism B, E — By F. An A, -module morphism is strict
if f; =0 fori> 2.

Let A and B be A -algebras. An A-B-bimodule is a graded k-bimodule M together with a differential
mg,0 and the action maps

mj A% @y M@, B¥ - M i>0,j>0 (2.31)
of degree 1 — i — j which together lift to a differential
(BOOA) Sk M[l] Ok (BOOB) — (BOOA) Ak M[l} Xk (BOOB)a (232)

cf. [LHO3, §2.5.1]. The resulting DG By, A- Bo, B-bicomodule is the bar construction Boo M of M. Whenever
it is necessary to avoid confusion, e.g. in the case of the diagonal bimodule, we will denote the bimodule bar
construction as BR™ M.

We also consider the partial bar constructions. The B-bar construction BE M is the right DG (Bu,B)-
comodule whose underlying graded B, B-comodule is M ®j B, B and whose differential is constructed from
my,; for j > 0. It also carries the structure of a left A, A-module, defined by m; ; for i > 1,5 > 0. Likewise,
the A-bar construction B M is the left DG (ByA)-comodule and right A, B-module defined similarly.
Consider now the DG-algebras Endp_ g(BE M) and End(p__ 4yere (Bs M). Specifying the structure of A-B-
bimodule on M is equivalent to specifying the natural A-action As.-morphism

A2 Bndp_p(BEM). (2.33)
Similarly, it is equivalent to specifying the natural B-action A..-morphism
BOPP 2 End p  ayess (BA M), (2.34)

cf. the “lemme clef” of [LHO03, §5.3]. Explicitly, we define e.g. the A-action morphism by setting for each
a; @ ®a, € A®" the endomorphism actys(a; ® --- ® a,,) € Endp_ g(BZ M) to be

Mm@b @ @by Y (1) mp (01 @ Ran@mb @+ @b) Dby ® -+ @ by, (2.35)
=0

where the signs are dictated by the definitions in [LH03, §5.3].
The diagonal bimodule A is defined by the graded maps

miy: A¥ @ Ay A% L 4 i>0,5>0 (2.36)

where m; are the maps which define the A,,-algebra structure on A.

Let M and N be two A-B-bimodules. An A, -bimodule morphism f: M — N is a collection of graded
maps

fiji A" @y M@, B® - N  i>0,j>0 (2.37)

of degree —i — j which lift to a Bso A-Bso B-bicomodule morphism Boo M — BooN. An Ao -module morphism
is strict if f; j =0fori>1or j> 1.

The DG k-module Homp__g(BZ M, BE N) has a natural structure of an A-A-bimodule defined via the
A-action maps for BEZ M and BE N. Similar to (2.33) and (2.34), specifying an A, A-B-bimodule morphism

M L5 N is then equivalent to specifying a DG By, A- By, A-bicomodule morphism
BooA 14 Bm(HombB (BE M, BEN) ) (2.38)
Similarly, it is equivalent to specifying a DG By, B-Bs B-bicomodule morphism

BooB 22 BOO(HombA (BAM, BAN) ) (2.39)
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2.7. A, -categories. Let A be a set. We define ks to be the category whose set of objects is A and whose
morphisms spaces are

k ifa=10
Homyg, (a,b) = {0 b (2.40)

For any sets A, B and C, any graded ku-kg-bimodule M, and kg-kc-bimodule N we denote by ®y, their tensor
product over kg:

oM@ N) = EBaMb ®k pNe. (2.41)
beB

We give the category of graded kg-ka-bimodules a monoidal structure by equipping it with the multiplication
given by ®j and the identity element given by the diagonal bimodule ky.

Given a graded ka-kg-bimodule M and two maps of sets A’ I Aand B & B, we write ¢ M, for the graded
kas-kp-bimodule obtained by pulling back along f and g, i.e.

o (1Mo)y = s M) Va €AV D (2.42)

An A -category A is an object set A and an A..-algebra A over kg, i.e. in the monoidal category of
graded ka-ka-bimodules. See [LHO03, §1.1-1.2] for an explanation of how the usual notions of ordinary, DG,
and A..-algebras over a ring generalise to those over an arbitrary monoidal category. We abuse the notation
by also using A to denote the object set A where it doesn’t cause confusion, e.g. we write k4 for kj.

Given two A..-categories A and B an A -functor A B Bisa map A L5 B of their object sets and a
morphism A — ;B of Ay -algebras in the category of graded k4-k4-bimodules.

The definitions of modules, bimodules, etc. for A, -algebras in §2.6 generalise similarly to A..-categories
by considering the latter as A..-algebras in approriate categories of graded bimodules, cf. [LH03, §5.1].

Let A be an A, ,-category. We denote by Nod...A the DG-category of all right A,,-modules over A. Its
objects are right A-modules and for any two objects E and F we have

Hompoda 4(F, F) ~Homp__4(BxFE, Boo F), (2.43)

cf. [LHO3, §5.2]. It follows that the elements of HomNoa,, 4(F, F') can be identified with arbitrary collections
of graded k4-module morphisms {E Q@ A% — F}z‘>o‘ Note that such collection defines a morphism of
A.-modules, as per §2.6, if and only if the corresponding element is closed of degree 0.

Let A and B be A..-categories. The DG-category Nod...A-B of A,, A-B-bimodules is defined similarly
to the above.

Let M be an A-B bimodule. The notions of partial bar constructions and action maps defined in §2.6
extend to As-functors A — Nod..B and B°P? — Nod.,.A°PP, cf. [LH03, Cor. 5.3.0.2]. Given a € A
and b € B we write ,M and M, for their images under these functors. When A and B are A..,-algebras,
i.e. A.-categories with a single object ®, 4M is e.g. the B-module which corresponds to BZ M, and the
functor A — NodB acts on the morphism spaces by the A.-morphism A4 — Homnod. 5(eM, ¢ M) which

corresponds to the action map A 225 Endp_p(BEZ M).

In case when M is the diagonal bimodule A, this yields the Yoneda embedding A — Nod.,.A. The modules
{“A}aeA are the representable A-modules. Explicitly, the graded k4-module underlying ,.4 is Hom 4(—, a)
and its As.-module structure is given by the A.,-operations m; of A.

An A-module E is free if it is isomorphic to a direct sum of shifts of representable modules. An A-module
FE is semi-free if it admits an ascending filtration whose quotients are free modules.

2.8. The derived category of an A, ,-category. Let A be an A,,-category. A morphism of A.,-modules
is a quasi-isomorphism if and only if it is a homotopy equivalence [LH03, Prop. 2.4.1.1]. Thus all quasi-
isomorphisms are already invertible in H°(Nod..A), and there is no need to formally invert them to construct
the derived category of A. Instead, however, we have to throw away certain A-modules. For example, given an
associative unital algebra, for its derived category as an A..-algebra to coincide with its usual derived category
we only want to consider its A,,-modules which are quasi-isomorphic to its ordinary, unital modules. It turns
out that we need to impose a similar sort of condition even when dealing with an arbitrary A..-category.
We recall various notions of unitality for A.-categories and their modules. Let A be an A..-category. We
say that A is strictly unital if it is equipped with a unit 1 : k4 — A such that ms(n®Id4) = ma(Id 4 ®n) = Id 4
and m;(Idg®--- @Idg@n @ Idg®---®@Idy) = 0 for all i # 2. We say that A is homologically unital if
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H*(A) is a unital graded category. Finally, we say that A is H-unital if its non-augmented bar construction
B22 A is acyclic. These notions are related as

strictly unitary C homologically unital C H-unital . (2.44)

The first inclusion is clear, and the second is due to [LH03, Prop. 4.1.2.7].

Let E € NodoA. If A is strictly unital, we say that E is strictly unital if mo(Idys ®n) = Idy and
m;(Idy @Idg® - - @ Ida®n®@Ida®---®@1Id4) = 0 for all i« > 3. If A is homologically unital, we say that
E is homologically unital if H*(E) is a unital graded module over H*(.A). Finally, for any A we say that
FE is H-unital if its bar construction B, E is acyclic. Note that the bar construction of A considered as a
right module over itself coincides with its non-augmented bar construction as an A..-category. Thus A is an
H-unital A-category if and only if A4 is an H-unital .A-module.

Let (Nods.A)py be the full subcategory of Nod. A consisting of H-unital modules. We define the derived
category D(A) of A to be H*((Node.A)py). When A is a DG-category, we denote by Do (A) the derived
category of right A, A-modules as defined above. This is to distinguish it from the derived category D(.A)
of right DG A-modules as defined in §2.1.

If A is H-unital, then for any F € Nod,.A the following conditions are equivalent:

(1) E is homotopic to a semi-free module.

(2) E lies in the smallest full subcategory of H(Nod,.A) which is triangulated, cocomplete, closed
under isomorphisms, and contains the representable modules.

(3) E is H-unital, that is — its bar-construction By F is acyclic.

The equivalence of (1) and (2) is straightforward, while that of (2) and (3) is due to [LHO03, Prop. 4.1.2.10].
If A is strictly unital, by [LHO03, Prop. 4.1.3.7] the equivalent conditions above are further equivalent to:

(4) E is homologically unital, that is — H*(E) is a unital graded H*(A)-module.
Thus, for a strictly unital A we have a chain of inclusions

Mody A < (NodoA)y — (NodewA)py — Nodoo A

where (Nod.A), is the full subcategory consisting of strictly unital modules, and Mod A is its non-full
subcategory of strictly unital modules and strictly unital morphisms between them. The first two inclusions
are quasi-equivalences, and thus Mod, A and (Nod.A),, are alternative DG-enhancements of D(A).

The derived categories of A,,-bimodules are defined similarly and similar considerations apply.
2.9. Tensor and Hom functors for bimodules. Let A, B, and C be A -categories. Let M € Nod,.A-B,

and N € Nod.B-C. We define the A,.-tensor product M%BN to be the A, A-C-bimodule whose bar
construction is the (shifted) cotensor product of DG-comodules

BooM ®@p_ B Boo N[—1]. (2.45)
Explicitly, the underlying graded k_4-kc-bimodule is
M R (BooB) @ N (2.46)
and its A, A-C-bimodule structure consists of the differential
mo,0 = —dp v ®Id—-1d®dp_n +1d®dp_p5 ® Id
and of commuting A and C actions induced from those on M and N respectively:
Mpr((01 @ @a,) @m® (b ® -+ Rby) @@ (€1 ® -+ R ¢yp))
equals
0 if pr#£0
=DM (a1® - ®ap@meb ©- - @b) @ (big1 @+ @ bg) @1 ifp#£0,r=0 (247)
Lo )'me i@ @b)@md  (bip1® - ®b@n®c @ - Q) ifp=0,7#0
with the signs dictated by (2.45).

Let now M L5 M’ be a morphism in Nodoo A-B and N % N’ to be a morphism in Nod.B-C. Define the
morphism

M&N L2% M'&sN'
to be the morphism in Nod,.A-C which corresponds to the DG-bicomodule morphism

BooM @55 BN L2% B M’ @55 BooN'.
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Explicitly, f ® g sends
(M1 ® - ®Rap) MR b1 Q- b)) AN® (1 ®---Qcr)

to

P i@ ®e,emebh @ - @b) @ (b1 @ ®b)®gyjr(bit1 @ @by AN ® - D cy).
0<i<j<q

We thus obtain a DG-functor:

(—)®5(—): NodsA-B @ Noda B-C — NodeoA-C. (2.48)

Note that f ®Id is C-strict: (f ®Id); ; = 01if j > 0. It follows that for any M € Nod...A-B the functor

(—)&4M: Nodow A — Nod..B

filters through the non-full subcategory NodsotoriCtB C Nod.B consisting of all B-modules and strict A.o-
morphisms between them.

If the category B is a DG-category, then the above defined A,.-tensor product over B is different from the
usual DG-tensor product over B and we need to differentiate the two notions:

Definition 2.15. Let A and C be A.-categories and let B be a DG-category. Let M € Nodg. A-B and
N € Nod,,B-C be such that their partial bar-constructions BAM and BS N are DG-modules over B. In
other words, m;% = 0if j > 2 and m]\; = 0if i > 2.

The DG-tensor product M ®pg N is the Ao, A-C-bimodule which corresponds to the free DG By A-Bo,C
bicomodule obtained as the DG-tensor product of the partial bar constructions of M and N:

BLM @p BS M. (2.49)

Explicitly, the underlying DG k_4-k¢-bimodule is M ®3 N and the commuting A and C A, .-actions given by

0 p,r#0
mgf[T‘X’BN(al,...,ap,m®n,cl,...,cr) = (—1)?m®mé\fr(n7cl,...,cr) p=20
(—1)?m£,40(a1, e ap,m)®@n =0

with the signs dictated by (2.49).

In particular, for any A.-categories A, B, and C and any M € Nod..A-B, and N € Nod,,5-C denote
by M ®; N the above construction applied to M and N considered as A-k and k-C bimodules, respectively.
In other words, we simply forget the B-module structure on M and N, tensor them as DG kg modules, and
then define the commuting A and C A.-actions on the result.

A particularly useful application of this construction is to tensor with the diagonal bimodule. Let A be an
Ao-category and N be a DG k 4-module. The DG-tensor product N ®g A can be considered as the A-module
generated by N over A. Explicitly, it has NV ® A as the underlying DG k-module and for each p > 2 we have

mif,v®’€A(n ®a,a1,...,0p—1) = (-1)'n® mp(a,ar, ..., ap—1) n®aeNQLA, a; € A
with appropriate signs.

Lemma 2.16. Let A be an Ay -category and let N be a DG ky-module. The A-module N ®j A admits a
filtration of length two whose quotients are free modules. In particular, N ®j A is semi-free.

Proof. Suppose first that N is a graded k4-module considered as a DG-module with zero differential. Then
N ® A is a free A-module, as it is isomorphic to

B (No)i @k aAl-i].
a€AEL
On the other hand, if N is a DG-module bounded from above, then N ®; A is semi-free as it admits a
filtration whose quotients are N; ® A. In particular, if all N; vanish for ¢ ¢ [a,b] for some a,b € Z, then
N ®j A admits a filtration of length b — a + 1 whose factors are free.

Finally, since k is a field, we can (non-canonically) decompose DG k4-module N as a direct sum of its
graded cohomology module H*(N) and acyclic DG-modules Imd; — Imd; concentrated in degrees i and
1+ 1. Therefore, the A-module N ®j A splits into a direct sum of a free module and the modules which each
admit a filtration of length 2 whose quotients are free. The desired assertion follows. O
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Now let L € Nod,D-B, and M € Nod,,A-B. We define the A,-Hom bimodule H(?)omB(L7 M) as follows.
The underlying graded k 4-kp-bimodule is

Homp_s(BE L, BE M). (2.50)
It has a natural structure of a DG-bimodule over DG-categories Endp__ (B2 M) and Endp_5(B2 L). Using

the A- and D-action functors we restrict this to an A A-D-bimodule structure, cf. [Kel01, §6.2].
Explicitly, this bimodule structure consists of the standard differential

mo,o(a) = dps poa— (—l)lo“aongoE (2.51)
and of commuting A and D actions: for any o € Homp_5(BE E, B F) we have
0 if p,r#£0
mpr((a1 @ ®ap) @a®@(d ®---®dy)) =14 (=1) acty(a1 ® - @ a,) o ifr=0
(-1)’aocacty(di @ - ®d,)) if p=0.

where the signs are dictated by the definition of the restriction functor in [Kel01, §6.2].
Let now further N € Nod,,C-B. It can be readily checked that the composition map

cmps

Boo (Hompg (M, N)) @p...4 Boo(Homg (L, M)) <2 B, (Homp_p (L, N)) (2.52)

defined by

®2 gre1d®?
BooC @ Homp_ 5 (BOBOM, BfoN) 1 Boo A @ Homp_ 5 (BfoL, BfoM) @y BoD 14T @TEIT,

—  BooC @1 Homp_ s (BEOM, Bf;N) @1 Homp._ s (BE;L, BEOM) @y Bo,D M@ cmps@ld,

—  BooC @i Homp_ 5 (BOBOL, BfoN) @k BooD
commutes with the differentials. It defines therefore in Nod.,C-D the composition map

cmps

Homp (M, N)&_4Hom(L, M) <% Homp (L, N). (2.53)

Let now L' L& L and M % M’ be morphisms in Nod,,D-B and Nod..A-B, respectively. Define the
morphism

H%omB(L,M) M H%OmB(L’,M’)
in Nod,A-D by the DG bicomodule morphism
Boo (Hompg (L, M) ~ Ba A®p.. 4 Boo (Homp (L, M)) @5 p BooD 2224202,

cmps

—+ Buo(Homp (M, M) ®p...4 Beo (Homp (L, M) ) ®5..p Bao (Homs (L', L)) <225 B, (Homp (L', M')).
Explicitly, for any o € Homp_s(BE L, BE M) the map (f o — o g),, sends
(@ ® - ®a)R@a® (d - - ®dy)
to the map
(1) (gpe (a1 ® - ®a,®—)®@Id)oAoao (fre(d ®  ®d ®—)®Id)o A

in Homp_ (B2 L', BE M'). Here A denotes, as usual, the comodule comultiplications.
We thus obtain a DG-functor

Homg(—, —): (NodwC-B)°"" © Nodee A-B — Nod.oA-C (2.54)
and, similar to the above, for any M € Nods,.A-B the functor
Homgs(M, —): NodsoB — Nod.o A

filters through Nod®"'** A ¢ Nod..A.
We then have the usual Tensor-Hom adjunction: for every M € Nod.,.A-B the functors

(—)®4M: NodsC-A — Nodo.C-B (2.55)
Homgs(M, —): NodoC-B — Nod.C-A (2.56)

are left and right adjoint to each other, respectively. Same holds for the functors M ESB(—) and Hom gopp (M, —).
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Let M € Nod,,A-B. The DG k_4-k4-bimodule underlying H%OmB(M , M) has an algebra structure given by
composition, and thus defines a DG-category with the same object set as A. By definition, this DG-category
can be naturally identified with the DG-category Endp_s(BZ M). On the other hand, it can be identified
with the image of the functor A — Nod,B defined by M. Indeed, the assignment a — oM gives a fully

faithful inclusion Homg (M, M) < Nod..B, and the functor A — Nod,B decomposes as
A 2 Homg (M, M) — Nod.B. (2.57)

oo
Here we write acty; for the composition A 224 Endp_ (B2 M) ~ Homg(M, M).

2.10. A functorial semi-free resolution for (Nod...A)p,. To our knowledge, the material presented in
this section is original to this paper.

Let A be an A,-category and let £ € Nody.A. Consider the A, A-module EES AA. The corresponding
DG By, A-comodule is
BoE®p_a BY™A[-1]. (2.58)
As a graded By A-comodule (2.58) is isomorphic to
E @k Boo A @k All] @ Boo A

which decomposes as
@ E @y, (A[1])®" @) A[l] @ B A.
i>0
Observe that the component of the differential of (2.58) which goes from its i-th summand to its j-th
summand is zero if j > 4. It follows that this differential decomposes into:

(1) For each ¢ > 0 a degree 1 square zero B, A-coderivation

E @ (A% @ A[l] @k BooA — E @y, (A1) @1 A[l] @1 Boo A (2.59)
(2) For each i > j > 0 a degree 1 graded B, A-comodule morphism
E @y (A[1])®* @ A[l] @k B A — E @3 (A[1])®7 @4 A[l] @1 BooA. (2.60)

For any i > 0 write E ®; A®* for the Ay, A-module
(B @), A%0Y) @), A
in the sense of Definition 2.15. The corresponding DG By, A-comodule is the graded By, A-comodule
E @ A% @ A1] @4 Boo A
whose differential is (the shift of) the coderivation (2.59).
Definition 2.17. For any ¢ > 0 define a degree 1 — ¢ morphism
E®, A% — F (2.61)
in Nod.A by the graded k_4-module maps
E ®), A% @), A% 2 B
For any ¢ and j with ¢ > j > 0 define a degree ¢ — j 4+ 1 morphism
E @ A% — E ®y A% (2.62)
in NodA by the (shift of the) graded Boo.A-comodule morphism (2.60).
Explicitly, (2.62) is defined by the maps
for1: E®, A2 @p A@y A" — E @), A0 @), A
where

fi = Z (=1)" 1% @myq_p_s @ Id®%.

r4+14+s=j5+1
r>0,5>0

and for any n > 1

fn—i—l = (_1)? Id@j QM —j+14n-
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Lemma 2.18. Let A be an A -category. The functor

(—)®.4A: Nodoo A — Nodoo A

filters through the full subcategory SF*™*(A) € Node, A consisting of semi-free modules and strict Aoo-
morphisms between them.

Proof. As explained in §2.9 for any M € Nod,.A-B the functor

(—)®AM: Nods A — NodooB
filters through Nodf,griCtB. It remains to show that for any £ € Nod..A the module Eg AA is semi-free.
Recall the decomposition of the differential on the DG comodule corresponding to E% AA discussed prior

to and employed in Definition 2.17. It follows tautologically that Eg A is isomorphic to the convolution of
the twisted complex

- ..f—>E®;€A®3—>E®kA®2—>E®kA (2.63)

whose differentials are the Ao-morphisms (2.62).

Thus it suffices to show that the convolution of (2.63) is semi-free. As the twisted complex (2.63) is
bounded from above and one-sided, its convolution admits an exhaustive filtration whose quotients are (the
shifts of) its objects, the modules F ®j A®". On the other hand, since k is a field, by Lemma 2.16 each of the
modules E @, A% in (2.63) admits a filtration of length 2 whose quotients are free modules. We thus obtain
an exhaustive filtration on the convolution of E ®; A%®* whose quotients are free modules, as desired. O

Corollary 2.19. Let A be a strictly unital A-category (resp. a DG-category). The functor
()@ 4A: Nods A — Nodo, A
filters through the full subcategory of Nod "' A consisting of strictly unital (resp. DG) modules.

NB: When A is a DG-category, strict A,-morphisms between DG-modules are simply the DG-morphisms,
so the subcategory of Nodsotori‘:tA consisting of DG-modules is canically isomorphic to the usual DG-category
Mod-A of DG-modules over A.

For any F € Nod.A there is a map of twisted complexes from (2.63) to E concentrated in degree 0 whose

- i/./..y'& = = o
- ..f*>E®kA®3*>E®kA®2HE®kA
deg.0
\ i (2.64)
E .
deg.0

It can be readily checked that this map is closed of degree 0. As per the proof of Lemma 2.18, the convolution
of the top complex is isomorphic to Eg AA. We can therefore define:

Definition 2.20. Let A be an Ay-category. Define a natural transformation
() ®aA — 1d. (2.65)

by setting for each E € Nody,.A the corresponding morphism E%A.A — E to be the convolution of (2.64).

This was defined in different terms in [LHO03, Lemme 4.1.1.6] for strictly unital modules.
Proposition 2.21. For any E € Nod.,A the morphism E%A (~2—Oi)+ FE is a quasi-isomorphism if and only
if BooFE is acyclic.
Proof. The morphism EgA @i)» E is induced by the twisted complex morphism (2.64). It can be readily
checked that the convolution of the total complex of (2.64) is an Ay, A-module whose underlying DG k 4-
module is the same as that of B E. The claim now follows. O



20 RINA ANNO AND TIMOTHY LOGVINENKO

Recall, as discussed in §2.8, the full subcategory (Nodec.A)p, C Nod A consisting of H-unital modules.
These are, equivalently, the modules whose bar construction is acyclic and the modules homotopic to semifree
modules. We therefore obtain:

Corollary 2.22. The natural transformation (2.65) is a functorial semi-free resolution for (Nodeo A)py- If,
moreover, A is strictly unital (resp. DG), then this resolution is also a strictly unital (resp. DG) resolution.

We note that Prop. 2.21 generalises and simplifies the proofs of several results in [LHO03|, Chapitre 4, e.g.
the proof that every module whose bar construction is acyclic is homologically unital.

2.11. The bar complex. In this section, we give an account of the bar complez, the notion which lies at the
technical heart of this paper. It is obtained from the bar construction on a DG category A, but the key point
is that the resulting object is considered in the monoidal category (A- Mod-A, ® 4,.4) of A-A-bimodules, as
opposed to the monoidal category (k- Mod-k, ®y, k) of DG k-k-bimodules. To this extent, we provide below
an alternative construction which works purely in terms of the former monoidal category and is an instance
of a more general notion of a twisted tensor algebra.

Let A be a DG category. As per §2.6, the bar construction on A is the graded k-k-bimodule €, , A’[i] with
the structure of a (non-unital) coalgebra in the monoidal category (k- Mod -k, ®y, k) of DG k-k-bimodules.
This structure consists of a differential and a comultiplication. The differential, together with the natural left
and right actions of A by composition, makes @, A'[] into a DG A-A-bimodule. The comultiplication map
lifts to define on this bimodule a non-unital coalgebra structure in the monoidal category (A- Mod-A, ® 4, A).

Our first point of interest is its shift by one to the right. The resulting DG A- Mod -A-bimodule has the
following natural description in the language of the twisted complexes:

Definition 2.23. Let A be a DG category. Define the extended bar complez A € A-Mod-A to be the
convolution of the following twisted complex of A-A bimodules

—(2.1)

—1d®(2. 1)®Id
e AR AR A ECDTCIIL oA A (2.66)
eg.
whose differentials A®("+1) — A®" are given by
n_l . .
> (1) 1d*0 @(2.1) @ 1d®C Y
i=0

and all the higher differentials are zero.

The A-A-bimodule A is well-known to be acyclic, since as a k-k DG-bimodule it admits a contracting
homotopy of degree —1 whose components are the maps A®" — A®("+1 defined by

R Qa,—~1R0a1 Q- Qap.

Thus the twisted complex (2.66) yields a resolution of the diagonal bimodule .4 by what is known as the
bar complex :

Definition 2.24. Let A be a DG category. The bar complez A € A-Mod-A is the convolution of the twisted
complex of free A-A bimodules

Aoy Agy, A MECDZCDIA )00 4 (2.67)
deg.0
whose differentials A®™+1) — A®" are given by
n—1
> (-1)1d%9 @(2.1) @ 1d¥C Y (2.68)
i=0

and all the higher differentials are zero. B
Explicitly, the underlying graded A-.A-bimodule of A is @,,5, A®"[n —2] and its differential d 4 sends any

a1 ® - ®a, € A% [n — 2]

to the sum of

Z(_l)n-&-zé;i deg(aj)al Q- ®@da; @ ® an, (2.69)

i=1
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which comes from the natural differential on A®™ and
n

Z(—l)i_lal Q- a;a;41 Q- & ap, (270)

i=1

which comes from the differential in the twisted complex (2.67).

Since the complex (2.67) is bounded from above and each of its terms is free, A is semi-free. It also comes
with a canonical projection to A:

Definition 2.25. Define the canonical projection
T A= A (2.71)

to be the convolution of the following map of the twisted complexes:

s A®(nH+1) A®n AR A A —— AR A
deg.0

l@-l) (2.72)

deg.O.

Explicitly, it is the map

® ® . ai1as n=2
a “ .. a
! " 0 otherwise.

By definition of 7, the convolution of

ADL A (2.73)
deg.0
is equal to the convolution of the total complex of (2.72), that is — to A. Since the latter is acyclic, 7 is a
quasi-isomorphism, and thus A is a canonical semi-free resolution of the diagonal bimodule A.
The extended bar complex A admits a structure of an algebra in the monoidal category (A-Mod-A, ®4, A).
It comes from a general construction which we now describe. This construction itself is an instance of the
cobar construction on a curved A.-coalgebra, cf. [Posll, §7.4]. However, it is a degenerate case where the
comultiplication and the higher operations are all all zero, leaving only the cocurvature and the differential.
It is worth it therefore to give a direct definition:

Definition 2.26. Let A be a DG category. Let H € A-Mod-A and o : H — A be a closed map of degree
0. The o-twisted tensor algebra T,(H) of H is the convolution of the twisted complex

e Y Hou H4YE g o A (2.74)
eg.

whose differentials H®" — H®(=1 are given by
n—1
Z(il)i 1d®® Q0 ® [q®®—i-1)
i=0
and all the higher differentials are zero.
In other words, as a graded A-A bimodule (T}, m, €) is just the tensor algebra &;>¢H ®*[i], but the natural
differential on the latter is modified using the map o, whence the word “twisted” in our choice of the name.
Define further

e: A—T,(H)
to be the canonical inclusion, and the map
m: Te(H) @4 To(H) — T,(H)
by the natural left and right actions of A on each H®[n] and by the sign-twisting isomorphisms
H®P[p| @4 H®[q] — H®(p+q)[p+ q]
(@ ® hp) ® (hp+1 Q... hp+q) = (_1)(125’:1 dcg(hi)hl @ Qhp @hpt1 ® .. hpyg.

The latter come from the signless associativity isomorphisms of ® 4 using the sign-twisting identifications
H®P[p] ~ (H[1])®?, cf. [LHO3, §1.1.1].
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Lemma 2.27. The triple (T,(H), m,e) is a unital algebra in the monoidal category (A-Mod -A, ® 4,.A).

Proof. 1t is easy to check that it is precisely the unital algebra obtained via the cobar construction from the
curved As-coalgebra structure given on H|[2] by the cocurvature o, the natural differential, and with the
comultiplication and all the higher operations being zero. Indeed, the data of a curved A.-coalgebra is the
most general way to define the differential on the tensor algebra of a graded module in order to obtain a DG
algebra, see [Posll, §7.4] for further details. O

The extended bar complex can be viewed as a twisted tensor algebra in the following way:
Definition 2.28. Define the degree 0 map
m: Aos A — A (2.75)
by
(1@ - ®ay) D4 (Api1 @~ D apyg) — (fl)(qfl)Zle deg(ai) g, @ ... ® Uplpi1 @ - @ Gpryg

and let .
e:A— A

be the canonical inclusion.

Corollary 2.29. The triple (A, m,e) is a unital algebra in the monoidal category (A-Mod -A, ® 4, A).

Proof. Follows from the Lemma 2.27 by setting H = A ®j A and o to be the map A ®; A ﬂ A. O

We now decompose the mulplication map on the extended bar complex A into components pertaining to
A and to A. The bimodule A is not just isomorphic but equal to the convolution of the twisted complex
(AS dAO) , these are merely two different descriptions of the same differential on @, A’[i —1]. Therefore,

eg. =

by the formula for the tensor product of twisted complexes [AL17, Lemma 3.4], the convolution of the twisted
complex

Id ®T
A@AAﬂA@AA@A@AAgAQ@AA (2.76)

is isomorphic to A ® 4 A via a sign-twisting isomorphism
(@1 @ ®ap) @a(aps1) q=1,
(1@ @ap)@a(apt1 @ @ aprq) = 4 (=1)380) (a1) @ 4 (ap+1 @ -+ @ apyq) p=1,
f1P+Zf:1 deg(ai) (al [ IR ap) ®.A (ap+1 R ® ap+q) D, q > ]_
The multiplication map (2.75) is a closed, degree zero map. Composing it with the isomorphism above

and applying the natural isomorphisms (2.8) and (2.12), we obtain the closed, degree zero map of twisted

complexes
=)

A g A ——8) g7 A
eg.
\ J(m Id) bd (2.77)
./Zt -7

deg.0

where the map p is defined as follows. By [AL17, Lemma 3.4(1)] we can identify A® 4 A with the convolution
of the twisted complex

SN (A®3 ©a AP DA 4 A®3) — A®2 @ 4 A2 (2.78)

deg.0
whose degree zero differentials are defined on each A®P ® 4 A%? by
D (2.68) @ Id +(—1)PTd @(2.68)
and whose higher differentials are all zero.
Definition 2.30. Let A be a DG-category. Define the degree —1 map
pr Ao A— A (2.79)

in A-Mod-A to be the map induced by the degree —1 map from the twisted complex (2.78) to the twisted
complex (2.67) whose only components are the degree zero maps B, , A®P @ 4 A% — A"~ given by

(a1 ®: - ®ap) ®a (Apt1 @+ ® apyq) = (—1)PA1 ® -+ ® Apap11 @ -+ @ Apiq. (2.80)
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We note that the identification of A ® 4 A with the convolution of (2.78) given in [AL17, Lemma 3.4(1)]
involves a sign-twisting isomorphism. Consequently, the explicit formula for x4 as a map in A- Mod-A is the
formula (2.80) with an extra sign twist ¢ > ¢_, deg(a;).

We have immediately:

Lemma 2.31. Let A be a DG-category. Then
(1) du=7I1d-Id®T,
(2) Top=0.

in A-Mod -A.

Proof. This follows immediately from (2.77) being a closed, degree zero map of twisted complexes. O
The bar-complex A has a natural coalgebra structure in (A- Mod-A, ® 4,.A) which is defined as follows:

Definition 2.32. Define the comultiplication
AL Aoy A, (2.81)

to be the map induced by the degree 0 map from the twisted complex (2.67) to the twisted complex (2.78)
whose only components are the degree zero maps A®" — @n:pﬂ AR @ 4 A®(4HD) given by

n—1
Q@ @agr » (1@ @, 1) @D (10 ape1 @+ @ Gpeg)- (2.82)
p=1
As explained for the map y, the explicit formula for A as a map in A-Mod-A is the formula (2.82) with
the extra sign twist (—1)®—i+1) 352} deg(ar)

Proposition 2.33. The triple (A, A,T) is a unital coalgebra in the monoidal category (A-Mod -A, @4, A).

Proof. With the definitions above it is a straightforward verification on the level of twisted complexes over
A-Mod-A. O

3. BAR CATEGORY OF MODULES Mod-A

Let X be a scheme of finite type over k. By [BvdBO03] the category D,.(X) admits a compact generator.
Hence Dy.(X) ~ D(A) for a DG-algebra A which is the endomorphism algebra of (an h-injective resolution
of) such a generator. Similarly, by [LunlQ] the category D(X) admits a classical generator and we have
D(X) ~ D.(B) for the endomorphism DG-algebra B of such generator. Moreover, the generator can be
chosen in such a way that B is smooth. See [AL17, §4] for a detailed exposition, as well as generalities on
DG-enhancements.

This reduces DG-enhancing derived categories of algebraic varieties to DG-enhancing derived categories of
DG-modules over DG-algebras or, more generally, DG-categories. Let A and B be DG-categories and let

D(A) L D(B)
be a DG-enhanceable functor. Recall that f is said to be continuous if it commutes with infinite direct sums.

By [Toé07, Theorem 7.2] every DG-enhanceable continuous functor D(A) — D(B) is of the form (—) Qlé M for
some bimodule M € D(A-B). It follows that D(A-B) can be identified with the triangulated category of DG-
enhanceable continuous functors D(A) — D(B). This furthermore identifies the subcategory D57/ ( A-B)
with the triangulated category of DG-enhanceable functors D.(A) — D.(B). This reduces DG-enhancing
exact functors between the derived categories of algebraic varieties to DG-enhancing the derived categories
of bimodules, cf. [LS16].

Let A be a DG-category and let Mod -A be the DG-category of A-modules. There are two enhancements
commonly used in the literature for D(A): the full subcategory P(A) of the h-projective modules in Mod - A,
and the Drinfield quotient Mod-A/ Ac(A) where Ac(A) is the full subcategory of acyclic modules. Neither
turned out to be suitable for our purposes. The problem with the Drinfeld quotient is that its morphisms are
inconvenient to work with explicitly. The problem with P(.A) manifests itself when working with bimodules.
The diagonal bimodule A, which corresponds to the identity functor D(A) — D(A), is not in general h-
projective. Hence every construction involving the identity functor has to be h-projectively resolved by
e.g. tensoring with the bar complex. This leads to many formulas becoming vastly more complicated than
they should be, cf. [AL17].

We propose a different DG-enhancement framework for the derived categories of DG-categories. We think
it is more suitable for identifying the derived categories of DG-bimodules with triangulated categories of
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DG-enhanceable functors as described above. Let A be a DG-category. The proposed enhancement of D(.A)
admits two different descriptions.

3.1. DG-modules with A -morphisms between them. The first one is in the language of A,,-categories
and modules. The enhancement we want is the full subcategory of the DG-category Nod A of A, A-modules
which consists of DG A-modules. We denote this subcategory by (Noda..A)qe. Note that the subcategory
(Nod®™“* A);, € Nod...A which consists of DG A-modules and strict A.,-morphisms between them can
be canonically identified with the usual DG-category Mod-A of DG A-modules. Consider the chain of
subcategory inclusions

SF(A) = Mod-A — (NodA) gy — (NodsA)pay- (3.1)

In(Nod.A) ., all quasi-isomorphisms are homotopy equivalences, and thus the functorial resolution (—)% AA
of (Nod oo A)py into SF(A) established in Cor. 2.22 ensures that every full subcategory of (Nodso.A)p,, which
contains SF(A) is quasi-equivalent to SF(A). We thus obtain:

Proposition 3.1. Let A be a DG category. The natural inclusions
SF(A) = (NodoA)gg — (NodooA)py
are quasi-equivalences. In particular, the induced equivalences
D(A) ~ H°((NodwoA)dy) =~ Deo(A)
make (NodsoA)gg and (NodooA)p,, into DG-enhancements of D(A).

For any DG-bimodule M € A-Mod-B the adjoint functors (f)gAM and H?)omg(M,f) restrict from
Nodo A < Nod. B to (NodooA)gg <> (NodooBB)ag. We thus have the usual Tensor-Hom adjunction for the
categories (Nod )dg-

3.2. The category Mod-.A. The second description is a direct one in the language of DG-modules. While
less conceptual, it significantly simplifies the computations involved and allows one to avoid having to deal
with the sign conventions for A..-categories and modules. It builds on the ideas introduced in [Kel94, §6.6]
where it was applied to a set of compact generators of D(A) to obtain a Morita enhancement. We apply it
to the whole of Mod -A instead:

Definition 3.2. Let A be a DG-category. Define the bar category of modules Mod-A as follows:

e The object set of Mod-A is the same as that of Mod-A: DG-modules over A.
e For any FE, F € Mod-A set

Homyyog 4(E, F) = Homy(E ®4 A, F) (3.2)

and write Hom 4 (E, F') to denote this Hom-complex.
e For any F € Mod-A set Idg € Hom4(E, E) to be the element given by

Eo AN Eo A E (3.3)

where 7: A — A is the counit of A as the coalgebra in A- Mod-A, cf. §2.1.
e For any E, F,G € Mod-A define the composition map

Hom,(F,G) @ Homy (E, F) — Homu(E, G) (3.4)

by setting for any E®4 A = F and F @4 A LN G the composition of the corresponding elements to
be the element given by

Eo AN Eg Ao A2 P A G (3.5)
where A: A — A®4 A is the comultiplication of A as the coalgebra in A- Mod-A, cf. §2.1.
Let A and B be DG-categories. We define the bimodule category A-Mod-B similarly, but with
Hom 4.5(M, N) = Homy s(A®4 M @5 B,N)  ¥YM,N € A-Mod-B, (3.6)
with Idy, € Hom 4 5(M, M) being the element given by
A Mg B T2,
and with the composition of the A-Mod-B morphisms M — N and L — M corresponding to
B: A s MegB—N and a: A4LogB— M
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being the A-Mod-B morphism L — N corresponding to

A@AL(@BB%A@AA®AL®BB®BBM>A®AM®BBgN.

Proposition 3.3. Let A be a DG-category. We have a (non-full) inclusion
T: Mod -A < Mod-A (3.7)
which is the identity on objects.
Proof. Define YT to be the identity on objects and for any F, F' € Mod -A define
Yg rp: Homa(E, F) — Homa(E, F)
to be the map which sends any a € Hom 4(E, F') to the morphism in Mod-A defined by
E@ AL Fo A F.

The map Tg r is injective as it can be rewritten as the pre-composition of o with the map (3.3) which is
surjective. This also shows that it sends Id in Mod-A to Id in Mod-.A. It remains to check that TEgFis
compatible with compositions. Let G € Mod-A and let 8 € Hom4(F,G). By definition, the composition
Yrc(B) o Ye r(a) in Mod-A is the element of Hom 4(F, G) defined by

Eo AN po, Ao A 229 pe, 4227 ¢

where we suppress the isomorphisms (—) ® 4 A ~ Id 4. By functoriality of tensor product, this simplifies to
- o TRT)oA
EouA (Boa)®((r®T)0A), ~

Since (7 ® 7) o A = 7 the above equals T (8 o a), as desired. O
The inclusion Y is a special case of a more general identification which relates this section to §3.1:
Definition 3.4. Let A be a DG-category. Define a DG-functor
U: Mod-A — (Node.A)dy (3.8)
by setting it to be the identity on the objects, and for any E, F € Mod-A setting
W(—): Homa(E, F) — Homu(E, F) (3.9)

to be the following map. By definition Hom4(E, F) = Homu(E ®4 A, F), and the module F ®4 A is
isomorphic to the convolution of the twisted complex

— > FE@, A% — > FR, A®? — > F®, A (3.10)
deg.0

with the degree 0 differentials

E®A®n+1 S (1)  1d®? @mo@Ld® (=1 E®A®n
where my denotes either the composition map A ®; A — A or the action map F ®; A — E, as appropriate.
Since Mod-A is strongly pre-triangulated, the DG complex Hom4(E ® 4 A, F') is isomorphic to the DG
complex of twisted complex morphisms

.4>E®kA®3*>E®kA®24>E®kA

deg.0

T N ‘ (3.11)

— 2 [e5] o

\ +

F.
The degree ¢ part of this DG complex comprises all {a"}nZO with «,, € Homf;”(E @ A2 F). Since
each F @), A®("+1) is a free A-module generated by the k4-module E @5 A®", such collections {ay,}, ., are

in bijection with {a;,}, 5, with a;, € Hom|, "(E ®j A®", F), and hence with the elements of Hom 4 (F, F).

Thus, define the action (3.9) of ¥ on morphism complexes to be the composition of the bijective map
which sends the elements of Hom 4(E, F') to the twisted complex morphisms (3.11) with the bijective map

which sends the latter to the elements of of H%Om A(E, F). The resulting map clearly respects the degrees, and
checking that it commutes with the differentials is a straightforward verification, comparing the definition of
the differential for morphisms of twisted complexes given in e.g. [AL17, §3.1] or [BK90, §1] with that of the
differential for A..-module morphisms given in e.g. [LH03, §5.2].
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Proposition 3.5. Let A be a DG-category. The DG-functor U of Definition 3.4 is an isomorphism
Mod-A ~ (NoduA)gg
of DG-categories which identifies T: Mod -A — Mod-A with Mod -A = (NodooA)thgmt — (NodoA)gg.

Proof. By construction, ¥ is identity on objects and bijective on morphism complexes. Hence it is an iso-
morphism of DG categories. For the last assertion, let « € Homy(FE, F). The corresponding element of

Hom 4 (E, F) is the composition of F ®4 A M%7, B with E % F. On the level of twisted complexes, the

former map consists of a single component E ®; A 2% B. The composition consists therefore of a single

aoact

component F @, A =225 F. The corresponding k4-module morphism is E = F. We conclude that the
resulting collection of k4-module morphisms {E ®; A®™ — F} . consists of a single non-zero component:

E % F. This defines the strict Ao-morphism FE — F corresponding to a, as required. O
Corollary 3.6. Let A be a DG category. There is a canonical category isomorphism

©: D(A) = H° (Mod-A) (3.12)
giving Mod-A the structure of a DG-enhancement of D(A).

Proof. In H° (Nod.A) gy every acyclic module is isomorphic to zero. By Prop. 3.5 it is also true of H 9(Mod-A).
As D(A) = H°(Mod-A)/H° (Ac A) the universal property of Verdier quotient ensures that the inclusion
H°(T): H°(Mod-A) — H°(Mod-A)
factors uniquely into the canonical projection H°(Mod-A) — D(A) and the functor we define to be ©:
H°(Mod-A) — D(A) 2 H'(Mod-A). (3.13)

To see that © is an isomorphism of categories, precompose H°(Y) with HO(P(A)) — H°(Mod-A), where
P(A) C Mod-A is the full subcategory of h-projective modules. On the morphism complexes T is the pre-
composition with the quasi-isomorphism E ® 4 A — E defined in (3.3). In both H°(P(A)) and H°(Mod-A)
quasi-isomorphisms become isomorphisms. Thus the resulting functor H°(P(A)) — H°(Mod-A) is fully
faithful. It is furthermore an equivalence, since any module E is isomorphic in H°(Mod-.A) to the h-projective
module E ®4 A . Since the composition

HO(P(A)) — H°(Mod-A) — D(A)

is well-known to be an equivalence, we conclude that © is also one. 0

Lemma 3.7. Let A be a DG-category and let E = F be the Mod-A morphism defined by a Mod -A
morphism E @4 A 2+ F. The category isomorphism © of Cor. 3.6 identifies o with the D(A) morphism

EME L po, A% F (3.14)

Here 7= is the formal inverse of the quasi-isomorphism A = A.
Proof. Tt suffices to show that ©(a’) is the composition a0 ©(Id ®7) in H°(Mod-A). As O(a’) = H(T)(a),
we conclude it is the morphism defined by the Mod-A morphism

E®A«4®AA °(d&m) F.

M8, B in Mod-A is defined by the Mod -4 morphism
Id @TQT
==

On the other hand, the image of F @4 A —%

E@qA®4 A E.
Its Mod-.A composition with « is therefore defined by the Mod -A morphism

o(Id ®T®Id)

E@i A4 A F

The claim now follows, since the map A ®4 A T MeT, 1 s null-homotopic. One choice for the

contracting homotopy can be found in Lemma 2.31. g

Corollary 3.8. Let A be a DG-category. A morphism E — F' in Mod-A is a homotopy equivalence if and
only if the corresponding Mod -A morphism E @ 4 A — F is a quasi-isomorphism.

We next furnish the categories Mod with adjoint bifunctors which are enhancements of the derived bi-

L
functors (—) ®(—) and RHomp(—, —).
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Definition 3.9. Let A, B, and C be DG-categories. Define the functor
®g5: A-Mod-B ®; B-Mod-C — A-Mod-C (3.15)
by setting
M@sN=MegBeog N VM e AMod-B, N € B-Mod-C.
Furthermore, for any o € Hom 4 g(M, M’) and 8 € Homp.c(N, N') define

M SN 25 M N’

to be the morphism corresponding to

1d®? @ A2@1d®? a®ld ®B
e ST

A@AM(}@BE@BN@(:C_ A@AM®BE®BE®35’®3N®CC_ M’®BB®BNI-

Explicitly, we have
AAMAbRN® ¢ — Z(_l)deg(ﬁ) deg(a®m®b<1)®b(z))a(a Rm @ by) ® by ® Blbz) @n @ c).

Here and below we use Sweedler’s notation for comultiplications and coactions: the sum above runs over all
the summands b1y ® b) ® bz) of A?(b). More generally, given a coalgebra element denoted by e.g. letter b
a sum involving expressions b(y), ..., by) means that the sum is taken over all summands of AF (b) with each
b(;) denoting the i-th factor of each summand.

Definition 3.10. Let A, B, and C be DG-categories. Define the functor
Homg(—, —): A-Mod-B ®}, (C-Mod-B)°"* — A-Mod-C (3.16)
by setting
Homp (M, N) = Homp (M ®5 B, N) VY M € C-Mod-B, N € A-Mod-B.
Furthermore, for any o € Home g(M', M) and 3 € Hom 4 (N, N') define

Homys (M, N) 22°% Hompg (M7, N')

by the A- Mod -C map

A® 4 Homg (M ©5 B, N) ® ¢ 2228, (3.17)

—  Homg (N @ B, N') ® 4 Homp (M ©5 B, N) @¢ Homg (M’ @5 B, M) 22,
—  Homgp (M/ ®B B,N’).
Here A 2%, Hom(N ®3 B,N') and C =% Hom (M’ ®p B, M) are the right adjoints of the A- Mod-B and
C- Mod -B morphisms
A4 N @B — N/,
C Re M’ Xn B> M
which correspond to 8 and a.
Explicitly, the map (3.17) takes any a ® v ® ¢ to the map

m @by (—1)des@lesl@rdes g (4. @y (a (c@m @bay) @ b)) @ b)) -
We define similarly the functor
Homgers (—, —): B-Mod-C ®, (B-Mod-A)°*® — A-Mod-C. (3.18)
Definition 3.11. Let A, B, C, and D be DG-categories. For any M € A-Mod-B, L € C-Mod-B, and
N € D-Mod-B define the composition map in D-Mod-C
cmps: Homg(M, N) ® 4Homp (L, M) — Homp(L, N) (3.19)
by the corresponding D- Mod -C map

D ®p Homp(M 5 B, N) ©4 A @4 Homp(L ®p B, M) ®¢ ¢ 124724,

— Homp(M @5 B, N) @4 Homp(L ®5 B, M) > Homg(L 95 B, N). (3.20)

For any M € B-Mod-A, L € B-Mod-C, and N € B-Mod-D define similarly C-Mod-D map

cmps

cmps: HoimBODP (L, M) @AHOﬁBOpp (M, N) S HOiInBOpp (L, N) (321)
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When working with bimodules where two different categories act on the left and on the right, there can
be no confusion over whether we mean the left or the right action of either category. In such case, we write
Hom 4 for Hom 4opp, for the purposes of brevity.

Proposition 3.12. Let A and B be DG-categories and let M € A-Mod -B. The isomorphism © of Cor. 3.6
L _

identifies the functors (—) ® 4 M and R Hompg (M, —) with the functors H° ((—) ® 4M) and H® (Hompg (M, —)).
L _

Similarly, © identifies M ®@g(—) and RHom 4 (M, —) with H° (M ®5(—)) and H® (Hom 4 (M, —)).

L _
Proof. We only prove the assertion for (=) ® 4 M and (—) ® 4 M, the others are proved similarly.
For any DG-category C the following square commutes:

C-Mod-A 224484 o Niod B

‘| |
_ NBIM v
c-Mod-A — M _ ¢ NodB.
Since A® 4 M is an A-h-projective resolution of M, the functor H° ((—) Q4 AR4 M) descends to the functor

L
(=)®a M: D(C-A) — D(C-B). The factorisation (3.13) then implies that this functor is identified by © with
the functor H ((—) @4 M) . O

Proposition 3.13. Let A and B be DG-categories. The isomorphism ¥ of Prop. 3.5 identifies the bifunctors
(—) ®5(—), Hom4(—, —), and Homp(—, —) with the bifunctors (—)@B(—), Hompg(—, —), and Hom4(—, —).
Proof. Straightforward verification. a

In view of Propositions 3.13 and 3.5 we could deduce the Tensor-Hom adjunction for Mod from the
Tensor-Hom adjunction for A.-modules [LH03, Lemme 4.1.1.4]. However, it is more convenient to prove this
adjunction directly in Mod by exhibiting explicit formulas for its unit and counit:

Proposition 3.14. Let A, B, and C be DG-categories and let M € A-Mod-B.

(1) The functors (—) @ 4M and Homp(M, —) are left and right adjoint functors C-Mod-A +» C-Mod-B.
The unit and the counit of the adjunction are the maps

E 2 Hompg(M,E @4M) V E € C-Mod-A, (3.22)
Homp(M,F) @M <5 F YV F € C-Mod-B (3.23)

in C-Mod-A and C-Mod-B which correspond to the C-Mod -A and C-Mod -B maps

- o om _ - _ (1a%3 @r)o(— _ _
C®cE®AA®—M>HomB(M®BB,E®A.A®AM®BB)MHomB(M(@BB,E@AA@AM), (3.24)

r®ld ®TRId®2
_—

C ®c Homp(M ®5 B,F) @4 A®4 M 5 B Homg(M ®5 B, F) QuMesBZS F. (3.25)

(2) The functors M ®p(—) and Hom4(M, —) are left and right adjoint functors B-Mod-C + A-Mod-C.
The unit and the counit of the adjunction are given by the maps

E 2% Homu (M, M @3E) VYV E € B-Mod-, (3.26)
M ®gHoma(M,F) > F YV F € A-Mod-C (3.27)

in B-Mod-C and A-Mod-C which correspond to the in B-Mod -C and A-Mod -C maps

mlt @

~ . . . - (r®1d®3)0(-)
B®s E®cC —— Homa(A®4 M,A®s M Q5B E), ———

Homa(A®a M, M ®5B®s E), (3.28)
e %3 e =3 ®2 T T 1 1 ev
A®4 M @5 B®sHoma(A®4 M, F) ®:C L2728, 194 M @p Homa(A®4 M, F) <5 F. (3.29)

Proof. To prove the assertion (1) it suffices to show that for any F € C-Mod-A and F' € C-Mod-B

mlt ®Id

E @M 225 Homp(M, E @4M) @M =5 E @M (3.30)
Hompg(M, F) Zolt, Homp(M, Homg(M, F) @ 4M) oveld), Homp(M, F) (3.31)

are identity morphisms. We only demonstrate this for (3.30), as (3.31) works out very similarly.
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By definition of the composition in Mod-B, (3.30) corresponds to the Mod -B map

ARId @ARId®?

=~ T > — — 1 1 %3 TXm ®3
CRcE@aA@aMeazB 284007, 6o Coc E@aA@4 A@a M @p B 1AETOMIOIdT7,

_ _ _ _ _ _ 1d@((r®1d®3)o(-))@1d®?
—C ®@c Homp(M @3 B, E @4 A®4 M 5 B) @4 A4 M5B

T®Id @TQId®?
_—_

—C ®@c Homp(M @5 B, E @4 A@a M) 4 A®a M ®5 B
—Homp(M @5 B,E®4 A4 M) @4 M5B E@a A®a M.
By functoriality of the tensor product the above composition equals

AQId @ ARId®2 T@1d®3 @TRI1d®?
_— ey

C®cE®aA®a M @3B CRCR ERAAR4AR4 M Q5B
_ _ = r@mlt® [d®2 _ _ _ ~ ((1d®3 @71)o(-))®1d®?2
—CQRc EQRa AR M @B ——— Homp(M @ B,E®4 A4 M Q5 B)®4 M @5 B

—>HOH13(M®BB7E®AA®A M) ®AM®581>E®AA®A M.

By Prop. 2.33 the maps 7 ® Id and Id ®7 are left inverses to A, thus the first two maps compose to Id. On
the other hand, the last two maps compose to (Id®3 ®7) o ev. By the Tensor-Hom adjunction for M ®5 B
the total composition is therefore 7 ® Id®3 ®7. The corresponding map in Mod-B is Id, as desired.

The assertion (2) is settled similarly. O

It is worth writing out the maps defining the units and the counits of these two adjunctions explicitly. The
compositions (3.24), (3.25), (3.28), and (3.29) are the maps

c®e®ar (T(c)e®@a® —)o (Id®rT)
cRa®a®maeb— t(c)a(t(a).m @Db)

bRe®c s ((_1>deg(—)(deg(b)+deg(e))(_) Rb® eT(c)) o (r ®Id)
a@Meb®a®crs (—1)deal@) desla)tdesm)tdee®)) o(q @ m.7(b))7(c).

To sum up, we have a DG-enhancement framework which to every DG-category A associates an enhance-
ment Mod-A of its derived category D(A). These enhancements Mod admit genuinely adjoint (in each
argument) bifunctors (—) ®e(—) and Hom,e(—, —).

3.3. On non-invertibility of the semi-free resolution A @ M — M. Recall the semi-free resolution

A%AM (2.65) Y

discussed in §2.10. Consider moreover its right adjoint with respect to A?@? a(—):

M — Hom.a(A, M).
The category isomorphism ¥ of Prop. 3.5 identifies these with the maps
A@AM — M (3.32)
M — Hom4 (A, M) (3.33)
defined by the A- Mod -B maps

A@AAQQAM@BBM)M

r@l@r, o (210 Hom_a (A, M) er, Hom 4 (A, M).

A4 M®pB

We therefore see that the .A-Mod-B maps (3.32) and (3.33) are the analogues of the canonical A- Mod-B

isomorphisms A ® 4 M (2;8)> M and M ﬂ Hom 4 (A, M). Indeed, they induce the same isomorphisms

L
AR 4 M ~ M and M ~ RHom4(A, M) in the derived category D(A-B) as (2.8) and (2.10).

The biggest drawback of the categories Mod is that the maps (3.32) and (3.33) are not themselves
isomorphisms, like (2.8) and (2.10), but merely homotopy equivalences.

In this section, we show that this can be controlled. The maps (3.32) and (3.33) have natural semi-inverses.
These are genuine inverses on one side, but only homotopy inverses on the other. However, the arising higher
homotopies are induced by endomorphisms of the bar complex and thus independent of M.
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To put this into context, recall [Dri04, §3.7], [Tab05], [AL17, Appendix A] that for any DG-category A
and any objects x,y € A we can (non-canonically) complete any homotopy equivalence
B
T Py (3.34)

to the following system of morphisms and relations between them. The dotted arrows denote the morphisms
of degree —1 and the dashed arrow the morphism of degree —2:

o
df, = ao S —1d,, //// 8 \\\\\\
do, =1d, —B o a, B S V.
dp = —Bob, —0,0p. _

In other words, we can find:

a homotopy inverse a of 3,

a degree —1 homotopy 6, from « o 3 to Id,

a degree —1 homotopy 8, from 8o « to Id,

a degree —2 homotopy ¢ from 3o 6, to 6, o 3.

The key assertion here is that we can choose 6, and 6, so that ¢ exists.
It turns out that in the case of homotopy equivalences (3.32) and (3.33) we can do quite a bit better than
(3.35). Firstly, they admit natural one-sided inverses:

Definition 3.15. Let M € A-Mod-B. Define the maps
M— A®aM (3.36)
Homa (A, M) — M (3.37)
in A-Mod-B by the A- Mod -B maps
AosMeopB 285 Ao M
A®4 Homy (A, M) @5 B Mdeor, A® 4 Hom 4 (A, M) <5 M.
It can be readily checked that (3.36) is a right inverse to (3.32), while (3.37) is a left inverse to (3.33). We

can apply these to give a more natural description of Tensor-Hom adjunction counits, and to show action
maps to be instances of Tensor-Hom adjunction units:

Lemma 3.16. Let A, B, and C be DG-categories and let M € A-Mod-B.
The composition

(3.37)

Homig (M, —) @4 M 2%, Homp(M, —) @ 4Homs (A, M) <22 Homs(A, —) 2 Ide xeqs (3.38)

is the counit of the ((—) ® 4aM, Homp(M,—)) adjunction. The counit of the (M ®p (—), Hom (M, —))
adjunction admits an analogous description.

Proof. Direct verification. O

Lemma 3.17. Let A and B be DG-categories and let M € A-Mod-B. The compositions

A Homg (M, ATaM) 272 Homp(M, M)

B ™ Hom 4 (M, M ©8) > Hom.4(M, M)

are the maps

A 2 Homp(M, M) (3.39)
B 2% Hom 4 (M, M) (3.40)

in A-Mod-A and B-Mod-B induced by the corresponding action maps.

Proof. Direct verification. O
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In order to define degree —1 and —2 homotopies as per (3.35) we need to introduce certain natural
endomorphisms of the bar complex. In Prop. 2.33 we have shown that 7 ® Id and Id ®T are left inverses to A.
Since 7 is a quasi-isomorphism, the maps 7 ® Id and Id ® 7 are also quasi-isomorphisms and thus homotopy
equivalences. Hence so is A, and the following morphism, which composes to zero with A, is a boundary:

Agy ATE41ET, g (3.41)
In §2.11 we have produced, out of a natural algebra structure on the extended bar complex, a degree —1 map
n: A® A A A

which lifts this boundary, i.e. du = 7 ® Id —Id ®7, and which satisfies 7 o 4 = 0. We next look at the
compositions of this lift ;1 with the comultiplication A. For this, we need the following definition:

Definition 3.18. Let A be a DG-category and let k € Z>¢. Define the insertion of k 1s map

Mt A— A (3.42)
by the degree —k map from the twisted complex (2.67) to itself which sends any a1 ® - -+ ® a,, € A®™ to
Z (—1)kin (b= DiztoLiptk
T
AR R, 1R, 41 Q0 @Ay iy QL@ eveevne R1® Ay tipt1 @+ ® Q.

We have established in §2.11 that A has a natural structure of coalgebra. In particular, its comultiplication
map A is coassociative. We therefore write A¥ for the unique map A — A®*+1) which is a composition of
k applications of A.

Proposition 3.19. (1) The composition A®@4 A AR A @4 A equals the sum
(Idewp) o (A®Id) + (1 ®1d) o (Id ®A).

(2) The composition A 24 Qa4 AL Ais the map A;.
(3) For any k > 0 the map A\ equals the composition

_ ko _ ®(k—1) _ ®(k—2) _ _ _ _
AL gotin I 80, gk IO, qot-1) .5 A A A (3.43)

k(k—1) .
(4) For any k > 0 the map (=1)" = A; equals the composition

_ _ ®Uh-1) Q-2 _ _ _
Ny CIC Aok 12l ARG Ly A AL A (3.44)
(5) For any k > 1 the map A\, equals the compositions A\ = po(Id @Ag_1)oA = (—=1)F 1o (M\p_1®Id)oA.
(6) For any k > 1 the map d\, equals A\g—1 if k is even, and 0 if k is odd.

Proof. As explained in §2.11 the bimodules A and A ®4 A can be identified with the convolutions of the
twisted complexes (2.67) and (2.78). The maps 7, u and § were then defined on the level of these twisted
complexes in Pre-Tr(A- Mod-A). We therefore perform all the computations in this proof with these maps
in Pre-Tr(.A-Mod-A). The reason for doing this, as explained in §2.11, is that the signs in the formulas
become significantly simpler on the level of twisted complexes.
(1): Forany (a1 ®...®an)®4 (b1 ® ... ® by,) in the twisted complex (2.78) its image under A o y is:
n—1
D)"Y (19..0a,01)@(1®...Qanby @ ...Q by)+
i=1

m—1
+(=1)" (@1 ®..0a01®...00,01)R(1®bi11®...®by).
=1
Its image under (Id ®u) o (A ®1d) is
n—1
SETED"TTN 0 ®... 06 R1) (18, Ranb @ ... @ by)
=1

where the sign (—1)"*! comes from the definition of a tensor product of two maps applied to Id ®u, while the
sign (—1)"~**! from comes the definition of p. Finally, its image under (1 ® Id) o (Id ®A) is
m—1
(-D)"(@1®..0a,1®...00,1)R(1®bi11 ®...Qby).
i=1
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where the sign (—1)" comes from the definition of ;. The desired result now follows.
(2): Foranya ®- - ®a, € A we have
p(Ala @ ©ap)) =
n—1
= .u(Z(al®"'®ai®1)®A(1®ai+l®"'®an)> =
i=1

n—1

= Z(—l)i+1a1®"'®ai®1®ai+1®"'®an:Al(a1®"'®an)~
i=1

(3), (4): This follows by a direct computation analogous to the one for (2).
(5): By the assertion (3) we have

A =po(Id®u)o---o (Id®(k_1) @u) o AF =
—po(ldeu) oo (1d®¢*-D ®u) o (Id®(’“’1) ®A) 0.0 (Id®A)o A =

=po (Id®<u0---o (Id®(k—2) ®M) o (Id®(k—2) ®A) o-~-oA>> oA =

—o (Id ®/\k_1> o A.

The second part is proven similarly using the assertion (4).
(6): By the assertion (2) we have

dh\y =d(poA)=(du)o A= (7®Id—1d®7) 0 A =1d—1d = 0.
Suppose now we have proved our claim for &k = n > 1. Then by the assertion (5) we have
D1 =d(pro (14@A,) 0 A) = dpro (I4@A,) 0 A = jro (Id@d,) 0 A =

:<T®Id—1d®7') o (Id®(uo (Id ®An_1) 0 A)) oA —po (Id@d)\n) oA =

:(uo (Id®An_1) A) o (T®Id> oA — (Id®(ToMo (Id @A) oA)) oA —po (Id®d>\n) o A.
Since 7 o u = 0 by the Lemma 2.31(2) and since (7 ® Id) o A = Id the above further equals

po(Id®@A,—1) 0o A — o (Id®dA,) o A.
Since this is zero when d\,, = A,_1 and A, when d\,, = 0, the desired assertion for k = n + 1 follows. O
Having established these properties of the maps p and Ax, we can now proceed to our main objective:

Definition 3.20. Let A and B be DG-categories and let M € A-Mod-B5. Define the maps

M 25 AT M (3.45)
ABAM S AT M (3.46)
ABAM 5 M (3.47)

of degree —k, —1, and 0, respectively, in A-Mod-B by the corresponding A- Mod -8B maps

AR (M) ®p B M A4 M

Aoq (Ao M)epB L2987, feo, M

Ao (Ao M) opB TEELET,
NB: The map « is the canonical map (3.32), while fy is its left inverse (3.36).
Proposition 3.21. Let A and B be DG-categories and let M € A-Mod-B. We have:
(1) do =1d—pp o .

(2) 0=aofy—1d.

(3) /3k = Gk e} 50.

(4) For any k > 1 we have aco f, = 0.

(5) For any k > 1 the map dfy equals 0 when k is odd, and Br_1 when k is even.
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Proof. These follow immediately from the properties of the maps p and Ay established in Lemma 2.31 and
Prop. 3.19. For example, by the definition of the map 6 and by Lemma 2.31 the map df corresponds to

dpIlder)=(dp) @lder=71dIld®r — Ild®r ® Id®T.

The map

Ao (Aos M) opB T2981ET, 1o, M

is the map in A- Mod-B which corresponds to the A-Mod-B identity map A @ 4 M 1, q ®4M. On the
other hand, the map Id ®7 ® Id ®7 is readily checked to be the map in 4- Mod -B which corresponds to Syo«
in A-Mod-B. The assertion (1) follows. O

Proposition 3.22. Let A and B be DG-categories and let M € A-Mod-B. Let «, By, and 0 be the maps,
respectively, introduced in Definition 3.20:

Bo

T

M ABAM 0 (3.48)
Y. . :

\/

e}

The sub-DG-category of A-Mod-B generated by «, By and 0 is the free DG-category generated by those
elements modulo the following relations:

(1) do=dBy =0,

(2) do =1d—pp o «,

(3) 0=aofBy—1d,

(4) a0 =0.

NB: The relations in Prop. 3.22 can be obtained by taking those in (3.35) and demanding further that
0, =0, a0, =0, and ¢ = -0 0 .

Proof. Tt follows from Prop. 3.21 that the relations (1)-(4) do hold. It remains to show that no other relations
are necessary. This is equivalent to showing that:

(1) 6%By for k > 0 are linearly independent elements of Hom 4_5(M, A @4 M).
(2) Id, 0%, 0% o By o a for all k > 0 are linearly independent elements of Hom 4.5(A @ 4 M, A @4 M).

For (1) first note that each 6 o By is of degree —k. For degree reasons, it is enough therefore to show that
each is non-zero. For this, we describe the maps 6% o 8y explicitly. By Prop. 3.21 we have 6% o 8y = 8. Thus
it is induced by the map A KN A of Definition 3.18 which inserts k 1s into an element of A.

For (2), we similarly note that for each k¥ > 1 the maps #* and 6* o By o & have degree —k. For degree
resons, it is enough to show for each k > 0 that the maps 6% and 6% o By o « are linearly independent. This is
clear since they are induced by the maps

(- po(Ar—1®1d) i

b

A@A

)

o4 AT 4

b

respectively. O

Similarly, we have:

Definition 3.23. Let A and B be DG-categories and let M € A-Mod-B. Define the maps

Hom (A, M) 25 M (3.49)
Hom 4 (A, M) = Hom 4 (A, M) (3.50)

M 25 Homia (A, M) (3.51)
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of degree —k, —1, and 0, respectively, in A-Mod-B by the corresponding A- Mod -B maps

evo(Ar®Id ®T)
_—

A® 4 (Homy (A, M)) @5 B M

cmps o(((po(—))omlt)RId @)

A4 (Homa (A, M)) @5 B
A (M) ogB

Hom 4 (A, M)
—)or)o(T®(2.10)®T)

Hom 4 (fl, M)

where (y o (—)) o mlt denotes the composition A oty Hom 4 (A, A® 4 A) ke, Hom 4 (A, A).
NB: The map v is the canonical map (3.33), while dy is its left inverse (3.37).

Proposition 3.24. Let A and B be DG-categories and let M € A-Mod-B. We have:
(1) de =~vod—1d.

(2) 0=Id—dp0n.

(3) (;k = 50 o Iik.

(4) For any k > 1 we have §; oy = 0.

(5) For any k > 1 the map diy equals 0 when k is odd, and 6x—1 when k is even.

Proof. Analogous to the proof of Prop. 3.21. g

Proposition 3.25. Let A and B be DG-categories and let M € A-Mod-B. Let v, 6y, and k be the maps,
respectively, introduced in Definition 3.23:

do
. ﬂJﬁA(A, M)/—\ M (3.52)

Y

The sub-DG-category of A-Mod-B generated by «, &y, and k is the free DG-category generated by those
elements modulo the following relations:
(2) dk = Yo (50 — Id,
(3) 0=1Id—dg o,
(4) koy=0.

Proof. Analogous to the proof of Prop. 3.22. g

Finally, the results in this section have been related so far to the left action of A on M. For the right
action of B on M we need to define the maps as follows: the maps

M 25 M BB (3.53)
M ®sB % M @B (3.54)
M ®sB S M (3.55)

of degree —k, —1, and 0, are defined, respectively, in A-Mod-B by the corresponding .A- Mod -B maps

k(k+1)
(-1)" 2 7RId @Ak

A4 (M) 25 B M ®p B
A (Mg B)osB 29 MayzB

A®a (M epB) o8 T29EE0 ),

and the maps

Homig (B, M) 25 M (3.56)
Hompg (B, M) = Hompg (B, M) (3.57)
M 2 Homig(B, M) (3.58)
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of degree —k, —1, and 0, are defined, respectively, in A-Mod-B by the corresponding A- Mod -B maps

- = = (—1)% evo(T®Id ®Ay)
A R4 (Homg (B,M)) Qs B

M
A@A (HOII’IB (B,M)) 5 B — cmps o(7®Id ®((po(—))omlt)) Homp (B,M)
A@A (M) ®p B ((—=)oT)o(T®(2.10)®T) Homys (B, M) '

Then Propositions 3.21 and 3.22 hold for these versions of the maps «, 8, and @, and Propositions 3.24 and
3.25 hold for these versions of the maps 7, dx, and k, as well as for their left counterparts.
Setting M to be B in
B®gM 2 M
M ®pB 2% M
we obtain two maps B @3 — B. They are, in fact, equal since they both correspond to the B- Mod -B map

BosBosB T B. (3.59)

We generally denote this map by ag, but occasionally use a% and ap to stress it to be the instance of the
former or of the latter map, respectively. Similarly for the analogous map A ® 44 — A which we denote by
a4, or occasionally ozf4 or a'y.

On the other hand, setting M to be B in

M2 BEgM

M 22 v BB

we obtain two maps B — B @3 which are not the same and which we denote by 8% and 8}, respectively.
They are, however, homotopic:

Definition 3.26. Let B be a DG-category. Define the degree —1 map

m: B— BB (3.60)
in B-Mod-B to be the map corresponding to the B- Mod -8B map B® B £ B.
Lemma 3.27. Let B be a DG-category. We have

drs = — Bp.

Proof. The maps ﬁg and S correspond to B- Mod-B maps B®g B — B given by Id®7 and 7 ® Id. The
desired assertion now follows from Lemma 2.31(1) where the map 7 ® Id — Id ®7 was established to be the
differential of the degree —1 map pu. g

3.4. Functoriality of o and 3. We next consider the functorial properties of the maps o and . The latter
give rise to genuine natural transformations Id - A ® 4(—) and Id — (—) ®pB, while the former — only to
homotopy ones. We also compute the commutators of the corresponding squares for the non-closed maps 6:

Proposition 3.28. Let A and B be DG-categories and let M I Nbea morphism in A-Mod-B.

(1) The compositions

M2 AT B AT N Y N (3.61)
M2 M EsB LB N BB Y N (3.62)
both equal M i> N.
(2) The squares
ATM L85 AB4N M @B 125 N BB
J(XM laN and JO‘M JO‘N (3.63)
M—r N M—r LN

have the commutators
ano(ld ®f) — foan = (-1)"8) (d(ay o (Id ©f) 0 ar) — an o (Id ®df) o Oar) (3.64)
an o (fBId) — foay = (-1)*W) (d(ay o (f ®1Id) 0 i) — an o (df ©1d) 0 Oxr) . (3.65)
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(3) The following squares commute:

f f

M—1 N M—L LN
JBMr lﬁN and lﬂM J@N (3.66)
ABM 28 ABuN M @B L858 N BgB.
(4) The squares
ATAM L2 AT N M @8 L2 N @B
leM le and JGM JGN (3.67)
ATaM L8 AN M @B L28 N BB
have the commutators
On o (Id Bf) — (Id Bf) 00a = —Bn o an o (Id Tf) 0 far, (3.68)
On o (f®Id) = (f®Id)oby = =By oay o (f@1d)oby. (3.69)

Proof. (1): We only prove the first equality, the second one is proved similarly. By the definitions of the
morphisms involved the composition

M2 AT M B AN e N
in A-Mod-B corresponds to the composition

- _ 2 2 _ - — _ _ _ ®5 . ®2 — — _ _ _ Q2 ®3
A®M®B%A®A®(A®M®B)®B®Bild 8ol >A®(A®A®M®B)®Bld ®AgId

Ae (Ao Ao Ao MeB)oB L8, 1o 1o NeB I2MET,

in A- Mod-B. The latter simplifies via the identity 7 o A = Id and the functoriality of ® to
AeMeBL N
as required.
(2): We only treat the left square in (3.67), the right one is treated similarly. By (1) we have
ayo(Id ®f)— foay =anyo(Id ®f) —anyo(Id ®f) o Bar o axr.
By Prop.3.21 we have df; = Id —B); o apy and thus
ayo(ld ®f) —ayo(ld @f)o By oay =ayo(Id @f)o (Id—Ly ocay) =an o (Id ®f) odiy

whence the assertion (3.64) readily follows.

(3): We only prove that the right square in (3.66) commutes, as the proof for the left square is similar. By
the definition of the morphisms involved the compositions

ML N N BB
M2 v e L2 N @B
in A-Mod-B correspond to the compositions

ARQId ®A Id ® f®Id

Ao M@ B 2228 Ao (Ae Mo B)oB 2125 1g N g B 1248,

N®B

Ao MeB 22488, 1o (Ao Mo B)eB 2221, 1o MeBoB 9287 1o MeBeB L2 N B

in A- Mod-B. Both these A- Mod-B compositions simplify to

Ao MeBMeMeA 1o MeBeoB 2% N e B,

as required.
(4): We only treat the left square in (3.67), the right one is treated similarly. Consider the maps
ARM — ARN

given by the compositions (Id ®f) o 57, Oy o (Id ®f), and By o ax o (Id ®f) o Oy in A-Mod-B. After
simplification, the corresponding A- Mod -B maps

AAM @B — AQ N
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are given by the compositions

A AeMeB L2, jo Ao Mo B2, Ae N
where (...) denotes the maps Ao p, (p®1d) ® (Id®A), (Id®u) ® (A @ 1d), respectively. The desired result
now follows from Prop. 3.19(1). O

Definition 3.29. Let A and B be DG-categories and let f: M — N be a morphism in A-Mod-B. We say
that f is a fiberwise Mod -A°PP morphism if its fiber M}, — N, over each b € B lies in T(Mod -A°PP), where
T is the inclusion of Prop. 3.3. Similarly, f is a fiberwise Mod -B morphism if its fiber ,M — ,N over each
a € Alies in T(Mod-B).

Corollary 3.30. Let A and B be DG-categories and let f: M — N be a morphism in A-Mod-B. If f is
a fiberwise Mod -A°PP (resp. fiberwise Mod -B) morphism, the left (resp. right) squares (3.63) and (3.67)
commute.

Proof. We only treat the left squares in (3.63) and (3.67), the right squares are treated similarly.
Writing out and simplifying the A- Mod -8B morphism corresponding to

AaM 2y amm B, gmN v N
in a fashion similar to the one employed in the proof of Prop. 3.28(2) we obtain
Ao Ao MeB 2% igMmeB L N. (3.70)

Let now f be a fiberwise Mod -.A morphism. Then A® M ® B I N factors through
Ao Mo B 2984, g B,
and therefore the composition (3.70) factors through (7o ) ® Id®1Id. Since 7 o p = 0 we conclude that
ay o (Id ®f) o 6y = 0. Furthermore, if f is a fiberwise Mod -A morphism, then so is df, and therefore
ay o (Id ®df) ol = 0. It now follows by Prop. 3.28 that the left squares in (3.63) and (3.67) commute. [

3.5. Dualisation. In this section we look at the dualising functors for bar categories of bimodules:

Definition 3.31. Let A and B be DG-categories. Define the dualising functors A-Mod-B — (B—Mod—A)
(—)* = Homa(—, A)
(—)8 <" Homp(—, B).

opp

By Tensor-Hom adjunction we have for any M € A-Mod-B and N € B-Mod-A
HOM, 3 Noq ajere (MA,N) ~ Hom , yiaq. (M ®5N, A) ~ Hom 4 3roq.5(M, N (3.71)
It follows that the functor B
(—)*: (B-Mod-A)™" — A-Mod-B
is left adjoint to the functor )
(—)*: A-Mod-B — (B-Mod-A)"™.
The adjunction unit is the natural transformation
Id 4 5p6q5 — ()™ (3.72)
of endofunctors of .A-Mod-B defined on every M € A-Mod-B by the right adjoint of the evaluation map
M ®pHomy (M, A) =5 A
with respect to the functor (—) @gHom 4 (M, A). The adjunction counit is the natural transformation
(—)AA — Id(B—W—A)Opp
which corresponds to the natural transformation Id; 37544 — (—)“‘M defined in the same way as (3.72).
We define similarly natural transformations
Id, —s (—)BF (3.73)
which give the unit and the counit of the analogous adjunction of (7)8 with itself.

Lemma 3.32. Let A and B be DG-categories.
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(1) The natural transformations (3.72) and (3.73) are homotopy equivalences on A- and B-perfect bimod-
ules, respectively. )
(2) The functors (=) and (—)B restrict to quasi-equivalences

- opp (VA
((A-Mod-B)A-Perf) P 21, (B Niod-A)A-Per | (3.74)
- oo (VB :
((A-Mod-B)B- P )" 1 (B Mod-A)5-Per, (3.75)

Proof. (1): We proceed by reduction to a similar result for ordinary categories of DG-bimodules proved in
[AL17, §2]. Let M € Mod-B and let a € A. Since (M5), = (,M)?, it is clear that the fiber over a of

Y SAENg Vi (3.76)

is the analogous natural transformation (3.73) of endofunctors of Mod-B applied to ,M.
It follows from the description of the adjunction unit (3.26) that the Mod-B map

(aM)55

M (3.73)

is defined by the Mod -B map

evo(—)

oM @5 B ™ Homg (M @5 B)®, oM 05 By (oM 25 B)"°) (3.77)

—  Homp ((aM ®B B)B,B) M Homp ((aM XB B)B ®z B, B) .

If M is B-perfect, M is perfect. On the other hand, B is h-projective and both left and right perfect. By
[AL17, Prop. 2.5 and 2.14] when tensoring an h-projective (resp. perfect) bimodule with a bimodule which
is h-projective (resp. perfect) on the side not involved in the tensor product the result is h-projective (resp.

perfect). It follows that ,M ®p B is h-projective and perfect, and hence so is (aM RB B)B. Thus the last
map in the composition above is a quasi-isomorphism. On the other hand, the first two maps define a natural
transformation Id — (—)BB of endofunctors of B. It is an isomorphism on representables, and hence a quasi-
isomorphism on all h-projective and perfect modules, cf. [AL17, §2.2]. In particular, it is a quasi-isomorphism
on M ®g B. Thus (3.77) is a quasi-isomorphism.

We conclude that for a B-perfect M the A- Mod -B map which defines (3.76) is a quasi-isomorphism, since
its every fiber over A is. It follows from Cor. 3.8 that (3.76) itself is a homotopy equivalence, as desired.

A similar argument shows that (3.72) is a homotopy equivalence on A-perfect bimodules.

(2): This follows from (1) since both the units and the counits of the adjunctions of (—)* and (—)? with
themselves were shown to be homotopy equivalences on the corresponding subcategories. O

The following is the Mod analogue of the map (2.14):
Definition 3.33. Let A, B, C, and D be DG-categories. Let M € A-Mod-B, N € D-Mod-B, and L €
C-Mod-A.

Define the C-Mod-D map

L ® 4Homp(N, M) — Homp(N, L ® 4 M) (3.78)
as the composition
L ®_4Homp(N, M) 221 Homu(M, L ®.4M) ®.4Homs(N, M) <22 Homp(N, L ®.a4M).

Lemma 3.34. Let A, B, C, and D be DG-categories and let M € A-Mod-B, N € D-Mod-B, and
L eC-Mod-A. The C-Mod-D map

L ®.aHoms(N, M) 2™, Hompg(N, L ©.4M)

18 a homotopy equivalence when N is B-perfect or L is A-perfect.

Proof. Tt follows from the definitions of the adjunction unit (3.22) and the composition map (3.19) that the
C-Mod-D map defining (3.78) is

L®s A® Homp(N @p B, M) 221 Homp(M, L @4 A®4 M) @4 Homg(N @p B, M) <222

—  Homp(N @5 B, L4 AR4 M).
Thus it is an instance of the map (2.14) and is therefore a quasi-isomorphism when N ®5 B € pB-Perf (A-B)

or Log Ae PAP(A-B). Hence when N is B-perfect or L is A-perfect the C- Mod -D map defining (3.78)
is a quasi-isomorphism, and by Cor. 3.8 it follows that (3.78) is a homotopy equivalence, as desired. O
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Definition 3.35. Let A, B, and C be DG-categories and let M € A-Mod-B.
Define the natural transformations

() @sMPB 2 Homp(M, —),
MA@ (—) % Homa(M, -)

of functors C-Mod-B — C-Mod-A and A-Mod-C — B-Mod-C, respectively, as the compositions

(3.33) ®1d cmps

(_) ®BH07mB(M7 B)

Id ®(3.33)

Homi 4 (M, A) ® a(—) ———— Hom.4(M, A) & 4Hom 4(A, —) —= Hom (M, —).

Lemma 3.36. Let A and B be DG-categories and let M € A-Mod-B.
(1) M is B-perfect if and only if the map

(—) ®pMPB 15 Hompg(M, —)

is a homotopy equivalence of functors C-Mod-B — C-Mod-A for any DG-category C.

(2) M is A-perfect if and only if the map
MA@ A(—) ™ Homa (M, -)

is a homotopy equivalence of functors A-Mod-C — B-Mod-C for any DG-category C.

Proof. We only give the proof for the assertion (1), as the proof for (2) is identical.
(3.33)

Homp (B, —) ®gHomp(M, B) —— Homp(M, —),
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Assume that M is B-perfect. Since (—) — Homp(B, —) is the right adjoint of (3.32), it equals the

composition
(=) ™ Homg (B, (—) @sB) 2220, Homy (B, -).
It follows that the map
(=) BMB 22 Homg(M, —)
equals the composition

mlt ® Id (3.32)0(—) Hoimz;(B,—) @ngOimB(M,B) cmps HmB(M,—)

(—) ®@sHomp(M, B) ———— Homp(B, (—) ®58) @sHomgs (M, B)
and hence, by the definition of the map (3.78), to

(3.78)

(=) BsM® LT, Homp (M, (-) BpB) L2220

HmB(M7_)‘

The first map in this composition is a homotopy equivalence by Lemma 3.34, and the second one is a homotopy

equivalence since (3.32) is. We conclude that 1z is also a homotopy equivalence, as desired.
Conversely, assume that

(—) @sME ™2 Homp(M, -)
is a homotopy equivalence on all of Mod-B. By Prop. 3.12 it follows that
L ~
(—) ® M® ~ RHomg(M, —).
Thus R Homp (M, —) commutes with infinite direct sums, i.e. M is B-perfect.

Lemma 3.37. Let A, B, and C be DG-categories. Let M € A-Mod-B and N € B-Mod-C.
If M is B-perfect, there is a C-Mod-A homotopy equivalence

N ®sMB —s (M ®sN)C.
If N is B-perfect, there is a C-Mod-A homotopy equivalence
NB @gMA — (M ®sN)A.
Proof. Similarly to the proof of Lemma 2.12 in [AL17], define (3.81) to be the composition

adjunction

NC @MPB 12 Homp(M, N©) Home (M ®5N,C).

(3.81)

(3.82)

(3.83)

The first composant is a homotopy equivalence by Lemma 3.36 and the second composant is the Tensor-Hom

adjunction isomorphism. Thus (3.81) is itself a homotopy equivalence.
We define (3.82) similarly.

O



40 RINA ANNO AND TIMOTHY LOGVINENKO

3.6. Convolution functor for Pre-Tr(Mod). Let A be a DG-category. It is well known that Mod-A is a
strongly pretriangulated category, cf. [BK90], [AL17, §3.2]. That is, the natural inclusion

Mod-A — Pre-Tr Mod-A

is an equivalence of categories. Its quasi-inverse

Pre-Tr Mod -A ~s Mod-A

is the convolution functor. Similarly, Nod,A is strongly pretriangulated and admits a convolution functor.
This is because the DG category of all DG By, A-comodules is strongly pre-triangulated, and Nod...A is
equivalent to its full subcategory consisting of the DG By, A-comodules which are free as graded comodules.
On the level of graded DG-comodules the convolution functor is a direct sum with shifts. Thus if every object
in the twisted complex is free as a graded comodule, so is its convolution. We thus obtain the convolution
functor for Nod,..A, as required.

The category Mod-A is not strongly pretriangulated. It is however pretriangulated. In other words,

Mod-A — Pre-Tr Mod-A

is only a quasi-equivalence. This is readily seen via the isomorphism Mod-A ~ (Nod.A)g4, of Prop. 3.5.
While Nod A is strongly pretriangulated, its full subcategory (Nods..A)q, is not. This is because when we
restrict the convolution functor

Pre-Tr Nod A =% Nod,, A

to Pre-Tr (NodsoA)4y its image doesn’t restrict to (NodeoA)gy. Indeed, let (E;, a;;) be a twisted com-
plex over (Nod...A)gg. That is, E; are DG A-modules and «;; are As-morphisms between them. Then,
Too(Es, o) is the Ao-module whose underlying DG-module is T'(E;, o;;) and whose higher A..-module
structure is defined by the higher operations of the differentials ;. This structure will not in general be
trivial unless the higher operations are all zero, i.e. unless «;; are regular DG morphisms.

The fact that T (Pre-Tr (NodooA)gg) doesn’t land in (Node.A)4y can be readily fixed by applying the

semi-free resolution (—)% AA of §2.10. We then obtain a functor

Pre-Tr (NodoeA) g —= (Nod oo Ay ~—24%4 (NodooA)ag (3.84)
which is a quasi-equivalence because both of its composants are. It is also, by construction, a quasi-inverse
of the natural inclusion (Nods.A)gy — Pre-Tr (Nodo.A)4y and thus an analogue of a convolution functor.
In this section, we translate these considerations to the case of Mod-A.

Throughout this section, we adopt the following notation. Given a morphism a: E — F in Mod-A we
denote by & the underlying Mod - A morphism £ ®4 A — F.
Recall the natural inclusion

Mod-A 275 Mod-A
of Prop. 3.3. It gets identified under the isomorphism Mod-A ~ (Nods.A)q, of Prop. 3.5 with the inclusion
Mod-A = (NodaA)j " — (NodsA)g-
On the other hand, by Cor. 2.19 the semi-free resolution

(NodooA)ny 224, (Nodaed) g,

factors through Mod-A = (NodOOA)ZZiCt. As (—)@AA is identified with (—) ®4.A by the isomorphism
Mod-A ~ (NodA)4y, it follows that
Mod-A 244, Mod-A
factors as
Mod-A — Mod-A =7, Mod-A. (3.85)
Definition 3.38. Define the functor
Mod-A ) Mod-A (3.86)
to be the first half of the factorisation of (—) ® 4.4 given in (3.85).
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Lemma 3.39. Let E € Mod-A, then
E=FE®4A (3.87)
Let a € Homypog 4(E, F), then
a=(a®Id)o (Id®A). (3.88)
Proof. This follows directly from the definition of the ® bifunctor given in Definition 3.9. Note that it needs
to be adjusted in an obvious way for having right modules, and not bimodules, in the left argument.

The first assertion is immediate. For the second one, applying the definition to the morphisms a: £ — F
and Id4: A — A we see that the underlying Mod -.A morphism of o ® Id 4 is the composition

E@i A4 A4 A E®AA®AA®AA®AA®AAMFQ@AA@AA.

Since Id4 = 7 ® Id ®7, this can be rewritten as

Id @ A2 ®1d®?
_—

_ — ®2 T _ _ — A —
E®AA®A.AId—®>E®AA%E®AA®AA&M>F®AA

which is the image of (3.88) under the category inclusion (3.7), as desired. O
Definition 3.40. Define the convolution functor
Pre-Tr Mod-A s Mod-A (3.89)
as the composition
Pre-Tr Mod-A % Pre-Tr Mod-A - Mod-A 27 Mod-A. (3.90)

Proposition 3.41. The functor T gets identified by the isomorphism Mod-A ~ (NodsA) g, with the functor

Pre-Tr (NodeeA) gy o2 (Nod s A)a,.

Proof. By its definition, Mod-.A ﬁ) Mod-A gets identified by the isomorphism Mod-A ~ (NodsA)4,
with the functor (Nods.A)4g 944, Mod-A. Therefore T gets identified with the path in the diagram
below which travels along the upper-right half of the lower rectangle:

(NodooA)py (D)®ad Mod-A
Pre-Tr (NodA)ggy — Pre-Tr (Nodoo A)pu SR Pre-Tr Mod -A
J/Toc JT
(—)®aA

(Nod oAy

Mod-A ——— (Nodu.A).

On the other hand, the path which travels along the lower-left half of the lower rectangle is precisely (3.84).
The upper rectangle and the outer perimeter of the two rectangles clearly commute. Since all the vertical
arrows are category equivalences, the lower rectangle commutes as well. The desired assertion follows. O

Corollary 3.42. The convolution functor

Pre-Tr Mod-A > Mod-A
is a quasi-equivalence and a homotopy inverse of the natural inclusion Mod-A — Pre-Tr Mod-A.
Let A and B be DG-categories. We define the convolution functor
Pre-Tr A-Mod-B L A-Mod-B
similarly.

Lemma 3.43. Let (E;, ;) be a one-sided twisted complex in A-Mod-B, and let E be its convolution.

(1) Let (F;, Bij) be a one-sided twisted complex in B-Mod-C, and let F be its convolution. Then there is
an A-Mod-C homotopy equivalence

{ P Ee@sh, > (1) oy, @ldi+ Y (—1)" 1dk ®,81n} — E ®pF. (3.91)

k4i=i I+m=j k+n=j
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(2) Let (F;, Bi5) be a one-sided twisted complex in C-Mod-B, and let F be its convolution. Then there is
a C-Mod-A homotopy equivalence

{EB Homig(Ex, F1), Y (—1)"™" P (oame+ Y (1) kg o(—)} — Homp(E, F).  (3.92)

l—k=1 l—m=j n—k=j

(3) Let (F3, Bij) be a one-sided twisted complex in A-Mod-C, and let F' be its convolution. Then there is
a B-Mod-C homotopy equivalence

{@ Homia(Ey, F1), Y (=)™ T (oame+ Y ()T no()} — Homu(E,F). (3.93)

l—k=1 l—m=j n—k=j

Proof. (1): By the definition of the convolution functor as the composition (3.90) it suffices to show that
T o (—) applied to the twisted complex in the LHS of (3.91) is quasi-isomorphic to to F ®5 B ®p F in

A-Mod-C. Since the natural inclusion A- Mod C A-Mod-C maps quasi-isomorphisms to homotopy
equivalences, the desired assertion then follows.
By [AL17, Lemma 3.4] we have the following isomorphism in .4- Mod -C:

@ Ek XnB ﬁl, Z ( )l(k m+1)0ék ® Id; + Z Id}C ®ﬁln ~ F®pgkF. (394)
k+l=i I+m=j k+n=j

Let (G;,7:;) be the image of the twisted complex in the LHS of (3.91) under (;/) We therefore have

= @ A4 E, @ Bos Fy®cC
k+l=i
and thus there is a map from (G;,7;;) to the twisted complex in the LHS of (3.94) whose only non-zero
components are degree 0 homotopy equivalences

A®4 Ex ©5 Bop Foc € W828NY ( f 04 By, 05 B) ©5 (Bos Fy o C).

One readily checks that these commute with the differentials of the twisted complexes, thus the resulting
map from {G;,~;;} to the LHS of (3.94) is closed. Therefore by Cor. 2.12 it is a quasi-isomorphism. Thus
{G,7i;} is quasi-isomorphic to E ®5 F, and thus to E @ B ®p F, as desired.

(2): Similar to the proof of (1) let (G;,7;;) be the image of the twisted complex in the LHS of (3.92) under

(=) It suffices to show that {G;,~i;} is quasi-isomorphic to Homg(E ® B, F) in C- Mod -A.
By [AL17, Lemma 3.4], Homg(E ® B, F) is isomorphic in C- Mod-A to the convolution of

@ HomB(Ek Y B)E)) Z (_I)M(m_k)+l+1(_) © (&’mk ® Id) + Z (_1)(l_n+l)k/§ln © (_) . (395)
l—k=1 l—m=j n—k=j
We have - - -
G; = @ C ®c Homgp (Ek XB B,Fl) Q4 A.
l—k=i
Consider therefore the following twisted complex over C- Mod -A:

P Homps(Ex ® B, F), Z (71)m(m*k>+l+1(f)o(amk®1d)+ (=)= tDkg o (=) | . (3.96)

l—k=1 m= n—k=j

-
Consider the map from (3.95) to (3 96) whose components
- = = 5 = T7RId ®T)o(— = = =
Homp(A @4 By @5 B@s B,C 0c Fy @ B) —2990°0), gomu(A©.a By 95 B 95 B, F)
These are homotopy equivalences in C- Mod -A, and thus by Cor. 2.12 the induced map between the convo-
lutions of (3.95) and (3.96) is a quasi-isomorphism.
On the other hand, consider the map of twisted complexes from (G;,7;;) to (3.96) whose components are

the maps
T7@((—)o(ld @ 1d ®7))®T

C ®@c Hompg (E), @5 B, F;) @4 A Homg(Ey, ®p B @5 B, F).
Likewise, these are homotopy equivalences in C-Mod-A and therefore {G;,7;;} is quasi-isomorphic to the

convolution of (3.96). It is therefore quasi-isomorphic to (3.95). We conclude that {G},v;;} is quasi-isomorphic
to Homg(E ® B, F'), as desired.
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(3): This is proved similarly to the assertion (2).

O
Lemma 3.44. Let (E;, ;) be a twisted complex over A-Mod-B. Then there are homotopy equivalences:
_ _ . _
{Ei, i} = {BS, ()7 T+ af ) (3.97)
_ _ o _
{Ei, ai}t — {EZ, (-1)7 Tt ol 0y (3.98)

Proof. This is proved similarly to Lemma 3.43. Use [AL17, Lemma 3.5] to write the LHS of (3.98) and (3.97)

as twisted complexes over B-Mod-A. There are obvious maps from these to the images under (—) of the
RHS twisted complexes in (3.98) and (3.97) whose components are all homotopy equivalences. The claim of
the Lemma then follows by Cor. 2.12. O

4. HOMOTOPY ADJUNCTION FOR TENSOR FUNCTORS

Let A, B, and C be DG-categories. In this paper, we frequently consider A-B-, B-C-, etc. bimodules as
DG-enhancements of continuous exact functors D(A) — D(B), D(B) — D(C), etc. Accordingly, whenever it
is convenient we adopt the following “functorial” notation: given F' € A-Mod-B and G € B-Mod-C we write

GF for F @G € A-Mod-C.

This is because we work with categories of right modules, and for any £ € Mod-A we have
E @ 4(F ©5G) = (E ®4F) D5G.

Thus F @G enhances the functor which is the composition of first the functor enhanced by F', and then the
functor enhanced by G, whence our shorthand GF'.

4.1. Tensor functors. Let A and B be DG categories and let f : D(A) — D(B) be a continuous exact
functor. As the following proposition demonstrates, this is equivalent to f being a tensor functor, that is —
a functor given by tensoring by an A-B-bimodule:

Proposition 4.1. The following are equivalent:
(1) f has a right adjoint r: D(B) — D(A).
(2) f is continuous.
(3) f is isomorphic to H°((—) @ 4M) for some M € A-Mod-B.

Proof. The implication (1) = (2) is well-known and straightforward, the implication (2) = (3) follows from
[Kel94, §6.4], and the implication (3) = (1) follows since by the Tensor-Hom adjunction the functor (—) ® 4 M
has the right adjoint Homg(M, —). O

Let f satisfy these equivalent conditions. Fix M € A-Mod-B such that (—) ® 4M enhances f as above.
By Prop. 3.14 the functor Hompg(M, —) is genuinely adjoint to (—) ® 4M and thus enhances r. We conclude
that any adjoint pair (f,r) of functors D(B) «— D(A) with f enhanceable can be enhanced by a pair of
genuinely adjoint DG-functors.

We are however, more interested in the case where f has left and right adjoints [ and r which are also
tensor functors. Note, that r always exists, but might not be a tensor functor, while [ may not exist, but
when it does — it is automatically a tensor functor. The conditions of the existence of [ and of r being a
tensor functor are easily stated in terms of the properties of the DG-bimodule enhancing f:

Theorem 4.1. Let A and B be DG-categories and let f: D(A) — D(B) be a tensor functor. Let M €
A-Mod-B be any enhancement of f.
(1) The following are equivalent:
(a) The right adjoint r of f is continuous.
(b) f restricts to D.(A) — D.(B).
(¢c) M is B-perfect.
(d) H° ((—) @BMB) is the right adjoint of f (see Definition 3.51).
(2) The following are equivalent:
(a) The left adjoint 1 of f exists.
(b) The left adjoint | of f exists and restricts to D.(B) — D.(A).
(¢) M is A-perfect.
(d) H° ((—) @BMA> is the left adjoint of f (see Definition 3.531).
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Proof. (1): By the definition of adjunction we have HomD(B (f(=), B (—)) = Hompay (=, 7 (B (—))) -
Thus if r is continuous then f preserves compact objects, i.e. (1a) = (1b). For any a € A we have f(,4) ~ M
in D(B) which shows (1b) = (1c). When M is B-perfect (—) ®5M? is homotopy right adjoint to (—) ® 4 M
by Prop. 4.6, whence (1c) = (1d). Finally, the implication (1d) = (1a) is trivial since tensor functors are
continuous.

(2):  If [ exists, then, by above, it has to preserve compact objects since f is continuous, so (2a) = (2b).
The implications (2b) = (2¢) and (2¢) = (2d) are proved analogously to (1b) = (1c¢) and (1¢) = (1d) and
again the implication (2d) = (2a) is trivial. O

4.2. Homotopy adjunction for tensor functors. Let f: D(A) — D(B) be a continuous functor which
has left and right adjoints ! and r which are also continuous. By Prps. 4.1 we can enhance f, [, and r by
DG-bimodules. It is not, to our knowledge, always possible to lift the adjunctions of f, [, and r to genuine
adjunctions between the corresponding DG tensor functors. In this section we demonstrate that it is always
possible to lift them to homotopy adjunctions in an economical and mutually compatible way.

First, we demonstrate that when M is B-perfect the functors ((—) ®4M, (—) ®pMP) form a homotopy
adjoint pair. That is, there exist maps of bimodules in .A-Mod-.A and B-Mod-B such that the corresponding
natural transformations of tensor functors define the unit and the counit of the adjunction in homotopy
categories. Similarly, when M is A-perfect ((—) ®pM*, (=) @ 4M) form a homotopy adjoint pair.

It follows immediately from Lemma 3.36 and the Tensor-Hom adjunction that when M is B-perfect
(( ) @AM, (—) ®BMB) are homotopy adjoint. Similarly, when M is A-perfect (( ) ®sMA, (— )@AMAA)
are homotopy adjoint. When M is A-perfect the natural map M — M A4 is an isomorphism in D(A-B), thus
(=) ®MA, (-) ®4M) are also homotopy adjoint.

However, the abstract fact of these functors being homotopy adjoint is not enough. We next write down
certain natural lifts of adjunctions units and counits involved to the maps in Mod between the DG-bimodules
involved. We then compute the homotopies which arise when writing down relations between these maps.
Our choice of natural lifts significantly reduces the number of choices involved and thus the number of higher
differentials in the explicit computations:

Definition 4.2. Let A and B be DG-categories and let M € A-Mod-B. Define the homotopy trace maps
M @sMA % A and MM % B (4.1)
to be the Tensor-Hom adjunction counits applied to the diagonal bimodules A and B, respectively.

To define homotopy action maps and to work with the resulting homotopy adjunctions we need to choose
and fix the following homotopy inverses and higher homotopies as per (3.35):

Definition 4.3. Let A and B be DG-categories.
(1) For every B-perfect M € A-Mod-B fix once and for all a homotopy inverse

Homg(M, M) <5 M ©pMB (4.2)
of the map 73 defined in Defn. 3.35. Furthermore, choose and fix
wp € Hom ', (Homp (M, M), Homg(M, M)) such that dwg = 15 o (g — Id, (4.3)
wiy € Homy!, (M SeMB, M @BMB) such that dwly = Id —Cs 0 s, (4.4)
¢ € Hom;2, (M T MPB, Homg (M, M)) such that deg = wp o1 + 1 0 W (4.5)

(2) For every A-perfect M € A-Mod-B fix once and for all a homotopy inverse
Howia (M, M) 2 MA @M (4.6)
of the map 74 defined in Defn. 3.35. Furthermore, choose and fix w4, w/; and ¢4 analogously.
We now define the homotopy action maps:

Definition 4.4. Let A and B be DG-categories. For all B-perfect (resp. A-perfect) M € A-Mod-B define
the homotopy A-action (resp. B-action) map

act

A2 M @pME, (4.7)

act

resp. B 2% MA@ M (4.8)
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to be the composition

A 2 Hompg(M, M) < M M5, (4.9)
resp. B 2% Homa (M, M) <4 MA@ M. (4.10)

Finally, we define the maps whose boundaries we prove below to be the difference between our homotopy
adjunctions and genuine ones:

Definition 4.5. (1) Define xp, x4 € Hﬁ;‘_lB(M, M) to be the compositions
M 2B e (M, M) @AM 222 Homp(M, M) ®aM <5 M, (4.11)
M 28N, S Hom (M, M) 2294 v S sHoma (M, M) < M. (4.12)

(2) Define x5 € ng_lA(Mg, M?5) and X4 € ng_lA(MA, MA) to be the B- Mod -A maps

MP KB N5 G g Homs (M, M) <222 M G 4Homis (M, M) <2 M® (4.13)
MA 2B fom o (M, M) ®sMA A Hom o (M, M) BsMA 225 A (4.14)

(3) Define &}, € Homg s(MB ®4M, MB ©4M) and ¢, € Hom ' ,(M @M+, M ©5M4) to be the maps

wi(Idy)B @1d — Id Qus(Idar)

MB @AM MEB @4 M, (4.15)

M @BMA 1d @wA(IdM)A—wA(Idj\{) @Id

M ®sM*, (4.16)
where e.g. wi(Idyr) € Homyg' (M, M) is the image of Idys under the map wp defined in (4.3).

It is now convenient to adopt the functorial notation explained in the beginning of this section. Let F’
denote the bimodule M € A-Mod-B) and R and L denote the bimodules M? and M in B-Mod-A.
We introduce further conventions regarding the diagonal bimodules A and B:

e When they occur on their own, they are denoted as Id 4 or Idg, respectively.

e When working with tensor products of several bimodules, we suppress all appearance of diagonal
bimodules in them by implicit use of the homotopy equivalences « and 3 defined in §3.3. This is
analogous to implicit use of the equalities ® o Id = Id o® = ® which exist for any functor ®.

e More specifically, given a map whose source is a diagonal bimodule we write it as applied “in between”
two factors of a tensor product of bimodules. This means first applying 3 to either of the two factors.
It doesn’t matter which — the resulting map is the same. The corresponding map in the ordinary

module category applies A to the bar complex in the middle.

For example, we write F R Fat R PRFR to denote the composition

ME M 28 ME G AT M BB, yB gy M e ME @M.

We could have used Id ®p instead of 8 ® Id as they both correspond to the B- Mod-B map

TRId ARId ®@T
e

B ®p Homg(M @ B,B) @4 A®@4 M @5 B Hompg(M ® B,B) @4 A®@4 A®R4 M.

e Similarly, when we apply a map whose target is a diagonal bimodule to a part of a tensor product of
bimodules, we suppress this diagonal bimodule in the resulting product. This stands for using « on
the product of this diagonal bimodule with one of its two possible neighbouring factors. When both
are present we choose the left one. This choice matters: in the underlying ordinary module category

it chooses which of the two bar complexes in the middle to contract with the map 7.

For example, we write FLFR Pl PR to denote the composition

MB G M BgMA B M 2O N Bm AT M 22 MBE M.

The map «a ® Id corresponds to the B- Mod -B map

T7RId TRId ® Id @7

B ®p Homp(M @ B,B) 94 A®s A®4 M @5 B Homg(M ® B,B) @4 A®4 M,

while Id ®« corresponds to the map 7 ® Id ® Id ®7 ® Id ®7.
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tr L

e Finally, we have a special convention regarding the maps RFR LY Rand LFL 2% L. By the
general rules laid out above RF'R B R should denote the map
MB G4 M TpMB =21 BB 2 0B, (4.17)
Instead, we denote by Rtr the map
MB @M ©pMB O, VB s Homps(B, M) ©5ME <% B, (4.18)

Note that it follows from Lemma 3.16 that the maps (4.17) and (4.18) are homotopic in B-Mod-.A
and thus are isomorphic in D(B-A).
Similarly, we denote by tr L the map

MAG M BpMA 1LY, AT Homa(A, M) BpMA 225 pA, (4.19)
In a tensor product of several maps we always evaluate all instances of the maps R tr and tr L first.

For example, FRFR 2™, 1d denotes the map

Id ®y ®1d ®Id cmps ® Id
_— —_—

MB M BME B M MPB & 4Homp(B, M) ®sME © oM MEE M B
and not the map

Id ®1Id ® tr Id ®«
R

MB @AM SpMP @M MPB ® 4Hompg (B, M) @8 ~2% M @M 2 B.

Proposition 4.6. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is A-perfect, we have in A-Mod-B and B-Mod-A, respectively:
act F' Ftr

F2E prr B P = 1d+dya, (4.20)
AN o JRECNY SRS N T (4.21)

(2) If M is B-perfect, we have in A-Mod-B and B-Mod-A, respectively:
F act tr I

FLY pRE S B = 1d+dys, (4.22)
R2E RPR BY R = 1d+dyp. (4.23)

Proof. We only prove the assertion (1), the assertion (2) is proved similarly.
Consider the following diagram of morphisms in A-Mod-B:

M

Id ® act M@BMA @AM tr ®Id A@AM

0 7

Id ®na A @ 4Hom 4 (A, M) a

ev
M ®sHoma (M, M) ev \ M.

The triangle (A) commutes up to d((Id ®w,4) o (Id ®act)). The rest of the diagram commutes: the
pentagon — by definition of the evaluation map, and the triangle — by direct verification. Therefore the
perimeter of the diagram commutes up to dx 4.

The composition of the lower-left half of the perimeter is readily verified to be the identity morphism.
On the other hand, the composition of the upper-right half of the perimeter is the LHS of (4.20). Since the
perimeter of the diagram commutes up to dx 4, the equality in (4.20) follows.

Next, consider the following diagram of morphisms in B-Mod-A:

Id ® act

1 act ® Id Id ®y ®Id

M.A

MA@ M BgMA MA@ gHom 4 (A, M) @gMA
@ na ®Id cmps

Hom 4 (M, M) @gMA cmps MA,

act ®Id

Similar to the above, the lower-left half of the perimeter composes to Id, while the upper-right — to the
LHS of (4.21). The triangle (A) commutes up to d ((w4 ®1Id) o (act ®1Id)) and the quadrilateral commutes
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by the associativity of the composition in Mod-A. It follows that the perimeter commutes up to dy’,, whence
(4.21). O

Corollary 4.7. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is A-perfect, we have in B-Mod-B, respectively:
Lact F tr LFF—LF tr

QN of e TNy 5 A T (4.24)
(2) If M is B-perfect, we have in A-Mod-A, respectively:
FR 228 prpR ZEUZUIR pRp = e, (4.25)

Proof. By Prop. 4.6 the LHS of (4.24) equals d(x'4F — Lx ), and X'y F — Lx 4 is the composition

M@BMA Id ®(w.aocact) ®Id M@BHmA(M,M)®3MA Id ® cmps —ev ® Id M@BMA

which is precisely &/;. The other assertion works out similarly. O

Next we treat the two compositions dual to (4.24) and (4.25):

Fp, Lhact—act L pp o Fel, FL, (4.26)
RF MURPRPact, pppp RUF, pp (4.27)

Here things do not work out so well, because, for instance, in (4.26) after contracting M AQM @MATM to
MA @Hom4(A, A) @M the map FtrL composes Hom 4 (A, A) with M on the left. This works well when
composed with F'Lact, but not with actF'L. Thus we do not get something as simple as d(F'x’y — xaL).

We can fix this by composing (4.26) with the homotopy equivalence MAGM L Hom 4 (M, M). Then it

doesn’t matter whether in M ®@Hom 4 (A, A) ®M we contract Hom 4 (A, A) to the left or to the right. And
any boundary which lifts 7 o (4.26) induces a lift of (4.26) itself. More generally:

Lemma 4.8. Let E,F,F’ € A-Mod-B and let F % F' and F’' 2y F be closed maps of degree 0 such that
there exists F 5 F with dt = 1d —s o s.

(1) Let E Iy F be a closed map and let E 2> F' be such that dg = so f. Then
d(tof+sog)=f.
We say that t o f + s’ o g is the lift of f induced by the lift g of so f.
(2) Let f and g be as above and let h be another lift of f. Let E Iy F' be such that dj =g—soh. Then
d(soj—toh)=tof+s og—nh.
We say that s’ o j —t o h is the lift of to f + s’ o g — h induced by the lift j of g — soh.
Proof. Direct computation. O
Proposition 4.9. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is A-perfect, then in A-Mod-A the map n o (4.26) is the boundary of
cmps o((w ®n) o (act ®1Id) — (n ®w) o (Id @act)). (4.28)

Define €4 to be the induced lift of (4.26) as per Lemma 4.8(1) with s = na, 8" = Ca, t = Wy,
f=1(4.26), and g = (4.28).
(2) If M is B-perfect, then in B-Mod-B the map n o (4.27) is the boundary of
craps o((n Tw) o (Id Tact) — (w Bn) o (act @m)). (4.29)
Define &g to be the induced lift of (4.27) as per Lemma 4.8(1) with s = np, s = (g, t = wg,
f=(4.27), and g = (4.29).
Proof. We only prove the assertion (1), the assertion (2) is proved analogously. Consider the diagram:

1 act ®Id —Id ® act cmps ® Id

M“i@AM@BMA@AM MA@AM

MA QM
ln ln ®n l”
Homu (M, M

) act ®1d —Id @ act Hom 4 (M, M) @gHom 4 (M, M) e Hom 4 (M, M)
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The left rectangle commutes up to
d((w @) o (act B1d) — (n Bw) o (Id @act))

while the right rectangle genuinely commutes. The composition in the bottom row is zero. As the composition
in the top row is (4.26), the assertion (1) follows. O

Corollary 4.10. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is A-perfect, we have in A-Mod-A

pp Eectmact L prpp ZUL pr = deg. (4.30)

(2) If M is B-perfect, we have in B-Mod-B, respectively:

RFp MARE-RFact, pppp B0 pp = deg. (4.31)

4.3. Canonical twisted complexes associated to a homotopy adjunction. In Corollaries 4.7 and 4.10
we’ve shown that each of the four compositions in (4.24)-(4.27) is a boundary. We thus obtain four natural
three-term twisted complexes e.g.

FIL --"" FLact—actFL FLFL FtrL

FL. (4.32)

In this section, we show that these extend to natural four-term twisted complexes whose convolutions are
the squares of the twist T', the dual twist 7", the co-twist C and the dual co-twist C” of F.

Definition 4.11. Let A and B be DG-categories and let M € A-Mod-5 .
(1) If M is B-perfect, define the degree —1 morphism

Id4 -2 RFRF
to be the composition
AT AT LA 202 N B MB T M TP (4.33)
(2) If M is A-perfect, define the degree —1 morphism
Idg “% FLFL

to be the composition

act ® act

B 5 BB 222N VAT M RpMA D AM. (4.34)
Here 74 and 7 are the maps defined in (3.26).

Proposition 4.12. Let A and B be DG-categories and let M € A-Mod-B .
(1) If M is A-perfect, then in B-Mod-B the map

(4.28)cact —ngo FtrLouvy (4.35)
s the boundary of
cmpso(w @(no () +1d Bw) o (act ®act)omr — cmpso(w Bw) o (act Vact) o 5. (4.36)

Define vy to be the induced lift of €4 0 act —F'trL o vy as per Lemma 4.8(2) with s = na, s’ = (4,
t=wy, f=1(426)cact, g=(4.28) cact, h = FtrLowvy, and j = (4.36).
(2) If M is B-perfect, then in A-Mod-A the map

(4.29) o act —np o F'trR o vg

is the boundary of
cmps o(w ®w) o (act @act)o B —  cmpso((no() Bw +w ®1d) o (act Ract) o7 (4.37)

Denote by vi the induced lift of &g o act —FtrR o ug as per Lemma 4.8(2) with s = ng, s’ = (g,
t=wgy, f=(427)oact, g=(4.29) cact, h = FtrRowvg, and j = (4.37).
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Proof. We only prove the assertion (1) as the proof of (2) is similar. Applying the differential (4.36) we obtain
cmpso((no¢ —1d) ®(no)+1d @(no—1d)) o (act Dact)omr —
— cmpso(w ®(no()+1d Bw) o (act @act) o (8" — B')
— cmpso((no¢ —1Id) w —w ®(no ¢ —1d)) o (act ®act) o f”
which simplifies to
cmps o ((n 0()—Id ®Id) o (act ®act)om +
+ cmpSO(w ®(noc —I—Id @w) o (act ®act)o g —
(no¢) ®w +w ®Id) o (act ®act) o 5"

By Prop. 3.28(3) the maps cmps o(Id ®w) o(act ®act)o B! and cmpso(w ®Id)o(act @act)oS" are readily
seen to both be equal to the map w o act. On the other hand, the map cmpso(act ® act) o 7 corresponds in
B-Mod-B to the map

— cmpso

BB BT B % Homu (M, M) 2T gom 4 (A M, M)

which vanishes as 70y = 0.
Hence the expression above for the boundary of (4.36) simplifies further to

emps (70 ¢) B o)) o (act Bact)or +
+ cmpso(w®(no())o(act ®act)o B —
— cmpso((no () ®w) o (act @act) o B”.
which is precisely the map (4.35) as desired. O

Theorem 4.2. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is B-perfect, the following is a twisted complex over B-Mod-B

___-5—/8 —————
FR T facR FRFR — FRUu—wFE % pp tr Idg (4.38)
deg.0
and the following is a twisted complex over A-Mod-A
g
_______ B

45:::::// ac \\\a\c T o 4
Id 4 act RF LREZRFact | RFRF Pk RF. (4.39)
deg.0 \\\\\\ /,/’/%

e 35 T

S
LF  LactF LFLF WLEZLF % pp br Td 4, (4.40)
deg.0
and the following is a twisted complex over B-Mod-B
_______ A
T
:::::::’14 ac 7;;\\\\\\\} \\\\\‘
Idg act FL —FhactzetPL T oprpp Pl S FL. (4.41)
deg.0 Tl ,/’)
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Proof. We only prove that (4.38) and (4.39) are twisted complexes, the proofs for (4.40) and (4.41) are similar.
The definition of a twisted complex [AL17, §3.1] implies that (4.38) is a twisted complex if and only if:
(1) (FRtr—tr FR)) o FactR = d¢j,
(2) tro(FRtr—tr FR) =0,
(3) trogy =0,

The identity (1) is the content of Corollary 4.7. For the identity (2), observe that following our conventions

FRFR PR 14 denotes the composition

cmps ®1Id

— - o o 2 — — —
MBEM aMB eM 122 A8 SHomg (B, M) ®ME mM S B EM 2 B (4.42)
On the other hand, FRFR trot PR, 14 denotes the composition
_ _ 2 = _ — _
MBEM aME oM 12 v M eB L2 MBeM <% B (4.43)

Finally, recall that the map M @B < M is the same as the composition

M @B 22, Homg (B, M) @B <% M.

It follows that (4.42) and (4.43) are the same map, and thus (2) holds as required.
For the identity (3), we observe that, by definition, tr o} is the map

Homig (M, B) © 40 —20s0du) ©14 714 Swslda), g (0r B) §4M <% B

which is zero by the associativity of the composition of morphisms in the category Mod-B.
Similarly, (4.39) is a twisted complex if and only if:

(1) FtrRo (actRF — RFact) = d¢g,
(2) (actRF — RFact) o act = dug,
(3) Egoact —FtrL ovp = dup.

The identities (1) and (3) follow from Cor. 4.10 and Prop. 4.12, respectively. It remains to establish (2).

act RFoact RFactoact
_—

Following our conventions, the maps Id RFRF and Id —————— RF'RF denote the compositions

_ = _ 2 = _ _
A2 0 B L0 ar oM ma B v mM® B Bt

A2 0 gMB 2B g mpB 2 EME EM BME
which by Prop. 3.28(3) are equal to

act @ act

AL ABA 2B A SME BM BMP
1 — _ _
AL ATA 222y BME EM BME.
Thus the map (actRF — RFact) o act equals

r_gl o = o
AL A 2t Bt v esMB aM TME.

The desired assertion follows since dr = 87 — L. a

We next prove that the convolutions of (4.38)-(4.41) are isomorphic in D(B-B) and D(.A-A) to the squares
of twists and co-twists of F. It follows, in particular, that the isomorphism classes in D(B-B) and D(A-A)
of the convolutions of (4.38)-(4.41) depend only on the isomorphism class in D(A-B) of F. We can therefore
think of them as canonical twisted complexes associated to the homotopy adjunctions (F, R) and (L, F).

Theorem 4.3. Let A and B be DG-categories and let M € A-Mod-B.
(1) If M is B-perfect, then we have in D(B-B)

-7 FactR FRFR FRtr—tr FR ~~3% FR tr

Idg p ~T? (4.44)
deg.0
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where T = {FR s 1dg } is the twist of F'. We also have in D(A-A)
deg.0

_______ SR
=
Id, o Rp —URPZRFact | pppp Pul 3 RF 5 ~C?  (4.45)
deg.0 \~\\\\\ ’///,,/
\\“‘\~§; ——————— f_ s 4"”/’,,
where C' = {IdA act, RF} is the co-twist of F'.
deg.0
(2) If M is A-perfect, then we have in D(A-A)
L

LF - LactF LELF LFtr—tr LF ~~~4 LF tr Td 4 ~ ("2 (4.46)

deg.0

where C' = {LF 1, IdA} is the dual co-twist of F. We also have in D(B-B)
deg.0

FL. p ~T"?  (4.47)

where T' = {IdB acty FL} is the dual twist of F.
deg.0

Proof. We only construct the isomorphism (4.44). The isomorphisms (4.45), (4.46), and (4.47) are constructed
similarly. By Lemma 3.43 (1) the object T2 is isomorphic in D(B-B) to the convolution of

—1d% @tr
tr @ Id?

MBSM SMB &M (MB@M@B) ® (B@MB @M) (tr ®Id Id ®tr) BEB.
eg

deg.0
The twisted complex above is readily seen to be homotopy equivalent to the twisted complex

(7}t7rRF1511'% ) (tr tr)

FRFR FR & FR Ids. (4.48)

deg.0
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Indeed, by the Rectangle Lemma and Prop. 3.28 the following is a homotopy equivalence between the two:

(4d2 @u)
tr @ Id? (tr ®Id Id ®tr)

MBEM ®ME BM (MBEM ®B) & (B ®M'3 ®M) BEB
S eg.
\\‘\~\ (x 0
0 (6a) el
( —(cmps @Id)o((nocmps) ® Id ( ao(tr ®1d)od 0) o
(—aO(Idi®tr)> - \\\\\\
ME BM BME §M colr 149 MB M) o (MEEM) L ) > B
eg.
Consider now the following closed degree zero map of twisted complexes
(Fru’) (tr o)
FRFR FR & FR Idg
J( Id 1d) (4.49)
FR _ FactR FRFR FRtr—tr FR ~ FR tr IdB
Tl ¢ T deg.0
. e

FR —>/U—’° FactR (FRFR 1d, FRF‘R)
deg.0

. —tr FR T
et = (R ERY, —(1d 1d) ) 11 —(tr tr), 1d )

0—0: FRtr —tr FR (FR O FR d§§0 0—0: tr <Id5 - dISgBO

deg.0
Here and below, we use the following convention for labelling the arrows which correspond to maps of twisted
complexes. To specify such map we list all its non-zero components in the format ¢ — j: a. This means
that the component of the map which goes from the degree i element of the source complex to the degree j
element of the target complex is a.

By the Extraction Lemma (Lemma 2.13) the complex above is homotopy equivalent to

Id 1d
FR — 0 {FR® FR =", PR}
S— os
e ’ deg.—1
oot (S 00
and that can be rearranged as
{FR —tr FRoF act R FR} —1—>—1:FRtroFacth {FR FR}
deg.0 0—0: Id, -1—0: EB
deg.—1

which is null-homotopic by the Extraction Lemma. Here and below, for any DG-category C, we say that two
Z-graded collections of elements of Pre-TrC and maps between them can be rearranged one into another if
they have the same totalisation, considered as a Z-graded collection of elements of C and maps between them.
Note that a Z-graded collection of elements of Pre-TrC and maps between them is a twisted complex if and
only if its totalisation is a twisted complex. Thus if we start with an element of Pre-Tr Pre-Tr C, anything we
can rearrange it into is also an element of Pre-Tr Pre-TrC. Note further that this implies that a map of two
elements of Pre-TrC is closed of degree 0 if and only if its totalisation is a twisted complex. O

4.4. Derived category perspective. As described in §2.4 any twisted complex over a DG-category defines
several Postnikov systems in the homotopy category which compute its convolution. In this section, we study
in detail four Postnikov systems in D(B-B) obtained from the twisted complex (4.38) of Theorem 4.2 by
repeated application of Corollary 2.9. These turn out to depend only on the isomorphism class of M in
D(A-B) and thus induce canonical functorial Postnikov systems which exist for any adjoint pair (f,r) of
enhanced derived functors. Similarly, each of the twisted complexes (4.39), (4.40) and (4.41) of Theorem 4.2
defines four canonical Postnikov systems in the derived category. An interested reader would have no trouble
working these out following our treatment of the complex (4.38) in this section.
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Let
FRY1d % T 5% FR[1 (4.50)
C51d2Y RF S C[1). (4.51)

be any exact triangles in D(A-B) which complete FR 1 1d and Id 2% RF. The objects T and C' are called
the twist and the co-twist of F, respectively.
Since F' and R are genuinely adjoint in D(.A-B)

RFR 2,

act R
—_—

R R

r F act FRF tr I F

are retracts. In a triangulated category all retracts are split, and thus we have isomorphisms

(Fact R FRq)
_—

FR® FRT[-1] FRFR (4.52)

(Fact R gFR)
_—

FR& TFR[1] FRFR (4.53)

( FR tr)
FRFR -8, PR FCRI] (4.54)

(tr FR)
FRFR ~227, PR @ FCRJ). (4.55)

Below, we adopt the following convention. Given objects A, B and C' in a triangulated category we say
that a triangle

deg i deg j deg k
AL B S o SR 4

with i 4+ j + k = 1 is exact if the following induced triangle is exact:

deg 0
—

A Bli] <% Cli + j] <% A[1).

Theorem 4.4. Let M € A-Mod-B be B-perfect and let (F, R) be the corresponding homotopy adjoint pair.
For any ezxact triangle (4.50) completing FR 5 1d:

(1) The following is a Postnikov system in D(A-B):

FactR FRtr—tr FR, ¢
FR & FRFR FR u Ids.
o =) ~FROFRT[-1] (0 -qotrT) ~
NN I3 Tl \ *
AN T N S q
e . (0 —trT) P
N - iR N
N N\ A
AN Id 1 s
N (1) (Id 0 ) T
N . 0 qT *
N . N
N e \
AN e AN (4.56)
0\ N 0
AN : N pT
\\\ * AN
FR]2)® T?
N (0 1d)
\\
T2

Here the triangles denoted by x are exact, the remaining triangles are commutative, the morphisms of
deg > 0 are drawn with dashed arrows, and the morphisms of deg < 0 are drawn with dotted arrows.
(2) For any exact triangles

FRT[-1] "% R Y X X FRT (4.57)

Y 51d 2 12 5 Y] (4.58)
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in D(A-B) completing -qotrT and p?, there exists an isomorphism X ~Y in D(A-B) such that the
following are Postnikov systems:

F FRtr—tr FR
FR actR

F
R, ~(1d) gFRGﬁ’RT[—l] :(Oy
\\ /

FR tr Ids

0\\ * © 1) -qotr T
\\\ \/ /
FRT[-1] * t
R'\
(4.59)
X~Y
R
AY T2
FR —fecth . ppprp (ERu-wlR pp fr Id
~ N(Id) ~(0 —qotrT)/
(4.60)
FR —fecth . ppprp (ERu-uwlR pp fr Id
mo (1) ~FROFRT[-1] =(0 -gotrT) 5
o Ty
AN T . Y O) (0 u)
\\\ . ( 161 8 ) ( t
\\\ (I(Si) AN / / * 0
FRI® X ~Y (,2)
. ) -
0 R (Ig g}\) (4.61)
\\\ * )\\
FR[2] & T?
\\ (0 1d)
AY T2

Here the triangles denoted by x are exact, the remaining triangles are commutative, the morphisms
of deg > 0 are drawn with dashed arrows, and the morphisms of deg < 0 are drawn with dotted
arrows.

NB: There are also versions of this theorem for each of the three other splittings (4.53)-(4.55) of FRFR.
We leave them as an exercise to the reader.
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Proof. (1):
To show that (4.56) is a Postnikov system in D(.A-B) means to show that all its non-starred pieces commute
and all its starred pieces are exact. It suffices to establish this when (4.50) is the canonical exact triangle

FR—" 5 1q 221 {FR LN dIdO} M pRA. (4.62)
eg.
This is because any other exact triangle (4.50) is isomorphic to (4.62), and this isomorphism is readily seen
to identify the corresponding diagrams (4.56). Hence if one is a Postnikov system, so is the other.
Thus, let (4.50) be the exact triangle (4.62). Then there is the following natural lift of the whole diagram
(4.56) into Pre-Tr(A-Mod-B). We lift the objects of (4.56) as follows:

e We lift 'R and Id to themselves,

o We lift FR® FRT[1] to the twisted complex FR® FRFR & 8", pp
deg.0
e We lift T to the twisted complex F'R LN dIdO,
eg.
e As per the proof of Theorem 4.3 we lift T2 to the twisted complex
( —tr FR) (tr tr)
FRFR FRu FR & FR S Idg, (4.63)
deg.0
e Similarly, we lift FR[2] ® T? to the twisted complex
(0 —trFR) (e o)
FR® FRFR 0 KR FR & FR S Idg. (4.64)
deg.0

The maps p and ¢ in (4.62) and the trace map are all defined by maps in Pre-Tr(A-Mod-B). Since all the
maps in (4.56) are written in terms of p, ¢ and the trace map, they all have natural lifts to Pre-Tr(.A-Mod-B).
We thus have a natural lift of (4.56) to Pre-Tr(.A-Mod-B) and it is then straightforward to verify directly on
the level of twisted complexes that (4.56) is a Postnikov system.

However, there is a more conceptual approach. Recall the following complex of the Theorem 4.2:

R FactR FRFR FRu-wFR % op tr Idg . (4.65)
deg.0

Repeated applications of Corollary 2.9 to this twisted complex produce the following diagram in Pre-Tr(.A-Mod-B)
whose image D(A-B) is a Postnikov system:

FRtr—tr FR
FR — fact® . PRFR o FR tr Idg.
L R IS
N . N\ T N
N ) N 4: p@tl» -1,0: Id Id
\\ o AN = tr z» N l
\\ Q' \\ Q . \\
Facy —2,0: 1d s
N 1?, 0 ’ '\ FR — IdB
g, * deg.0
N & AN ‘
-3,0: 1d . . |
T N Id 1d (4.66)
AN * ,l AN l wL
N
<FRFR — 3 FR — IdB)
\\ ‘ deg.0
\\ 1d Id 1d

| | !
FR — FRFR — FR — Idg

( )
deg.0

Consider the following Pre-Tr(.A-Mod-B) homotopy equivalences between the objects of (4.66) and the
aforementioned natural lift of (4.56):
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e The homotopy equivalence

0
FRFR M FR&® FR
eg.

Js

FRFR.
deg.0

It descends in D(A-B) to the splitting isomorphism FR & FRT[—1] U2, pRFR.

e The homotopy equivalence (4.49) which was demonstrated in the proof of Theorem 4.3 to descend in
D(A-B) to an isomorphism

T2 = { FR —— FRFR FR Idg }
deg.0
e The homotopy equivalence
(o ftrFR) (e o)
FR® FRFR 0 Fh FR & FR —_— Ids
J(FaCtR 1d) (g 0) J(Id 1d) (4.67)
FRFR FRtr—tr FR B FR tr IdB
deg.0

obtained by rearranging the terms of (4.49). It descends in D(A-B) to an isomorphism

FR2]eT? > { FRFR FR Idg }
deg.0

It can be readily checked on the level of twisted complexes that these equivalences identify up to homotopy
the natural lift of (4.56) and (4.66). Hence the corresponding isomorphisms identify (4.56) and the image of
(4.66) in D(A-B). Since the latter is a Postnikov system, so must be the former.

(2):

As in the proof of (1), it is enough to prove the desired assertion when

T = {FR " 1 }
deg.0

and (4.50) is the canonical exact triangle (4.62). For similar reasons, it is enough to assume that the exact
triangles (4.57) and (4.58) are

. 0,0: 0 —tr FR .
{FdRFOR —FRtr FR} 00: —rFR pp (1) {FRFRM FREBFR} % (4.68)
eg. deg.0 —1,0:
(Fru) 0.0: (b ) . 0,0: 1d (Fru) (e ) 10: (9 )
FRFR 5% FR® FR a2 FRFR —FRY 2y FRG PR~ 1d o —— 0095 (4.69)
eg.0 eg. -2,-1:

In particular,
{ (Fru) }
X=Y= FRFR—>F]E£OFR
and we can take the requisite isomorphism X ~ Y to be the identity map.
The rest of the proof proceeds analogously to that of (1). We lift the objects of (4.59)-(4.61) to Pre-Tr(.A-Mod-5)
as in the proof of (1), plus:

e We lift X =Y to the twisted complex

—tr FR
FRFR % FR® FR. (4.70)
deg.0
e We lift FR[1]® X =Y to the twisted complex
(0~ FR)
FR&® FRFR 0 FRu FR® FR. (4.71)

deg.0
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Then the morphisms in (4.59)-(4.61) all have natural lifts to Pre-Tr(.A-Mod-B), since they are all written
in terms of the trace map and the maps in the exact triangles (4.62), (4.68), and (4.69). And these were all
defined by maps in Pre-Tr(A-Mod-B).

Thus

we have natural lifts of (4.59)-(4.61) to Pre-Tr(A-Mod-B). It is then straightforward to verify on the

level of twisted complexes that (4.59)-(4.61) are Postnikov systems. Alternatively, these lifts can be identified
up to homotopy with the three remaining diagrams induced, in addition to (4.66), by the canonical twisted
complex (4.65). The identifying homotopy equivalences are those used in the proof of (1) plus:

The following restriction of (4.49) to corresponding subcomplexes:

(Fr)

FRFR FR® FR
deg.0
J Id l(ld 1d) (4.72)
FR\_FaCtR FRFR -(FRtr —tr FR) ) FR.
\\\~\\\_ e __-—-"7 deg.0
It descends in D(.A-B) to an isomorphism
(X:Y) AN FR % FRFR —(FRtr —trFR) FR
\\‘\~‘\\__‘ —&p '_//,,,—” deg.0
The following restriction of (4.67) to corresponding subcomplexes:
(0 —tr FR)
FR&® FRFR 0 Flu FR&FR
‘\~~\\‘s , deg.0
J((_FaCtR —1Id) (*gs)\\\\\ J{(Id 1) (4.73)
FRFR —(FRtr —tr FR) -y FR
deg.0

obtained by rearranging the terms of (4.72). It descends in D(A-B) to an isomorphism

FRtr —trFR

FR[l]EBX:Y% FRFR dFRO
eg.
It follows that (4.59)-(4.61) are Postnikov systems as desired. O
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