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Abstract

Delays in obtaining medical results from laboratory testing facilities is a well recog-

nised bottleneck in the medical community. Employing methods that utilise real-

time electronic sensing could recover this potentially life-saving lost time. Such

sensors have many applications within the medical field including detection of infec-

tious diseases, biological or chemical weaponry, glucose sensors for diabetic patients,

and many more. However we are approaching a time in human history when antibi-

otics may no longer be an effective way to treat bacterial infections, and as such we

have chosen to pursue a bio-sensing device for antibiotic resistant enzymes.

Due to the rise of antibiotic resistance in so called super-bugs compounded

with the well documented medical bottleneck that results in long waiting times for

test results, there is a call for real time bio-sensing devices that can detect antibiotic

resistance. Presented in this thesis is work towards a real time bio-sensing device

designed to detect the enzyme TEM-1 beta-lactamase (TEM-1), an enzyme found

in bacteria resistant to beta-lactam based antibiotics.

The work presented here begins from the base of the proposed device up,

beginning with electrostatic characterisation and investigations of field-effect tran-

sistors (FET). Firstly an exploration of dinaptho[2,3-b:2’,3’-f]thieno[3,2-b]thiophene

(DNTT) based organic field-effect transistor (OFET) devices using scanning Kelvin

probe microscopy (SKPM) to evaluate contact resistance and mobility of three de-

vice conformations. Using the skills developed from these experiments, SKPM was

further applied to four organic semiconductor (OSC) and polymer blends. Although

these devices behaved in a different manner to the DNTT devices, and therefore in-

vestigations of contact resistance and mobility were not possible, producing maps
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of the magnitude of the gradient of the potential provided insight into the blending

of the OSC and polymer in the device channel.

Using the experience gained working with atomic force microscopy (AFM)

and SKPM, the second element of the proposed devices was explored. By covalently

binding a detector protein to single wall carbon nanotubes (SWCNT), the electro-

statics of the two become interlinked, i.e. changes to the protein result in a change

to the whole carbon nanotube (CNT)-protein system [1]. This is proposed as the

sensing mechanism of the bio-sensor with the FET base allowing measurements of

these changes to be recorded. A series of experiments were conducted using vari-

ous proteins to ensure binding to the carbon nano-materials, as well as monitoring

changes in height, and orientation of the bound protein structures.

Finally the work culminates in the production, and preliminary testing, of

a prototype bio-sensing device. CNTs were suspended across a nano-gap electrode

device. The detector protein BLIP 41 azF was then covalently bound to the carbon

nanotubes. Using a four point probe system to monitor changes in electrical charac-

teristics, the analyte protein, TEM-1, was drop-cast onto the sensing device. While

these tests proved inconclusive at this time it is hoped that further work will yield

meaningful results.
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Chapter 1

Introduction

1.1 Motivations

Development of high speed analytic devices for bio-sensing applications is desirable

in the medical community, especially devices that can provide real time detection

events [2, 3, 4, 5]. At present, for many laboratory procedures in medicine, it can

take weeks to obtain results for potentially life threatening illnesses. This is a well

recognised bottleneck in the medical field. One such area where real time detection

would be particularly important is the rapidly increasing threat of antibiotic resis-

tance [6, 7, 8, 9]. Antibiotics allow us to safely perform complex operations, replace

organs and limbs, provide adequate food for a fast growing population, and sustain

an ageing one. The rise in antibiotic resistance in bacteria threatens all of this, if

our bodies cannot be assisted in fighting off these super-bugs, a simple scratch could

become fatal. The rise in these so called super-bugs can be attributed in part to

the overuse of antibiotics in not only human patients but in livestock as well [10].

Although cutting back on prescriptions of antibiotics to human patients will assist

in slowing down the development of these super-bugs, it is necessary to develop

methods to rapidly, and in real time, detect when a bacterium will be resistant to

beta-lactam based antibiotics (the most commonly used antibiotics [11]) and when

a more targeted and aggressive strategy is required.
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The protein that is key to this mechanism is TEM-1 [12, 13], which binds

to beta-lactamase-inhibitor proteins (BLIPs): more information on this mechanism

can be found in section 3.4.3. The base of the proposed real time bio-sensing device

is a field effect transistor (FET) device, with carbon nanotubes forming the channel.

The detector protein, when covalently bound to the carbon nanotubes, will create a

change in electrical characteristics of the device [14]. Similarly when the analyte is

introduced to the system the binding of analyte to the bound detector protein will

also create a measurable change to the electrical characteristics of the device [15].

To reach the project goal, investigations of FETs to examine methods

for scanning and detecting analyte binding were performed. Firstly two types of

organic FETs (OFETs) were investigated in order to obtain a broad overview of de-

vice treatment and scanning methods. These OFETs also allowed for investigation

into contact resistance, channel mobility, and physical device conformation. An-

other step towards achieving a functioning bio-sensing device was to image proteins

bound to carbon nano-structures. This allowed for the limitations of scanning and

imaging methods to be probed, as well as the limitations and exploitable mecha-

nisms of depositing proteins to bind to the nano-materials. The final step is to put

this knowledge together, using a carbon nanotube based FET functionalised with

covalently bound BLIP-II to detect the TEM-1 analyte.

1.2 Thesis outline

The second chapter outlines the experimental scanning techniques used. These

methods can be separated into two categories: scanning probe microscopy methods

(SPM), and the optical microscopy methods used to investigate fluorescence. SPM

was widely used throughout this work, with atomic force microscopy (AFM) and

scanning Kelvin probe microscopy (SKPM) playing the largest role. Another SPM

method used to a lesser extent in this work is EFM-Phase. Each of these methods

is powerful in its own way allowing the production of various data types for the

characterisation of nano-materials. AFM produces topographical data, allowing an

image to be built of the sample structure at the micro and nano-meter scale, as
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well as phase shift data which is particularly useful for distinguishing soft proteins

from hard carbon nano-structures. SKPM produces potential maps of the sample

which allows for the investigation of local potential profiles for a sample. SKPM

however has poor spatial resolution and as such a method to improve the image

resolution whilst still recovering potential data was developed. This method uses

adapted software to apply an AC bias to the tip in lift mode of scanning and was

given the name EFM-Phase. This approach was found to be of limited usefulness

for this project and hence it features only minimally. The second class of methods

were the microscopy techniques used to image and characterise fluorescent proteins,

specifically green fluorescent proteins (GFP), which act as an excellent base point for

protein imaging. GFP has several benefits: it is robust, stable in ambient conditions,

well documented, and easy to visualise. The first of these techniques is confocal

microscopy which was employed for samples on an opaque background, specifically

graphene on silicon. The second technique was total internal reflection fluorescence

microscopy (TIRFM), which was utilised for samples on glass cover-slips, namely

carbon nanotubes drop cast and dried onto the slip.

The third chapter presents the general background theory necessary for

the experiments within. This chapter is comprised of a brief introduction to the

materials used including: proteins, carbon nano-structures, and organic semicon-

ducting materials. The chapter then moves on to introduce the fundamentals of

FETs, followed by OFETs and finally carbon nano-material based FETs with spe-

cific attention given to the role of these devices in a sensing mechanism. Finally the

mechanics and physics of contact resistance in OFETs, which has been extensively

investigated, are introduced. It is hoped that this chapter should provide the reader

with all the necessary background information to fully comprehend the work set out

in this thesis.

The fourth chapter of this work contains the investigations into OFET de-

vices. The work begins with the study of dinaptho[2,3-b:2’,3’-f]thieno[3,2-b]thiophene

(DNTT), as the thin film channel material for the first set of devices. The study aims

to investigate the correlation between the physical device configuration with contact

resistance and, as a consequence, charge carrier mobility. This was experimentally
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performed by taking three distinct device configurations: top contact bottom gate

(TC), bottom contact bottom gate (BC), and bottom contact bottom gate with a

self-assembled monolayer (BC-SAM) and performing SKPM measurements across

varied gate and source-drain biases. It was found that for the BC and BC-SAM

devices the thin film growth resulted in defects forming in the channel material, a

study of these defects was performed to investigate what effect the addition of the

SAM resulted in. Parameter extraction using linear and saturation regime transfer

data provided by Dr Chang-Hyun Kim in conjunction with SKPM data allowed the

investigation of contact resistance in the three device configurations as well as a

comparison of mobility not only across the three devices, but also the methods by

which charge carrier mobility is calculated.

Chapter 4 continues with the second set of OFET devices. Whereas the

DNTT transistors were purely organic semiconductor (OSC) based channel material,

here two OSC:polymer blends are studied. Each blend has a pristine and a doped

sample variant and the effect of the dopant on the material and device potential

is studied. The same methods used for the DNTT transistors were not useful here

and as such alternative methods of investigation were developed, namely using the

magnitude of the gradient of the potential data from SKPM methods to produce

a map of the sample and its local potential gradients. This proved particularly

useful to visualise the blended channel material and the effect this had on channel

resistance.

The investigation of potential data for various samples continues in chapter

five where a higher resolution scanning technique for electrostatic measurements is

presented. Throughout this chapter the investigation of various samples using this

method are presented, but ultimately the arduous data recovery process and lack of

reproducible results led to this method being discarded for the purview of this work.

Following this setback, in chapter six it was determined that efforts were

better spent investigating protein binding to carbon nano-structures. This chapter

begins with the investigation into the retained activity of GFP bound to graphene

and carbon nanotubes using confocal and TIRF microscopy methods, this section

is brief as it is based upon the work performed by other group members towards
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the same goal and is not the main focus of this work. The next section outlines the

effectiveness of AFM for the determination of changes to carbon nanotube bound

proteins in which dimer proteins are chemically broken to form monomers and the

change in height is measured. The work continues with GFP modified with the

photo-chemical reaction handle responsible for binding to carbon nano-structures

in various positions about the protein. This enables a comprehensive study of the

use of AFM to determine protein orientation. Finally the BLIP is investigated,

using AFM methods to determine initial binding to carbon nanotubes as well as the

addition of the analyte TEM-1. A brief first study into the result of BLIP binding to

carbon nanotubes on a carbon nanotube based FET, and the subsequent addition

of the analyte protein, were performed using a probe station to obtain electrical

measurements.

The final chapter of this work outlines the conclusions drawn from the

studies within and the future work that may be undertaken.

5



Chapter 2

Experimental techniques

2.1 Introduction

In this chapter the experimental methods used within this thesis are introduced. The

chapter begins with a brief outline of scanning probe microscopy methods including

atomic force microscopy (AFM), scanning Kelvin probe microscopy (SKPM) and

EFM-Phase methods. Both AFM and SKPM are used extensively within this work

whereas EFM-phase methods are explored for experimental investigation, but were

ultimately replaced by one or both of the other techniques. The chapter then con-

tinues on to introduce confocal microscopy and total internal reflection fluorescence

microscopy (TIRFM) methods which are used to observe the fluorescent behaviour

of the green fluorescent protein (GFP) covalently bound to carbon nanostructure

substrates.

2.2 Scanning probe microscopy methods

2.2.1 Atomic force microscopy

Atomic force microscopy (AFM) is one of the most widely used techniques for obser-

vation and analysis of device topography. First developed in 1985 by Binnig, Quate
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and Gerber[16]; AFM allows for the visualisation and characterisation of structures

from the order of hundreds of micrometers down to angstroms in size as, although

the lateral resolution of the AFM is poor (≈ 30 nm) due to convolution, the vertical

resolution is excellent (up to 0.1 nm) [17].

Figure 2.1: A representation of the experimental components and set up for atomic
force microscopy scanning methods. [18]

The mechanics behind this powerful technique are relatively simple in de-

sign, a representation of which can be found in figure 2.1. An atomically sharp

cantilever, usually micro-fabricated from Si or Si3N4 [19, 20, 21], is mounted into a

specially designed holder such that the end of the cantilever, on which the sharp tip

resides, can bend freely. The tip is brought into contact with the target surface using

piezo-ceramic micro-manipulators allowing the tip-surface distance to be controlled

with high precision. Once the tip has been engaged with the surface of the sample,

it will begin scanning in a raster pattern, with successive lines referred to as trace

and retrace scans[22].

In ambient conditions, the most widely used AFM technique is intermittent

contact mode (also known as tapping mode) which minimises surface deformations

caused by the tip in comparison to contact mode AFM. In intermittent contact

mode the cantilever is driven to oscillate at close to its resonant frequency. As the

tip comes into contact with the surface, interaction forces such as Van der Waals,

electrostatic forces, and dipole-dipole interactions change the oscillation amplitude

of the tip. A feedback loop is employed to adjust the height of the tip to keep the

oscillation amplitude of the cantilever at a constant level during scanning. A large
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oscillation amplitude is applied to the cantilever and as such the probe moves from

being far from the surface (where there is no tip-sample interaction), through the

attractive regime, into the repulsive regime and back, for each oscillation cycle [23,

24], this is shown in figure 2.2.

Figure 2.2: Intermittent contact operating regime. In this mode, the AFM probe’s
oscillation is large enough to move from the repulsive regime, through the attractive
regime, and completely out of contact in each cycle. [23]

To produce an image from the collected data, a system must be in place

to track the probe as it scans the sample surface. In the case of AFM an optical

detection system is usually employed consisting of a laser beam that is focused

onto the visible face of the cantilever which is coated with a reflective substance

such as aluminium or gold. The laser light is reflected from the cantilever and

onto a four-quadrant position-sensitive detector (PSD), which allows for tracking of

the lateral and vertical motions of the probe during scanning. To ensure accurate

measurements of cantilever deflections, the system requires both precise calibration

of the aforementioned feedback loop as well as ensuring that the reflected laser beam

is centred on the four-segment PSD (2.1) before scanning is initiated.

The phase shift between the tip response and the driving AC signal can also

be mapped as well as the aforementioned topographical data. In tapping mode this

data is acquired when the cantilever, given a particular drive frequency and drive

amplitude, experiences a reduction in oscillation amplitude as is shown in figure 2.3.

By analysing the phase shift in conjunction with the surface topography we can
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gain valuable insight into the mechanical properties of the scanned region. This is

especially useful for work involving biological samples mounted onto solid substrates

(such as gold, graphene, silicon etc.) where the contrast in mechanical properties

between sample and substrate can be greater than the contrast in height[25].

Figure 2.3: Illustration of the effect of intermittent contact on the cantilevers’ os-
cillation. The free oscillation (solid) is modified when in contact with a surface
(dashed) by a reduction in amplitude and a phase shift. [23]

There are some disadvantages to the intermittent contact method however.

The tip is easily contaminated during scanning, particularly when scanning organic

material or CNT’s, where the tip can ‘catch’ on some of the material which presents

as irregularities in images. This method is also unsuitable for surfaces that are

not flat, i.e if the sample has a macroscopic tilt, as the piezoelectric ceramic cannot

extend or retract the tip enough to keep in contact with the sample surface. Thus the

sample must be mounted in such a way as to be as macroscopically flat as possible.

Similar to the previous issue, AFM is unsuitable for imaging steep overhangs present

on samples for the same reason, that the piezoelectric component controlling the

retraction and extension of the tip has a limited range of motion.

2.2.2 Scanning Kelvin probe microscopy

Scanning Kelvin probe microscopy (SKPM), also known as surface potential mi-

croscopy, is a modified form of the AFM technique. SKPM also employs an oscillat-
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ing cantilever whose movement across a sample surface is controlled via a feedback

loop. Intermittent contact mode AFM is sensitive to local short-range van der

Waals forces and measures the cantilever response to the local height of the sur-

face. Whereas SKPM involves electrostatic interactions, which are long range, and

measures changes in the local work function. These longer-range interactions are

responsible for the poorer spatial resolution observed in SKPM however, it is diffi-

cult to avoid interactions between the surface region of the sample and the whole

cantilever. SKPM methods require the use of specialised conducting metal tips,

most commonly: platinum-iridium (Pt-Ir) tips which increases the conductivity of

the cantilever tip, as well as requiring the sample surface to be conducting.

The operating methods of SKPM can be seen as AFM with two additional

line scans. For intermittent contact mode AFM, the cantilever will make only two

passes across the sample surface, a trace and a retrace, on the same line. To image

the difference in surface potential, the tip must make four passes. Two of the

line scans are identical to that of AFM methods (a trace and retrace completed in

intermittent contact mode producing surface topography information), whereas the

second pair of lines are performed with the tip lifted to a user-defined distance to

avoid the van der Waals forces between tip and sample as shown in figure 2.4.

Figure 2.4: A depiction of tip lifting to escape Van der Waals dominant regime. [26]
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Figure 2.5: A depiction of the tip entering lift mode and scanning a sample comprised
of two different materials (red and green). [27]

Since both the tip and the sample are conductive, electrons will flow to

the highest work function material from the lowest until the Fermi levels coincide.

The potential that is generated between the two conducting materials is known as

the contact potential difference (CPD) which is equivalent to the difference in work

function between the tip (φtip) and (φsample).

The CPD between the tip and the sample is defined as

VCPD =
φtip − φsample
| e |

(2.1)

where e is the electronic charge and assuming that the bias is applied to the tip and

not the sample[28].

The electrostatic force between tip and sample is given as:

Fel(z) =
1

2

∂C(z)

∂z
(∆V )2 (2.2)

Fel is the electrostatic force, ∆V is the potential difference between Vtip and VCPD,

z is the relative separation and C is the local capacitance.

In SKPM measurements, tip bias is varied such that Fel (z) = 0 which leads

to ∆V = 0 and as such Vtip = VCPD. This condition allows for direct measurement

of sample surface potential from tip bias.
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When a bias Vtip = VAC sin(ωt) + VDC is applied to the tip

∆V = Vtip − VCPD = (VDC − VCPD) + VAC sin(ωt) (2.3)

where VDC and VAC are externally applied DC and AC voltage respectively. By

combining equation 2.2 and 2.3

Fel(z) =
1

2

∂C(z)

∂z
[(VDC − VCPD) + VAC sin(ωt)]2. (2.4)

This equation can be split into three parts.

Fel(z) =
∂C(z)

∂z

1

2
(VDC − VCPD)2︸ ︷︷ ︸
DC term

+
∂C(z)

∂z
(VDC − VCPD)VAC sin(ωt)︸ ︷︷ ︸

ω term

+
∂C(z)

∂z

V 2
AC

4
cos(2ωt)︸ ︷︷ ︸

2ω term

.

(2.5)

In equation 2.5, the DC term results in a static deflection of the tip. The ω term is

used to measure the CPD and the 2ω term is useful in capacitance microscopy.

We also have the gradient of the electrostatic force, given by the equation

F ′el(z) =
∂Fel(z)

∂z
(2.6)

and hence

F ′el(z) =
∂2C(z)

∂z2

1

2
(VDC − VCPD)2︸ ︷︷ ︸
DC term

+
∂2C(z)

∂z2
(VDC − VCPD)VAC sin(ωt)︸ ︷︷ ︸

ω term

+
∂2C(z)

∂z2

V 2
AC

4
cos(2ωt)︸ ︷︷ ︸

2ω term

.

(2.7)

Due to the electrical forces applied to the tip, oscillations additional to the me-

chanical oscillations will be present. Therefore, a lock-in amplifier is integrated into

the system to measure VCPD. This allows the system to extract the electrical force

component from the ω term of equation 2.7 as a function of VCPD and VAC . When

VDC = VCPD the modulation amplitude of F ′el(z) at ω drops to zero. This forms the

basis of the feedback loop that is used to control the tip. In the case of SKPM the

feedback loop controls the DC bias to set the ω amplitude to zero, the DC bias that

is required to null the force is a measure of the sample surface potential. As such

the value of VDC is acquired for each point per line scan, which is used to compose
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a map of the absolute value of surface potential. [29, 28]

Figure 2.6: The set-up and feedback loop for SKPM methods. [30]

This technique does have some disadvantages. The resolution of the method

is dependent upon contributions from the whole cantilever, which has been modelled

by Colchero et al [31]. This is split into three contributions: the parabolic tip apex,

the mesoscopic tip cone, and the macroscopic cantilever.

In most experimental scanning conditions, i.e. the tip has been lifted a

few nanometers above the sample surface, the cantilever term will dominate and

hence the resolution of the scan is of the order of the width of the lever. To enhance

the resolution of the method there are two options; redesign the cantilever so as to

reduce the contributions from the lever and tip cone by reducing physical dimensions

and open angle respectively, or measure the force gradient as opposed to a direct

measurement of force. The latter option is the method which will be explored in the

next section, when we take the derivative of the force, we leave the tip apex term

dominant (to about 80nm lift height) as the large but essentially constant terms of

the cone and lever are eliminated.
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2.2.3 EFM-Phase

Another EFM technique, designed to increase lateral scanning resolution, is EFM-

phase. In this method, similar to SKPM, a two pass system is in place where the

first is tapping mode AFM in which the topography of the sample is recorded,

and the second pass is completed in interleave lift mode. The differences in the two

methods arise in the second pass of the scan: whereas the electrostatic force is nulled

in SKPM. In EFM-phase the phase shift is continually recorded as the tip bias is

modulated. The phase shift relates to the force gradient, dF
dz

, which accentuates

the contribution from the tip apex with weaker contributions from the bulk of the

tip and cantilever [32]. The tip experiences an electrostatic force from the sample

surface given by equation 2.2.

When the force gradients are small, phase shift and resonant frequency are

∆φ = − tan−1

(
k

Q

dF

dz

)
(2.8)

and

∆ω = −ω0

2k

dF

dz
(2.9)

where k, Q are the spring constant and quality factor of the cantilever respectively.

By taking the first derivative of equation 2.2 and substituting into equation

2.11 we obtain the phase shift as a function of potential difference between tip and

sample, given by:

∆φ = tan−1(
k

2Q

d2C

dz2
(∆V )2) (2.10)

it can be shown that the resolution of EFM-phase methods is dependent on the

lateral distribution of d2C
dz2

which has the greatest contribution from the apex region

of the tip [33]. It is hoped that the development of this scanning method will

increase the resolution of the images produced and be of particular benefit when

scanning carbon nanotubes functionalised with proteins. Further information and

more theoretical detail regarding the EFM-phase technique can be found in chapter
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5.

2.3 Fluorescence microscopy methods

2.3.1 Confocal Microscopy

Confocal microscopy is a powerful optical imaging method with increased contrast

and resolution compared to a standard optical microscope. The fundamentals of

confocal microscopy were patented by Marvin Minsky in 1957 [34] with the overall

aim of improving on current methods such as the traditionally used wide field fluo-

rescence microscopy which homogeneously floods the entire sample with light. This

process is unfavourable as many fluorescent molecules photo-bleach after prolonged

exposure to light [35] and furthermore, the fluorescence detected by the microscope

will include large unfocused background fluorescence. In a confocal microscope this

issue is resolved by implementing point illumination in conjunction with a pinhole

in an optically conjugate plane directly in front of the microscope detector. These

modifications allow the elimination of unfocused signal. The confocal microscope

also has an increased scanning resolution when compared to the wide field fluores-

cence microscope, since the detection of fluorescence occurs only very close to the

focal plane, however as much of the detected signal is blocked by the pinhole the

confocal microscope suffers from decreased signal intensity as is shown in figure 2.7.

This can be mitigated by increasing the exposure time for each image [36].

Confocal microscopy allows direct and non-invasive imaging of living bi-

ological samples both in solution and when dried. For the experiments presented

within this work, the samples were fluorescent proteins, immobilised through cova-

lent binding onto a surface of single layer graphene. However it is worth mentioning

that this method is frequently used across multiple disciplines from the study of cell

biology to clinical uses. For example the imaging and evaluation of various diseases

of the eye [38, 39].
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Figure 2.7: Depiction of the experimental set up for a standard confocal microscope.
This diagram shows the removal of out of focus signal via the addition of a pinhole
directly in front of the detector, allowing only focused fluorescence signal to be
detected [37]

.

2.3.2 Total internal reflection fluorescence Microscopy (TIRFM)

TIRFM or TIRF microscopy uses total internal reflection (TIR) to illuminate cells

in contact with a glass cover-slip. The initial idea was first developed in 1956 by E.

J. Ambrose and then further extended in 1981 by Daniel Axelrod as the more fully

formed TIRFM [40].

The mechanics of the TIRFM construct are that the evanescent wave,

formed at the glass-liquid interface when the incident light undergoes TIR, will

specifically illuminate and excite target fluorophores directly adjacent to the glass-

liquid interface. Due to the exponential decay suffered by the evanescent wave, the

depth of penetration into the liquid sample is restricted to the order of 100 nm

which allows for selective imaging of surface regions. TIRFM is, as with confocal

microscopy, widely used across multiple disciplines most notably in the biological sci-

ences to observe single molecule fluorescence [41]. In the confines of the experiments

presented within this work, TIRFM is employed to image and evaluate fluorescent

proteins bound to carbon nanotubes.
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Figure 2.8: Experimental set up for TIRF microscopy, the dark circles within the
solution represent fluorophores and the bright green circles represent fluorophores
excited by the evanescent wave.
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Chapter 3

General background

3.1 Organic Semiconductors

Organic semiconductors are materials formed from carbon based π-conjugated poly-

mers and small molecules (classification based on molecular weight). They may exist

in the form of amorphous thin films but also as molecular crystals. Organic and inor-

ganic semiconductors exhibit vastly different behaviour. In the case of an inorganic

semiconductor material it is, ideally, covalent binding that links the atoms in the

material allowing standard electronic band theory to be followed [42].

A classical crystalline semiconductor is defined as a material which has

an electrical conductivity between that of a conductor and an insulator. Electrical

conductivity arises from the transfer of delocalised electrons between valence and

conduction band, which in turn determines the behaviour of the semiconducting

material [43, 44]. The properties of a semiconductor can be altered by introducing

impurities into the crystal lattice, this is known as doping. An example of a pure

(intrinsic) semiconductor is a pure crystal of silicon or germanium. When dopant

impurities are added to intrinsic semiconductors, the electrical conductivity increases

as there are now more free charge carriers within the crystal lattice. These doped

semiconducting materials are also known as extrinsic semiconductors.

Doping is a crucial component in semiconductor fabrication that affects not
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only electrical conductivity, but also optical, and structural properties of the mate-

rial [45, 46]. Impurity atoms are added with such fine precision ranging from 108 to

103 impurity atoms per silicon atom [47]. The material used to dope the intrinsic

semiconductor is also important as different impurity atoms result in different prop-

erties. For example: adding antimony impurity atoms to pure silicon will produce

a p-type semiconductor as antimony is an acceptor/p-type dopant, whereas adding

the donor/n-type material boron to the pure silicon will induce n-type behaviour in

the resulting semiconducting material [48]. A visual representation of the addition

of impurities can be found in figure 3.1.

Figure 3.1: The effects on the pure crystal lattice upon the addition of (a) N-type
impurity atoms and (b) P-type impurity atoms [49]

The addition of dopant impurities into the crystal lattice, whether donor

or acceptor, causes a change in free carrier mobility. This results in an increase

in electrical conductivity as there is now an imbalance between electrons in the

valance band of the material and holes in the conduction band. This changes the

Fermi level which makes it easier for valence electrons to move to the conduction

band. A representation of this is shown in figure 3.2.
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Figure 3.2: A representation of (left to right) intrinsic, n-type, and p-type semicon-
ductor materials using the energy band diagram. The Ei line represents the position
of the Fermi level were the material intrinsic in nature, serving as a reference energy
level [47].

For a molecular organic semiconducting (OSC) material it is the overlap-

ping of delocalised π-electron clouds between the conjugated molecules that gives

rise to conductivity. In an organic semiconductor charge transfer takes place between

the highest occupied molecular orbit (HOMO) and lowest unoccupied molecular or-

bital (LUMO). The energy difference in HOMO and LUMO level is often referred

to as the HOMO-LUMO gap and is analogous to the valence-conduction band gap

of inorganic semiconductors as is shown in figure 3.3 below.

Figure 3.3: Diagrams to show the difference in density of states for a bulk semicon-
ductor (left) versus an isolated molecular semiconductor (right)

3.2 Organic field effect transistors

Organic field effect transistors (OFETs) are useful devices that can be used to

study the properties of an organic semiconductor. In this section, the operation,
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characterisation, and derivation of fundamental material properties will be explored.

A field effect transistor consists of the following components: a gate elec-

trode, separated from a semiconducting layer by an insulating dielectric; source and

drain electrodes, separated by a distance L which represents channel length. This

can be seen in figure 3.4. In the case of organic FETs the semiconducting layer

is vacuum sublimated, drop cast or spin coated. The method of deposition is de-

pendent on the organic material that is used [50]. The gate electrode is usually

formed from heavily doped silicon, although the use of a conducting polymer or a

metal is also reported [51]. The material selected for the dielectric layer is often

chosen with respect to the structure of the transistor device [52], and can be formed

of an inorganic insulator (such as SiO2) or polymeric insulating materials such as

poly(methylmethacrylate). Suitable materials for the source-drain electrodes are

often chosen as high work function metals such as gold, but transistor devices have

also been formed using printable conducting polymers, and in more recent work car-

bon nanostructures such as graphene and highly ordered films of carbon nanotubes

[53].

Figure 3.4: An example template for an organic thin film transistor type device. In
this example the device is bottom gate, bottom contact.

In operation, a non-zero voltage is applied to the drain and gate electrodes

(Vd and Vg respectively) while the source electrode is grounded (Vs = 0). The poten-

tial difference that is applied between the source and drain electrodes is commonly

referred to as the source-drain bias, whereas the potential difference applied between

the source and gate electrodes is known simply as the gate voltage. It is often more

practical to refer to the effective gate voltage, given by: Vg - Vth, where Vth is the

threshold voltage (the voltage required to turn the device on). For a more negative
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source electrode, i.e. a positive gate voltage, the charge carriers that are injected

are electrons. For a more positive source electrode and a negative gate voltage, the

charge carriers are holes. It is this distinction between charge carriers that allows

us to define FETs as either p or n-type devices. While some OFETs can conduct

both hole and electron charge carriers (known as ambipolar), most exhibit predom-

inantly n or p-type behaviour. The devices OFET devices used within this thesis

are all p-type devices, and therefore the biases applied will be negative, in order to

transport holes through the device channel. The transportation of charge carriers is

intrinsically linked to the OSC and is dependent on HOMO and LUMO levels.

There are three basic operating regimes of a FET [54, 52, 55], each with

associated current-voltage characteristics, an illustration of which can be found in

figure 3.5. These are known as the linear regime, the start of the saturation regime

at pinch-off, and the saturation regime. For the first instance, a potential is ap-

plied to the gate electrode such that Vsd < Vg − Vth. The gate voltage will induce

either negative or positive charges at the interface between the semiconducting and

insulating layers that have been injected into the device via the grounded source

electrode. The charge accumulated is proportional to both the capacitance of the

insulating material (Ci) per unit area, as well as the applied gate voltage. However,

accumulated charges induced in this way are not always mobile, and hence will not

contribute to the current flow in the device. Any deep lying traps in the device

must first be filled before mobile charges can become available to contribute to the

current. The point at which additional charges can become mobile is known as the

threshold voltage Vth allowing the effective gate voltage to be defined as Vg - Vth

[56]. However, filling of traps is not the only contributing factor: donor/acceptor

states as well as dipoles at the interface of the device can cause an accumulation

of charge carriers in the channel even at Vg = 0. In order to return the channel

to its off state, a voltage opposite to the normal operation of the transistor must

be applied. When Vsd = 0, the concentration of charge carriers within the channel

of the FET is uniform. Upon the application of a small source-drain bias that sat-

isfies Vsd � Vg a linear gradient of charge density forms within the channel: this

is the linear regime of device operation. In this case the applied source-drain bias

is directly proportional to the current flowing through the transistor channel. In
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terms of potential: V(x), at position x along the channel, increases linearly from the

grounded source (at which V(x) = 0), to the drain electrode where V(x) = Vsd.

The next regime of operation, where saturation is beginning and pinch off

is achieved, occurs when the Vsd is increased to the point that Vsd ≈ Vg - Vth. It is

at this point that a depletion region begins to form within the device at the drain-

channel interface, which is known as the pinch off point. V(x) - Vg is now lower

than the threshold voltage of the device. Within this depletion region there is a

comparatively high electric field, and as such a space-charge limited current (Isd,sat)

can flow as the charge carriers pass from the pinch off point to the drain. The

current saturates at this level and increasing the source-drain bias will not increase

it substantially. However, it will lead to a slight increase in the depletion region and

as such a further shortening of the channel. This is the final saturated regime of

operation.

Figure 3.5: Illustrations of the three operating regimes of field-effect transistors
and corresponding current-voltage characteristics: (a) linear regime; (b) start of
saturation regime at pinch off; (c) saturation regime [52].

Analytically these operating regimes can be described by assuming the

gradual channel approximation, i.e. the charge distribution within the channel is

determined by the perpendicular field created by the gate voltage and not from
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the parallel field which stems from the drain voltage. This model holds for long

channel lengths, but fails when the device channel length is reduced below 1µm as

the gate dielectric must also scale to below 100 nm. In order to obtain acceptable

on-off device behaviour the ratio of gate dielectric thickness to channel length must

be ≤ 0.1. If this ratio is much larger than 0.1 the device can no longer modulate

the channel conductance due to screening of the gate field by the source and drain

contacts. [52, 57, 58]

A device exhibits ohmic behaviour if the current through it is linear with

the voltage applied across it and any potential drop at the contacts is negligible.

An ohmic contact is defined as a contact which will not add a significant parasitic

impedance to the structure on which it is used and will not sufficiently change the

equilibrium carrier densities within the semiconductor to affect the device character-

istics [44]. Thus in order to form good ohmic contacts, source and drain electrodes

must be formed of a material whose work function is close to the HOMO or LUMO

level of the semiconducting layer. If there is a large discrepancy between these

two materials a potential barrier is formed, which leads to poor charge injection

and subsequently Schottky like contacts. The lack of good ohmic contacts results

in an additional resistance in the transistor device which is known as the contact

resistance [59]. This contact resistance can be observed as a voltage drop at the

electrode/channel interface which can be experimentally measured using a method

such as SKPM. The contact resistance has the most impact on the device when it

is operating in the linear regime. This is due to the fact that a large portion of the

source-drain voltage is already dropped at the electrode/channel interface and not

across the channel. This often presents itself in the output characteristics of the

device as a region of initially suppressed followed by super-linear current increase in

the linear region.

Often the metal-semiconductor interface will exhibit an additional dipole

barrier, changing the work function of the metal and thus the height of the po-

tential barrier. By intentionally introducing dipoles at the metal surface by, for

example, the introduction of a self-assembled monolayer(s), charge injection into

the semiconducting material may be improved. It is important to note that the
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contact resistance that is often observed within transistor devices is not determined

purely by the metal/semiconductor interfacing, but also by device structure. This

is something that will be discussed in further detail later on in this chapter.

A study of the OSC material was conducted by modulating either source

drain voltage (Vsd) or gate voltage (Vg). This results in the formation of two key

plots: the output curves (Id - Vd) and the transfer curves (Id - Vg). Using the

output curves the device operation at fixed gate voltage is explored and informa-

tion regarding the behaviour in linear and saturation regime of operation such as:

current, carrier concentration, conductance, and field effect mobility [60]. From

transfer curves, in the linear regime of device operation, the threshold current for

the device can be derived from the data plot, as well allowing calculation of the

transconductance of the OSC material [43]. Transfer curves taken in the saturation

regime of operation offer different information such as the region in which the device

is turning from OFF (low current) to ON (high current) - known as the subthreshold

regime. Furthermore, by plotting I
1
2 and taking the gradient of the plot at high Vg,

the mobility of the OSC material can be calculated. Finally it is also possible to

calculate the subthreshold swing of the device (how fast the device goes from OFF

to ON), using the transfer curves.

3.2.1 Extracting parameters from device characteristics

To obtain the output characteristics for an OFET device Vsd is varied for a constant

value of Vg. Once the gate voltage surpasses the threshold voltage of the device

mobile charges are induced Qmob per unit area of channel at the source/channel

interface. This quantity is related to the gate voltage via

Qmob = Ci(Vg − Vth). (3.1)

where Ci is the capacitance per unit area of the dielectric material. However, this

equation is based on the assumption that the potential within the channel is zero

but the induced charge density is dependent upon the position within the channel
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(x). We account for this in the following

Qmob = Ci(Vg − Vth − V (x)). (3.2)

Ohms law states that

Vd = IdR (3.3)

and if we combine this with the equation for electrical conductivity, assuming the

mobility is bias independent it is possible to obtain

σ =
RL

A
, (3.4)

where L is the channel length of the transistor device, A is the cross sectional area

of the channel and σ is the electrical conductivity. Then

Vd = Id
L

Aσ
. (3.5)

The cross sectional area of the channel can be described by multiplying the channel

width (W ) by the thickness of the charged layer, t,

A = tW. (3.6)

Substituting this into equation 3.5 obtains

Vd = Id
L

(tW )σ
. (3.7)

The conductivity is directly related to the mobility of the charge carriers by the

equation

σ = neµ (3.8)

where n is the number density of charge carriers in the channel, e is the elementary

charge and µ is the charge carrier mobility. Substituting equation 3.8 into 3.7 obtains

Vd = Id
L

(µW )(ent)
. (3.9)
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From equation 3.2 the average value of induced charges in the channel, equivalent

to the average carrier concentration in the channel, can be given as

Qmob,avg = Ci[Vg − Vth −
Vd
2

] = net. (3.10)

After substituting this equation into equation 3.9 and rearranging to make Id the

subject, the gradual channel expression for the drain current can be obtained:

Id =
W

L
µCi

[
(Vg − Vth)Vd −

1

2
V 2
sd

]
. (3.11)

When the transistor is operating within the linear regime, the equation above can

be simplified to

Id =
W

L
µlinCi(Vg − Vth)Vsd. (3.12)

Since the drain current is linearly proportional to the gate voltage, the field effect

mobility within the linear regime (µlin) can be extracted from the gradient of Id

against Vg for a constant source-drain bias

µlin =
∂Isd
∂Vg
· L

WCiVsd
. (3.13)

When Vsd = Vg − Vth due to pinch off within the channel and subsequent saturation

of the device current, the equation 3.12 is no longer valid. Neglecting channel

shortening due to the depletion region at the drain electrode, the saturation current

can be obtained by substituting Vsd with Vg − Vth

Isd,sat =
W

2L
µsatCi(Vg − Vth)2. (3.14)

In this saturated regime, the square root of the saturation current is directly pro-

portional to the gate voltage however, this equation assumes that the mobility of

the charge carriers is gate independent. If this is not the case, then a gate voltage

dependent saturation mobility can be extracted via

µsat(Vg) =
∂Isd,sat
∂Vg

· L

WCi
· 1

(Vg − Vth)
. (3.15)
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Graphical representations of the linear and saturation regimes can be seen in figure

3.6 which shows the transfer characteristics, i.e. the drain current versus the gate

voltage for constant Vsd for an idealised n-channel transistor device.

Figure 3.6: Representative current-voltage characteristics of an n-channel organic
field-effect transistor: (a) output characteristics indicating the linear and saturation
regimes; (b) transfer characteristics in the linear regime (Vsd � Vg), indicating the
onset voltage (Von) when the drain current increases abruptly; (c) transfer charac-
teristics in the saturation regime (Vsd >Vg - Vth), indicating the threshold voltage
Vth, where the linear fit to the square root of the drain current intersects with the
x-axis. [52]

3.2.2 Contact resistance

One of the limiting factors affecting reliable operation and continuing reduction in

device size is the large contact resistance observed in organic field effect transistors

[61, 62]. As previously stated, in a transistor device, charge is injected from a metal

source electrode and removed at a metal drain electrode after it has passed through

some conductive channel. The channel material may be varied, from organic polymer

blends to thin films of two dimensional materials such as graphene allowing for a vast

range of specialised devices with varying operational ranges. In order to transport

charge carriers from the metal electrode and into/out of the accumulation layer

at the dielectric-semiconductor interface, a finite applied voltage is required. This

leads to an abrupt potential drop at the channel-electrode interface which can be

attributed to the contact resistance observed in device operation. There are various

parameters which, through careful fabrication choices, allow some control over this

injection process such as: the work function of the metal for charge injection, the

ionisation potential of the semiconductor material, and the geometry of the device
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[63].

In a staggered configuration (also known as top contact - TC) devices, the

contact resistance has been shown to be less dependent on the work function bar-

rier of the metal electrodes. This is due to the device geometry which forces the

accumulation layer to be below the semiconducting material and the metal contacts

to be formed on top. When there is constant contact between semiconductor and

insulating layer of the device the sharp potential drop that is usually observed at

the channel-electrode interface, and therefore the contact resistance, is significantly

reduced. In the case of coplanar (bottom contact - BC) device geometry, the accu-

mulation layer and the metal contacts are grown beneath the semiconducting layer,

introducing an obstruction between the semiconductor and the insulator. In this

case it is thought that the bulk film resistance of the OSC layer plays the largest

role in contact resistance [64]. In the BC device geometry, injected carriers must

travel vertically through the OSC to reach the channel, as can be seen in figure 3.7,

and in this case the metal/OSC injection barrier seems not to play such a significant

role. By introducing a self assembled monolayer (SAM) above the contacts in BC

devices, the contact resistance of the OFET can be lowered [52, 65]. The reduced

contact resistance observed in SAM functionalised devices is due mainly to increased

channel mobility as the addition of the SAM aids in OSC layer growth, which will be

more fully investigated in chapter 4. There are multiple methods in which contact

resistance can be investigated, but within this thesis non-contact scanning probe

potentiometry - scanning Kelvin probe microscopy is utilised.

Figure 3.7: An illustration of the injection of charge carriers (holes) into the OFET
channel for (a) BC device geometry and (b) TC device geometry
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3.3 Protein attachment

3.3.1 Introduction to protein structures

In this section, a basic overview of the structural properties of proteins will be

presented. In subsequent sections, individual protein structures will be introduced

with more detail. In order to fully understand the role each protein plays in the

experimental work to follow, it is pertinent to understand how and why proteins

form and act in the manner that they do. A range of proteins are essential to life:

cells will not function without them. Within each protein amino acids are linked

together by peptide bonds to form a polypeptide chain. These chains, depending on

the order of the amino acids, twist into a multitude of complex three dimensional

shapes. This is known as folding and the correct fold for each protein type is crucial

for functionality [66]. Misfolding in proteins causes cells to behave incorrectly leading

to various proteiopathies (protein misfolding diseases) such as Alzheimer’s disease

[67], prion diseases and a wide variety of other disorders [38].

The structure of a protein can be described at four levels. The first, known

as the primary structure, describes the unique sequence in which the 20 amino

acids that construct each protein are linked in a chain. The specific and unique

order of these amino acids is the deciding feature in the folded conformation of the

structure. The second level of structural composition is known as the secondary

structure and refers to the local 3-D shape formed by the folding of the polypeptide

chain. These secondary structures are broken down into two types: alpha (α) helix

and beta (β) sheet. The α-helix structure resembles, as the name implies, a helical

coil and is formed through hydrogen bonding within the polypeptide chain which

coils the chain into this shape. The second secondary structure is the β-sheet, in

which the polypeptide chain appears pleated. In the case of a β-sheet structure, the

polypeptide chain is bound by hydrogen bonds formed between polypeptide units

in between the folded chain. α-helicies are usually represented by the use of helical

ribbons, whereas β-sheets are represented by arrows.
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The third, tertiary level structure of proteins represents the domain formed

when the secondary structures of one polypeptide chain are packed together. Ter-

tiary structures are held together by various bonds such as hydrogen and ionic

bonding as well as hydrophobic and van der Waals interactions. Covalent bonding

may also occur when two sulphur atoms from different side-chains bind to form a

disulphide bridge. This packing of domains in proteins is known as a quarternary

structure. If a protein is composed of multiple peptide chains then each chain is

referred to as a sub-unit [68, 69, 70].

3.4 Proteins studied in this thesis

The proteins that were studied in this thesis are now introduced. The first protein

which will be introduced here is the green fluorescent protein (GFP): a robust and

highly stable protein. GFP is a proton pump with a chromophore at its core which

allows easy visualisation in order to confirm retention of activity [38]. GFP can

survive drying and ambient conditions.

The second protein studied within this thesis is cytochrome b562, a redox

protein that has been dimerised in two ways allowing for the study of short and

long axis binding to carbon nanostructures. The dimer form of the protein can be

chemically broken allowing the study of the monomeric form as well as the dimer.

Finally, in order to form a bio-sensing mechanism, a detection protein and

its analyte are introduced. In this thesis these are the Beta-lactamase inhibitor

protein (BLIP-II) as the detector and TEM beta-lactamase (TEM-1) as the ana-

lyte. This interaction is particularly interesting as TEM-1 is one of the enzymes

responsible for resistance in bacteria to beta-lactam based antibiotics.

3.4.1 Green fluorescent protein

Green fluorescent protein (GFP) is a fluorescent protein composed of 238 amino

acid residues and presents in a cylindrical shape due to the 11 stranded β-sheet in a
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Figure 3.8: Wild type superfolder green fluorescent protein (wt sfGFP)

pleated sheet arrangement which forms a beta barrel. An alpha helix containing the

covalently bound chromophore runs through the inside of the beta barrel. The barrel

structure is nearly perfectly cylindrical unique to the GFP family of proteins. It is

4.2 nm long with a diameter of 2.4 nm [71]. GFP exhibits a bright green fluorescence

when exposed to blue-ultraviolet wavelength light and has a major excitation peak

at a wavelength of 395 nm and a minor excitation peak at 475 nm. It emits in

the lower green portion of the visible spectrum with an emission peak at 509 nm

wavelength with a shoulder at a wavelength 540 nm.

It was first purified from the bio luminescent jellyfish Aequorea victoria

[72, 70]. While this is the first recorded method for the production of GFP, more

modern practices utilise cells of E. coli to express the protein for biological research

purposes. The widespread usefulness of the GFP has led to the engineering of many

variants of GFP, including colour mutants of a wide range. One particular mutant

of GFP that is pertinent to this study is superfolder GFP (sfGFP). This particular

mutation was produced to address misfolding of wild type GFP (wtGFP) upon

expression from E. coli and is a more robustly folded version of GFP [73].
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3.4.2 Cytochrome b562

(a) Wild type cytochrome b562

(b) Short axis dimerised cytochrome b562 (c) Long axis dimerised cytochrome b562

Figure 3.9: The molecular structure of three variants of the cytochrome b562 molecule

Cytochrome b562 (cyt b562) is another protein that was be used in the work

of this thesis and as with GFP its modern production originates from E. coli cells.

Cyt b562 is a four anti-parallel α-helix protein comprised of 106 amino acids which

non-covalently bind to a single heme group [74]. The presence of the heme group

in this protein makes it a redox protein. Cyt b562 is regarded as one of the simplest

examples of a redox active protein and exhibits a redox-potential that responds to

environmental stimuli as well as carrying out electron transfer [75, 38].

Artificial cyt b562 dimers were produced via the introduction of cysteine

residues allowing for the dimerisation of monomer cyt b562 through disulphide bridg-

ing. It is hoped that the subsequent reduction of these disulphide bridges within the

artificial dimer structure will result in greater control of binding orientation when

covalently bound to a carbon nanotube.

Two cyt b562 dimer structures were synthesised: long axis (cyt b562
LA)

and short axis (cyt b562
SA). For the cyt b562

LA mutant the cysteine residue is
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engineered into position 50 and for the cyt b562
SA mutant the cysteine is engineered

into residue 104. For both of these mutants, the cysteine residue is engineered into

a surface accessible position which allows for the formation of a disulphide bridge

between the residue present on each monomer, thus forming a dimerised form of cyt

b562.

3.4.3 Beta-lactamase inhibitor protein and TEM beta-lactamases

Beta-lactamase inhibitor proteins (BLIP) are part of a family of proteins produced

by bacteria such as streptomysces clavuligerus. Beta-lactam based antibiotics are

some of the most widely used antimicrobial medicines [11, 76], and with the recent

and rapid rise of antibiotic resistance the loss of efficient and potentially life saving

treatment is a real threat to public health care. The most prominent mechanism

of this resistance to beta-lactam based antibiotics is the production of enzymes

such as TEM-1 (the most common penicillin resistance beta-lactamase enzyme)

that catalyse the hydrolysis of the beta-lactam ring rendering antimicrobial agents

ineffective[12, 77]. An in depth study regarding the mechanics of this process within

the TEM-1 enzyme was published in 1996 by Christian Damblon et al [13].

BLIP is formed of 165 amino acid residues and is a protein inhibitor of class

A β-lactamases and was discovered in 1990 [78]. In more recent years, other BLIP’s

have been discovered including BLIP-I which is similar to BLIP in both sequence

and protein fold, and BLIP-II which is unrelated to the structure and protein fold

of BLIP and BLIP-I [79]. The structure of BLIP-II (figure 3.10) is a seven blade

β-propeller fold that, through a number of β-turns and loops, forms interactions

with the loop-helix region of β-lacatamase from positions 99 to 114[80]. Studies of

BLIP-II have provided data indicating the potency of inhibition to be significant

and demonstrating a binding constant in the pico-molar range for multiple enzymes

including TEM-1 [81, 82].
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(a) ‘Top’ view of BLIP II protein structure (b) ‘Side’ view of BLIP II protein structure

Figure 3.10: The molecular structure of wtBLIP II protein viewed from two orien-
tations. (a) illustrates the ‘propeller’ like structure, where (b) illustrates a side on
view of the protein with the active binding site located to the right hand side of the
protein

The structure of the TEM-1 enzyme consists of two domains as can be seen

in figure 3.11. The first domain is formed of a five-stranded beta-sheet covered by

three alpha helices on one face and one alpha helix on the other face. The second

domain is comprised of mainly alpha helices. It is at the interface of these two

domains that the catalytic cleft is located, which is responsible for catalysing the

hydrolysis of the beta-lactam ring - resulting in the inactivation of beta-lactamase

based antibiotics.

Figure 3.11: A representation of the structure of the TEM-1 enzyme created using
Pymol from the protein data bank. The structure has been coloured with respect
to secondary structure to illustrate the two domains more clearly.
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The interaction between the BLIP II structure and the TEM-1 enzyme has

been the focus of many studies [83, 82]. The active binding site of BLIP-II is well

documented and the interaction between the BLIP-II and the TEM-1 is shown in

figure 3.12 where the active binding site is shown in pink, the BLIP II in green, and

the TEM-1 enzyme in blue.

Figure 3.12: The molecular interaction between BLIP II protein and TEM-1 enzyme
where the active binding site is shown in pink, the BLIP II in green, and the TEM-1
in blue.

3.4.4 Azido phenylalanine chemistry

In order to bind each of the aforementioned proteins to carbon nanostructures,

they must be functionalised with a molecule that will interface with the carbon

nanostructure covalently or non covalently. In each of the experiments presented

within this thesis a covalent bond between the carbon and the protein is formed

by the interaction between the non-proteinogenic non-canonical amino acid (ncAA)

p-azido-L-phenylalanine (azF) and the carbon nanostructure. The azF is inserted

into each protein variant at various positions on the protein surface to best suit the

purpose of each experimental aim.
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In the case of sfGFP, there are multiple variants that can be produced.

The focus, in this work, is on sfGFP 204 azF as it has been found to be the most

reliable when attaching to tubes, however the azF molecule has been successfully

inserted into residues at positions 132, 111, and 80. These variants will also feature

in the work presented in this thesis. For the cyt b562 mutants in monomer form

cyt b562
LA and cyt b562

SA the azF residues are engineered into the positions 50

and 5 respectively. This means that once dimerisation has occurred, each cyt b562

dimer pair has two azF residues on the protein surface allowing greater control over

orientation upon binding to carbon nanostructures. Finally for the BLIP-II the azF

was inserted into the 41 residue position. This residue was selected as it allows for

sufficient access of the key interaction sites of the protein to facilitate the detection

of the wtTEM analyte protein. Detailed diagrams including residue positions can

be found in chapter 6 at the beginning of each specific protein experiment section.

The azF in each of these experiments has been inserted into the protein

by reprogramming the genetic code without affecting the functionality, stability or

structural properties of the protein. In order to incorporate this azF into the protein

structure, two plasmids were required; pDULE, which carries the engineered tRNA

and tyrosyl tRNA synthase for azF incorporation and pBAD (Invitrogen) which

carries the gene of interest and the desired TAG (reprogrammed amber stop codon)

mutation [84]. The azF is a photochemical reaction handle, meaning that upon the

addition of UV irradiation with light of wavelength below 310 nm the azF loses

the N2 group and forms a reactive nitrene radical with two lone pairs of electrons

that inserts itself between the C=C bonds of the sp2 carbon nanostructure forming

a covalent bond. This binding method successfully binds the azF to the carbon

without the introduction of breakage in the C-C bonded network and therefore has

a minimal effect on the conjugated π-bond network [85, 86, 87].
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Figure 3.13: UV activation of the azF photochemical reaction handle. Irraditation
of azF using light of wavelength less than 310nm causes the loss of nitrogen group
and the subsequent formation of the nitrene radical [88].

3.5 sp2 carbon nanostructures

The blanket term of carbon nanostructures encompasses many variations of low di-

mension carbon allotropes each with unique applications to many fields. Some of

these allotropes include: graphene, carbon nanotubes, graphene nanoribbons, buck-

minster fullerenes, nanodiamonds and carbon nanodots which hold many interesting

and widely different properties.

The focus of this section will be on graphene and its parent structure

highly oriented pyrolytic graphite (HOPG), and carbon nanotubes; as these are the
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structures which are the most useful in the purview of the experiments contained

within this thesis. Here, the formation, dynamics, and useful properties of these

structures is explored with a focus on the exploitation of the unique qualities these

structures possess.

3.5.1 Highly oriented pyrolitic graphite

Highly oriented pyrolytic graphite (HOPG) is a synthetic form of graphite produced

to eliminate the defects and imperfections found in naturally occurring graphite

structures. Pyrolytic graphite in particular is a synthetic graphite structure with a

high degree of crystallographic orientation and is formed by either graphitization of

pyrolytic carbon (produced by heating a hydrocarbon almost to its decomposition

allowing the graphite to crystallise.) or by chemical vapour deposition. The forma-

tion of HOPG is based upon the method for the production of pyrolytic graphite,

but with the addition of a tensile stress applied in the basal plane direction. This

addition improves alignment of graphite crystals and allows for interplanar spacing

like that of naturally formed graphite. This method, first documented in 1962 by

L. C. F. Blackman and Alfred Ubbelohde, is known as stress recrystallization of

graphite [89].

HOPG is very close in many of its properties, including preferred orienta-

tion in the plane (0001), density, parameters of the crystal lattice and anisotropy of

its physical properties, with the natural mineral form of graphite. HOPG however,

similarly to mica (another widely used substrate material) is lamellar in form. This

is because the crystal form of HOPG can be characterised by the arrangement of

the carbon atoms which form in stacked, parallel layers. The structure of graphite

can be described as alternate layers of single atom thick graphite, which explains

the cleaving behaviour characteristic of HOPG and mica structures.

The lattice of HOPG is such that two triangular sub-lattices of carbon

atoms, each with three nearest neighbour carbon atoms from the opposite sub-

lattice. The result of the interpenetration of these sub-lattices is described in figure

3.14.
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For the experiments presented in this thesis regarding HOPG, we use a

sample obtained from agar scientific with a mozaic spread of 3.5 +/- 1.5 and dimen-

sions 10 mm x 10 mm x 2 mm.

Figure 3.14: The interpenetrating layers of carbon honeycomb lattice forming HOPG
bulk crystal structure. Also shown is the ideal SPM image compared to the SPM
image generally obtained [90].

3.5.2 Graphene

Graphene was initially synthesised by repetitive mechanical exfoliation of a bulk

HOPG crystal using scotch tape in 2004 by Nosvelov and Geim [91]. It was quickly

established that this material had many applications in various areas of the physical

sciences. Single-layer graphene (SLG) and few-layer graphene (FLG) are of specific

interest as they exhibit the electronic behaviour of a semi-metal differing from the

behaviour of multi-layer and bulk 3D crystal.

Graphene is described as a zero gap semiconductor as its conduction band

and valence band meet at the Dirac points. These are six points in momentum space

at the boundary of the Brillouin zone and are divided into two sets: K and K’ [92].
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The structure of graphene is a honeycomb like lattice of carbon atoms as shown in

figure 3.15 which can be seen as a triangular lattice with two carbon atoms per unit

cell, the two lattice vectors can be described as

a1 =
a

2
(3,
√

3), a2 =
a

2
(3,−

√
3), (3.16)

Where the carbon-carbon (c-c) distance, a, is 1.42 Å. The reciprocal lattice vectors

can then be given as

b1 =
2π

3a
(1,
√

3),b2 =
2π

3a
(1,−

√
3). (3.17)

These can be related to the physical lattice form as is shown in figure 3.16

Figure 3.15: Honeycomb lattice structure formed by carbon atoms of single layer
graphene.

41



Figure 3.16: A representation of the sublattice structure of graphene showing the
positions of the lattice vectors and reciprocal lattice vectors with respect to the
graphene lattice structure [93].

Although initially prepared from bulk HOPG crystal, graphene is more

frequently produced using chemical vapour deposition (CVD) allowing large films

to be grown on metallic substrates (such as copper) and then transferred to silicon.

This is the method of formation from which the graphene samples used in this work

were produced. The samples imaged show large area coverage of single to few layer

graphene, of high quality. This makes them perfect target areas for protein binding.

3.5.3 Carbon nanotubes

Since their discovery and subsequent description by S. Injima of Japan in 1991,

carbon nanotubes (CNT’s) have become an integral structure in the study of nano-

physics. Their unique properties and robust nature lend them to vast applications

in fields such as nano-medicine, nanotechnology, sensing devices, transistors. and

membranes.

CNT’s are simply rolled up sheets of graphene with a sp2 hybridisation.

They are light weight with a small size and high aspect ratio. CNT’s exhibit incred-

ible tensile strength as well as unique electrical, thermal and mechanical properties

[94, 1].

The structure of the nanotubes can be described as a network of hexagonal

cells, the sp2 network. An important property which is directly linked to this network

is the chirality of the nanotube. This is defined in terms of the orientation of the
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hexagonal cells with relation to their alignment to the longitudinal axis of the tube.

The chirality of a nanotube is described by two integer values (n and m) that denote

the location of a hexagon within the network which, once the nanotube is rolled,

will align with the hexagon located at the origin of the given coordinate system.

The chiral vector is given by the equation

Ch = na1 +ma2 (3.18)

where a1 and a2 are unit vectors within the hexagonal lattice structure.

The chirality of a nanotube can also be specified by its chiral angle(Θ),

with two specific angles that are of particular interest. Θ is given by the equation:

Θ = tan−1

( √
3m

m+ 2n

)
. (3.19)

This angle is the result of the direction of nanotube rolling in conjunction with

the direction of the common edge of two hexagons within the lattice. The two

angles of interest are Θ = 0◦ and Θ = 30◦, which give nanotubes of vastly different

characteristics. When Θ = 0◦, so called zig-zag type nanotubes are formed and

when Θ = 30◦ the variant of nanotubes formed are called arm-chair type nanotubes

as shown in figure 3.17. The final property that is crucial to the determination of

the nanotube properties is the diameter of the tubule. The chiral symmetry of the

nanotubes is determined by the values n and m. The chiral vector and diameter

determine the differences in nanotube properties. In terms of the integer values m

and n, the diameter of the tubes is

dt = Ch/π =

√
3ac−c(m

2 +mn+ n2)
1
2

π
(3.20)

where ac−c is the distance between the nearest carbon atoms, which in the carbon

nanotube relates to graphene which has an ac−c of 0.1421 nm and Ch is the chiral

vector of the tube. Whereas the chirality of the tube determines its variant, any

variation in the tube diameter and chiral angle Θ determine its unique properties.

The strength of the sp2 network of carbon-carbon bonds is what gives rise
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to the unique mechanical properties that CNT’s provide. With a highest recorded

tensile strength of 63 GPa, around 50 times that of recorded values for steel, CNT’s

make for excellent, robust, test structures. Aside from strength of material, CNT’s

also exhibit excellent thermal and electronic properties with some tubes presenting

an electronic conductivity even higher than copper. Further to this CNT’s have

exceptional chemical and environmental stability, another reason why they are an

ideal candidate for bio-sensing applications [95].

For the duration of the studies presented within this thesis semiconduct-

ing single wall CNT’s (sSWCNT’s) are used, however tubes which exhibit metallic

behaviour are also available, depending of the rolling of the tube from the graphene

lattice as discussed above. By careful control of the diameter of the tubes, electrical

conductivity can be selected, ideal for use in main stream technological products

such as fuel cells and flat panel displays, whereas the selection of a well defined

band structure and electrical characteristics lends itself to sensing applications.

Figure 3.17: The armchair and zigzag configurations of carbon nanotubes as shown
on flat single layer graphene. Once rolled along the axes shown, this becomes the
formation of the carbon nanotube.
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Chapter 4

Scanning Kelvin probe microscopy

studies of organic field effect

transistors

4.1 Motivation

With the advent of wearable technology and rise of bio-integrated sensing devices,

there has been an rapid rise in the advancement of sensors, colour displays, and lab

on chip devices. It is with this in mind that organic thin film transistors (OTFT’s)

become of particular interest to both commercial and scientific communities [96, 97,

98]. However meteoric the rise of this field has been, it is not without its difficulties.

In order to take organic devices from the research lab to up-scaling for commercial

use, the longevity and stability of the devices must be addressed and a standard for

defining device characteristics established. One of the more pressing challenges is

the development of conjugated polymers with semiconducting properties that will

maintain stability in ambient air conditions, as well as providing a large field effect

mobility [99, 100, 101, 102, 103, 104].

In this chapter the local electrostatics of both the electrode-channel inter-

faces and along the channel of organic field effect transistor (OFET) devices will
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be explored. Different device configurations will be investigated in depth using var-

ious scanning probe microscopy methods in order to form a cohesive view of the

electrostatic and topographical characteristics of these devices. The first of the two

main studies presented in this chapter consists of OFET’s comprising an organic

layer of DNTT, a conjugate semiconductor material with impressive characteristics,

in three distinct device configurations in order to compare and contrast the working

capabilities of each design. The second study comprises OFET’s with an organic

semiconducting material combined with a polymer to form a blended channel ma-

terial, in this study two different blend materials, each with a doped and undoped

variant, are investigated.

4.2 Dinaptho[2,3-b:2’,3’-f ]thieno[3,2-b]thiophene de-

vices

4.2.1 Introduction to dinaptho[2,3-b:2’,3’-f ]thieno[3,2-b]thiophene

devices

Despite the well-known importance of device geometry in the field of OTFT, and

indeed organic field effect transistors (OFET’s), there is a distinct lack of model or

physical description that can account for favouring staggered (top contact bottom

gate - TC) geometry over coplanar (bottom contact bottom gate - BC). As the field of

organic electronics becomes more technologically relevant, an increase in discussions

surrounding how key device behaviours are not only measured and interpreted, but

how they are reproduced and advertised. In order to assess the best methods to

improve the general field of organic electronics, more importance must be assigned

to the standardisation of device structure and hence device characteristics.

In general most OFET’s are fabricated with a bottom gate (BG) structure

with two main configurations of the source/drain contacts[105]. It is widely believed

that TC or staggered devices have lower contact resistances. However previously

suggested reasons usually rely on explanations that are not sufficiently supported
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physically, such as morphological continuity of the conjugated semiconductor. By

combining the theoretical model suggested by Dr Chang-Hyun Kim in 2011 [106]

with scanning Kelvin probe microscopy (SKPM) of real DNTT OFET’s it is possible

to show that the increased contact resistance seen in BC/coplanar devices arises

from lack of continuous contact between the conjugated semiconductor DNTT and

the insulator and further show mitigation of this abrupt potential drop through

introduction of a self assembled monolayer (SAM).

4.2.2 Dinaptho[2,3-b:2’,3’-f ]thieno[3,2-b]thiophene (DNTT)

For many years one of the most widely used organic conjugated polymer materi-

als has been the small molecule hydrocarbon pentacene [107]. However despite the

ability of pentacene to provide OTFT operation in ambient conditions [108] as well

as presenting an initial high field effect mobility (usually around 1cm2/V s or above

[109]), the molecules oxidise very easily in air. This has the detrimental effect that

the initially high field effect mobility quickly decreases over time with continued

exposure to these conditions. To circumnavigate the mobility degradation induced

by ambient conditions, the devices can be encapsulated, using inorganic compounds

mixed with the organics to form permeation barriers [110]. However this encapsu-

lation requires many additional processing steps and needlessly complicates device

development. The alternative to this method is to develop a new semiconducting

conjugated polymer whose structure and characteristics are similar to pentacene,

but with an additional intrinsic resistance to oxidation. Taking into account this

list of attributes a fused heteroarene; dinaptho[2,3-b:2’,3’-f]thieno[3,2-b]thiophene

(DNTT) has been synthesised by vapour deposition. DNTT is now widely regarded

as the ‘post pentacene’ material boasting a highly crystalline thin film structure

that promotes high hole mobility and a much higher ionisation potential (≈ 5.4 eV)

leading to prolonged air stability when compared to pentacene (≈ 5.1 eV).
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(a) Chemical structure of DNTT (b) Chemical structure of pentacene

Figure 4.1: Chemical structures of the small molecule hydrocarbons; pentacene and
DNTT

4.2.3 Fabrication and preparation of DNTT OFET samples

The DNTT OFET devices discussed in this chapter were fabricated by Dr Chang-

Hyun Kim of the Gwangju Institute of Science and Technology (GIST) in South

Korea. Three technologically relevant geometries of device were fabricated as can

be seen in figure 4.2. A gate substrate of heavily doped n-type Si wafers were cleaned

with acetone, isopropanol and dried under a nitrogen stream. The substrate was

then subjected to an oxygen plasma treatment to remove any organic material before

a solution of poly(methyl methacrylate) (PMMA) (M.W. = 120,000, 40 mg/mL in

toluene) was spin-coated (2000 rpm for 45 s) onto the surface. The surface was then

annealed at 120◦C for 30 minutes leaving a film of thickness 200 nm. For both BC

and BC-SAM devices structures, it was required that a 5 nm chromium wetting

layer was first deposited before the 35 nm Gold source/drain electrodes could be

deposited by thermal evaporation. To prepare the SAM’s for the BC-SAM devices

the samples were immersed into a solution of 10 mM pentafluorobenzene (PFBT)

solution (in isopropanol) for 10 minutes, followed by a thorough rinse with pure

isopropanol and finally drying under flowing nitrogen. The organic channel was

deposited simultaneously for all devices using thermal evaporation of DNTT at 0.2

Å/s resulting in a final nominal thickness of 40 nm. For the TC OFET’s, gold

source/drain electrodes of thickness 30 nm were vacuum deposited onto the organic

semiconducting layer, in this case there is no need for a chromium wetting layer. For

each step in the evaporation process, a dedicated shadow mask was used to make

the patterns. The channels of the devices have a width of 500 µm and a length of

50 µm.
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The BC and TC devices represent, respectively, coplanar and staggered

OFET device configurations. A bottom gate is usually employed when the molecular

semiconductor is vacuum processed [111]. In the case of the BC-SAM devices, the

self-assembled monolayer has been included to investigate the effect of interface

functionalisation. In all structures, a bi-layer dielectric of PMMA and SiO2 has been

employed. In this bi-layer, the PMMA provides a strong insulation layer and the

SiO2 provides surface inertness. All the layers, excluding the Au electrodes, were

prepared using the same process parameters, and the thin films of the molecular

semiconductor DNTT, were evaporated in a single process run. This was done to

ensure that any differences observed in the films could be attributed to the devices

geometries and not to thin film processing.

4.2.4 Initial results using SKPM

To begin the initial study of the DNTT OFET devices, a brief introduction into

the types of device that will be studied is necessary. There are three distinct con-

formations of device structure that will be under investigation in this section of

work. These are: top contact (TC) where the organic material has been laid di-

rectly on top of the insulating layer and the gold contacts are patterned on top,

bottom contact (BC) in which the gold contacts are patterned onto the insulating

layer of the device and the organic thin film is grown on top, and finally BC with

a self-assembled monolayer (BC-SAM) wherein, as with BC devices, the contacts

are laid down first, followed by the SAM and finally the organic thin film of DNTT.

These conformations are shown in figure 4.2.

In order to investigate the effect of device structure a study of the topogra-

phy of the device using tapping-AFM was undertaken. First the device was imaged

such that the channel and part of each electrode was in view, this allowed us to

visualise the macroscopic differences in each sample as can be seen in figure 4.3.

From this raw data it is possible to visually discern a difference between the topog-

raphy of each device geometry. In particular comparing the channel topography of

the TC and BC configuration devices. The BC devices presents structural defects
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(a) Top contact
(b) Bottom contact

(c) Bottom contact with PFBT SAM

Figure 4.2: Geometries of fabricated DNTT OFET’s devices

within the organic film, most clearly in the channel. These defects are particularly

clear in the BC device without SAM. Another difference that is visible even at this

larger scan size is the sharpness of the electrodes. For the TC device the electrodes

are more clearly defined, the BC devices show a less defined electrode-channel edge

however the addition of a SAM layer appears to mitigate this effect.

(a) Top contact - filename: 2016-12-09.000

(b) Bottom contact - filename: 2017-01-13.000

(c) Bottom contact with PFBT SAM - filename: 2017-01-13.014

Figure 4.3: Full 65 µm x 4 µm topographical images from tapping-AFM methods
of TC, BC and BC-SAM DNTT devices.

Although differences in thin film structure may be observed at the macro-

scopic level of a full 65 µm scan, it is prudent to take a closer investigation; focusing

on the channel material for each device structure. By comparing figures 4.4, 4.5,

and 4.6 which show a representative 5 µm image for each device, It is possible to

observe the structure of the film in the channel more closely.
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Figure 4.4: Tapping-AFM topography image of channel material for a TC DNTT
OFET. 5 µm x 2.5 µm image.

Figure 4.5: Tapping-AFM topography image of channel material for a BC DNTT
OFET. 5 µm x 5 µm image.

It can be observed that the growth of the organic semiconductor is vastly

different depending on the order of deposition. For the top contact device, large

grain boundaries with lamellar edges have grown into a cohesive film. However

for the bottom contact devices a much smaller grain size and a distinct lack of

lamellar growth is observed. This may be due to a distortion in the organic material

resulting in a more disordered film with smaller grain sizes than that of TC films.

Furthermore, there are hole-like defects within the thin film structure, where the

grains have failed to coalesce. In figure 4.6, the BC-SAM shows that the addition

of the PFBT SAM layer partially mitigates the formation of these defects, but the

grain size of thin film growth remains small. Although the overall focus of this study
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is the electrode channel interface and its effect on contact resistance, the growth of

the thin film, and subsequently any defects produced in the channel, may have an

effect on the overall charge transfer that each device is capable of.

Figure 4.6: Tapping-AFM topography image of channel material for a BC-SAM
DNTT OFET. 5 µm x 5 µm image.

Taking a closer look at the top contact structure, by selecting areas within a

representative small scan size image (2 µm2) and plotting the distribution of heights,

the packing structure of the small molecule DNTT can be visualised. DNTT has

a herringbone packing structure, the arrows shown on the peaks of the histograms

shown in figure 4.7 represent the evidence for the existence of molecular terraces

within a layered structure.

From this data it is obvious that the order in which the contacts are pat-

terned and the thin film is grown is crucial to the structural formation of the DNTT

layer. Further study into defect analysis of the thin films can be found in section

4.2.7. Now that the topography of the devices has been fully explored it is prudent

to begin investigations of the electrostatic behaviour using scanning Kelvin probe

microscopy (SKPM).
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Figure 4.7: Histograms illustrating the presence of molecular layers/terraces within
the thin film of a TC DNTT OFET device.

4.2.5 Scanning Kelvin probe microscopy studies

By utilising the powerful scanning tool that is SKPM it is possible to investigate

the transistor samples under various conditions in a non-invasive manner. The

specific aim of this is to observe the effect that sample structure has on the contact

resistance, the potential drop between electrode and channel. The three sample

conformations can be seen in figure 4.2. Using a Veeco Nanoscope III and Nanoscope

extender with a J scanner attachment it is possible to take relatively large scale

scans of the devices. Each device has a channel length of approximately 50 µm,

so in order to include a portion of each electrode in the image a 65 µm scan size

was used. Nanosensors POINTPROBE-PLUS EFM tips with an overall coating of

PtIr5 increases the electrical conductivity of the cantilevers, these cantilevers were

employed for all EFM scanning presented in this work. The devices were electrically

connected to the sample stage using a custom made sample holder. Each Si chip

was cleaved such that four devices were available. Devices were then connected to

the sample holder in pairs if possible, with a shared source contact.

To begin, a baseline of operation for the devices is established by subjecting

each device to source-drain biases between Vsd = -0.25 V and Vsd = -8.00 V whilst

maintaining a gate bias of Vg = 0 V. By operating the devices within this parameter

space and using SKPM measurements to obtain two dimensional line profiles across

the devices (as shown in figure 4.8) the local potential, as well as the work function
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difference between the tip and the sample, are observed. Additionally this allows

verification that the source-drain connections are operational and behaving as ex-

pected. Since DNTT is a hole transporting material, the drain contact is negatively

biased and the source is grounded, in order to conduct holes from source to drain

of the OFET devices.

(a) SKPM Topography

(b) SKPM potential

Figure 4.8: An example of the selection of a two dimensional profile from a three
dimensional SKPM image. In the example the image is from a BC device with an
applied Vg = 0 V and Vsd = -6.00 V, filename: 2016-03-23.011. 65 µm by 4 µm
image.

Figure 4.9: TC DNTT OFET device potential line scan data for varied source-drain
bias with zero applied gate bias.

When there is zero gate voltage applied to the OFET device, no current

flows between the source and drain electrodes. The device is said to be in an OFF

state. It isn’t until a non-zero gate bias is applied that charges are accumulated
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at the dielectric-semiconductor interface, and the source drain bias forces charge

carriers through the channel [112]. By observing the device in its OFF state, it is

expected that no charge carriers will be observed in the channel region, and that

the SKPM line profiles should show the local potential applied to the electrodes.

In figure 4.9, the line profiles obtained through SKPM show the potential

across the device with a grounded source electrode and the expected applied drain

bias over the drain electrode, although there is some discrepancy in the observed

drain potential at the lower (Vsd<-2.00 V) applied biases.

However, in the channel of the device the behaviour is less easily explained.

As previously stated, there should be few charge carriers in the channel of the device

in the absence of a gate bias. The line profiles appear to show an approximately

linear decrease in potential from the source to the drain electrode. At small source

drain bias, the basin shape of the device is observed as expected. However increasing

the source drain bias appears to affect the channel.

Another noteworthy observation with regards to these profiles is that in-

creasing the drain bias significantly reduces the potential drop that is observed at

the interface between the drain electrode and the channel.

Figure 4.10: BC DNTT OFET device potential line scan data for varied source-drain
bias with zero applied gate bias.
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In figure 4.10 the SKPM line profile data for a BC device is presented.

Again the device appears to be in good operation, with a well grounded source

electrode and the bias above the drain electrode reading as what has been experi-

mentally applied. As with the TC device, some discrepancy in the potential reading

above the drain electrode at the lower (Vsd <-2.00 V) range of applied bias is ob-

served, but this does not appear to have any observable effect on the operation of

the channel or the device as a whole.

The most stark difference between figures 4.9 and 4.10 is the line profile

behaviour in the channel. For the TC OFET a linear gradient across the whole device

is observed, with the exception of a small drop at the electrode-channel interface

which may be due to the the work function difference between tip and sample.

If we consider the case where Vsd and Vg are both zero for a TC device,

there are no charge carriers in the accumulation layer of the device. Therefore in

SKPM, the tip should be measuring purely the work function difference between

the tip and the sample. For the PtIr tips: the work function of platinum is 5.12 -

5.93 eV [113], but from Bruker (a supplier of SKPM/EFM PtIr tips) a value of ≈

5.5 eV, and for iridium ≈ 5.3 eV in air, is quoted [114]. The mixed material tips,

in air, should have an approximate work function between 5.3 - 5.5 eV. Over the

gold electrodes, the SKPM profiles show a potential of -0.5 V. The literature value

for the work function of gold is given as 5.1 eV [115], but in practice (i.e. non-UHV

conditions) this can be expected to be less: ≈ 4.9 eV [116]. The work function

difference between tip and sample, over the gold electrodes is therefore expected to

be between -0.4 and -0.6 V. This corresponds well with what is observed over the

electrodes for the TC device in figure 4.9. Over the channel of the device, where the

sample is DNTT whose ionization potential is given in literature as ≈ 5.4 eV [65],

this implies that a contact potential difference of 0 - -0.1 V. This is also consistent

with what is observed in figure 4.9.

For the BC device, where there is a thin layer of DNTT over the gold

electrodes, it is expected that the contact potential difference should be 0 - -0.1 V

across the entire device. This however, as can be observed in figure 4.10, is not the

case. At zero Vsd and Vg, the profile shows a contact potential difference of ≈ -0.5

56



V over the electrodes, consistent with the work function of the Au electrodes rather

than the DNTT thin over-layer. The observed value of -2.0 V in the channel is

difficult to understand in that it does not correspond to the expected value from the

DNTT ionization potential. The results obtained in the next experiment, wherein a

non-zero Vsd and Vg is applied, produce a contact potential difference that is more

in-line with what is expected.

The next step in the investigation is to apply a non-zero fixed gate bias

exceeding that of the threshold voltage for the device (Which can be found in table

4.1), in the cases that follow that is an applied gate bias of Vg = -7.00 V. The appli-

cation of the non-zero gate bias essentially polarises the dielectric causing charges

to accumulate at the dielectric-semiconductor interface. The applied Vsd bias forces

these accumulated charge carriers from the source electrode to the drain electrode

where the current (Id) can be measured.

Figure 4.11: TC DNTT OFET device potential line scan data for varied source-drain
bias with fixed non-zero applied gate bias - Vg = -7.00V.
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Figure 4.12: BC DNTT OFET device potential line scan data for varied source-drain
bias with fixed non-zero applied gate bias - Vg = -7.00V.

Upon comparison of figure 4.9 with figure 4.11, and figure 4.10 to 4.12 a

noticeable difference in device operation is observed.

For both device types it is observed that the potential drop at the electrode-

channel interfaces is much greater upon the application of the non-zero gate bias.

For the TC device the overall shape of the profiles is largely unchanged. Taking a

more in depth look at the profiles however reveals that the transition from linear to

saturation regime has been shifted from Vsd <-5.00V to Vsd = -6.00 V with device

operation in saturation regime above Vsd = -6.00 V.

Another key difference between the potential profiles in figure 4.9 and figure

4.11 is the position in the channel at which the line profile goes from linear to super-

linear. Where this was very clearly at 25 µm in figure 4.9, the application of the non

zero gate bias has caused this to shift to 35 µm. This means that the super-linear

drop of potential at the source channel interface has been reduced and the size of

the region of channel after the pinch off point has been increased. This is because

pinch-off occurs when Vg - Vth = Vsd and so as we have increased Vg pinch off occurs

at higher Vsd.

In the case of the BC device the difference between figures 4.10 and 4.12

are much more obvious than that of the TC device. Starting at the source-channel

interface a significant drop in potential is still observed, however it occurs over
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approximately 3-4 µm compared to the initially observed 10 µm. Whereas for -8.00

Vsd with an applied -7.00 Vg a drop of 3V in the first 10 µm of channel is observed.

It is possible to qualitatively link the shape of the two dimensional potential

profiles to the local charge carrier concentration. As the current at each point in

the transistor is constant, the local potential drop must scale, approximately, with

local resistance. From Ohm’s law: J = σE where J is the current density, σ is the

conductivity, and E is the electric field. Provided any local changes in the channel

are ignored, it is shown that the local conductivity (σ) is approximately inversely

proportional to the local electric field, E, which in SKPM methods is represented by

the gradient of the potential profile. With this in mind, regions of steep gradient in

the profiles are indicative of a low carrier density whereas a higher carrier density is

implied at the shallower gradient regions.

After this initial potential drop, the channel region between 15 and 45 µm

shows a linear potential profile and no longer exhibits the basin like shape potentially

caused by the work function difference of electrode and channel. This implies that

there are now charge carriers present in this region of the channel and they are likely

screening the work function difference. In the channel region from 45 µm up to the

drain electrode, the device exhibits a second potential drop of a similar magnitude

to the first. Therefore the potential drop across the electrodes is the same as without

an applied gate bias, but spread over the two electrode-channel interfaces allowing

for the charge carriers to pass through the channel. In figure 4.12 also included is a

potential profile for Vsd = 0 V, this shows that the application of the non-zero gate

bias in the absence of a source drain bias still exhibits the basin shape, i.e. showing

only the effect of the work function difference and no charge carriers.

The final step in this experimental investigation is to observe the device

in operation for a fixed source-drain bias, in this case Vsd = -7.00 V, over various

gate biases Vg = 0 V to Vg = -20.00 V in 2.00 V increments. This allows for the

visualisation of the effect that increasing the gate bias has on the charge transfer of

the device and final confirmation of device operation. Here it is once again possible

to observe the transition of device operation from linear to saturation regime, as we

go from Vg � Vsd to Vg � Vsd.
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The charge density in the channel, as well as Id are modulated by the

magnitude of the electric field applied via the gate electrode. This is where the term

‘field-effect’ originates. By observing the effect of changing the magnitude of Vg, it

should be possible to observe the change from linear to saturation regime.

Figure 4.13: TC DNTT OFET device potential line scan data for varied gate bias
with fixed non-zero applied source-drain bias - Vsd = -7.00 V.

Figure 4.14: BC DNTT OFET device potential line scan data for varied gate bias
with fixed non-zero applied source-drain bias - Vsd = -7.00 V.

In figure 4.13 the progressive transition between linear to saturation regime

is observed. In order to have device operation in the saturation regime, a Vsd ≥ Vg

- Vth must be satisfied, therefore for small Vg (Vth to -8.00 V) and Vsd of -7.00 V

device operation is within the saturation regime. Once Vg is sufficiently large, such
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that Vg � Vsd, the transistor device will operate in the linear regime, this is shown

in figure 4.13 as profiles from -14.00 Vg to -20.00 Vg.

This same trend is present in figure 4.14 for the BC device. Once again,

at zero applied gate bias, the basin shape that has been previously discussed is

present, and as the device is shifted to more negative gate biases (from -2.00 V to

-10.00 V) potential profiles show the device operating in the saturation regime. At

Vg >-10.00 V the two dimensional profiles show the transition to a linear gradient

demonstrating operation in the linear regime.

What sets the BC device apart from the TC OFET is the potential drop

at the electrode channel interfaces. In figure 4.14 the conditions for the channel to

contain sufficient charge carriers is observed. If a comparison is made between the

profiles for Vg = 0V and Vg = -2.00 V the effect of the application of a non-zero

gate bias is clear.

Now that an overall understanding of device operation over various bias

settings has been obtained, the parameter space can be narrowed down to better

observe the behaviour of the contact potential difference. As previously mentioned

the profiles produced from SKPM data represent the cumulative effect of the local

potential in the accumulation layer of the device and the work function difference

between the tip and the sample. In order to remove the contribution from the work

function difference a profile for the device operating under 0 Vsd and 0 Vg must

be subtracted from all subsequent profiles. Therefore local potential can be freely

observed. Figure 4.15 shows an example of this for a single profile. Included is the

measured profile (in orange), the profile for both zero applied source-drain and gate

bias (in green), and the resulting profile when green is subtracted from orange (in

blue).
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Figure 4.15: An example of subtracting the SKPM measured work function between
tip and sample to obtain the local potential in the accumulation layer. This graph
shows a TC device where the applied potential is Vsd = -2.00 V and Vg = -30.00 V.

Figure 4.16: Separated potential profiles with work function removed for TC device
for a fixed Vsd= -2.00 V. Gate bias is stepped in 5.00 V increments from 0.00 Vg to
-30.00 Vg. Profiles have been separated in the y-axis to allow for ease of viewing.

By comparing figures 4.16 and 4.17 there is a clear difference in contact

resistance at the electrode-channel interface between TC and BC DNTT OFET

devices. For the TC device, there is little to no potential drop observed at the

electrode-channel interface. There is a small peak observed in the data, however this

may be an artefact from the scanning that has been carried through the potential

data scans as the tip moves from the gold electrode to the semiconducting material,

an artefact from the analysis method or perhaps (if we take this to be a true feature)
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Figure 4.17: Separated potential profiles with work function removed for BC device
for a fixed Vsd= -2.00 V. Gate bias is stepped in 5.00 V increments from 0.00 Vg to
-30.00 Vg. Profiles have been separated in the y-axis to allow for ease of viewing.

indicative of a low carrier density in these regions. Given that these artefacts are

more clear in the line profiles for the BC device, especially in the channel of the

transistor, as the structure of the organic material is less well formed than for the

TC device the hypothesis that the artefacts are from large topographical differences

is most likely. The defects in the channel of the BC devices will be explored in

further detail in section 4.2.7.1.

If a focus is placed solely on the channel-drain electrode interface, it is clear

that the BC device is exhibiting a much larger potential drop than the TC device.

At the source electrode-channel interface, it is also observed that the BC has a much

more defined drop than the TC device, but additionally this potential drop becomes

more pronounced as the gate bias is increased.

Although it is well known that TC devices have a better performance,

many transistor devices are still formulated with a BC structure due to ease of

engineering. It is much easier by far to deposit organic material over pre structured

electrodes than it is to deposit electrodes on top of a, very often, highly sensitive

organic semiconductor. Therefore we seek to find a structure that will somewhat

mitigate the effects of this large contact resistance. Here we show that the addition

of a SAM of PBFT, henceforth a BC-SAM device, deposited onto the gold electrodes
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before the addition of the organic semiconducting material.

Figure 4.18: Separated potential profiles with work function removed for BC-SAM
device for a fixed Vsd= -2.00 V. Gate bias is stepped in 5.00 V increments from
0.00 Vg to -30.00 Vg Profiles have been separated in the y-axis to allow for ease of
viewing.

Surprisingly, in this data, the addition of the PFBT SAM layer to the

devices does not show the desired effect of mitigating the contact resistance and

visually follows the same trend that the BC devices were observed to follow. The

most striking difference from a direct comparison of figure 4.17 to figure 4.18 is the

behaviour over a line scan in the channel of the device. The significant troughs

caused by the defects formed during the growth of the semiconductor are almost

completely removed with the addition of a SAM. This will be investigated in further

detail in section 4.2.7.2.

4.2.6 Conclusions from SKPM analysis of DNTT OFET de-

vices

In general, the process of isolating contact resistance from other variables requires

hundreds of devices assumed to be identical and trap free. Here, by utilising SKPM

methods it has been possible to extract, using only a single device, the contact

resistance of an OFET device in a non-invasive procedure. Not only is the contact

resistance obtained, but further analysis allows a more precise and experimentally
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backed value of charge carrier mobility in the organic semiconductor layer to be

obtained. This method has the potential to be applied across the field of organic

and thin film semiconducting materials, as a simple and non-intrusive method for

obtaining charge carrier mobility.

4.2.7 Defect analysis of organic material

As has been previously introduced, the BC and BC SAM type devices contain defects

in the organic material layer. To be certain that the observed defects are structural

holes in the material, measurements of potential at the defect sites were compared

to background potential of the film at a constant source-drain bias of -2.00 Vsd. In

order to obtain a comprehensive view of the effects of the defects, four defect sites

were selected from each large area scan. By taking the potential data scan from the

SKPM studies and measuring the potential at each defect for each gate bias between

Vg = 0.00 V and Vg = -30.00 V an image can be built up of the behaviour of the

defects.

4.2.7.1 BC devices

The BC device is operated at a source drain bias of Vsd = -2.00 V. By comparing the

topography data with the potential data collected using SKPM, four defects were

selected across the device as can be seen in figure 4.19. A plot of the potential for

each of these defect sites with respect to gate bias is then produced in figure 4.19.
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Figure 4.19: Topography and potential SKPM data for BC DNTT OFET device,
with selected defects at Vsd = -2.00 V and Vg = -30.00 V. 65 µm x 4 µm image.

The potential at each defect is plotted in figure 4.20. This plot is then

separated into individual defects to compare the potential directly above the defect

to areas near to the defect site and background thin film potential. This can be

found in figure 4.21.
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Figure 4.20: A plot of measured potential against gate bias at each defect site for a
BC DNTT OFET device at -2.00 Vsd. 65 µm x 4 µm image.
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From figure 4.20 the measured potential within the defect is shown to be

more negative for more negative gate bias. The potential measured within the defect

does not match the applied gate bias, which could imply that the defects within the

thin film are only on the very surface of the material and do not extend entirely

through to the gate dielectric. However as SKPM measurements are based on a

long-ranged Coulombic interaction, there may be some screening effect from the

defect free surrounding material which may affect the results. As such it is not

possible to rule out the possibility that these defects do indeed penetrate through

the entirety of the thin film.

Figure 4.21 shows the potential measured within the defect compared to

background thin film and areas surrounding the defect. It can be observed that the

defect has little to no effect on the potential of the area directly surrounding it, as

this follows the potential observed for the background thin film. As the gate bias

is increased above -20.00V the potential measured within the defect becomes more

negative than the measured background.
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(b) Defect 2
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(c) Defect 3
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Figure 4.21: Defects and surrounding areas compared to background: Potential versus
gate bias for BC DNTT OFET device. The blue points denote the potential reading
within the defect, the red and black points denote potential data from areas close to the
defect, the green points denote a background reading taken on the same X coordinate as
the defect.

4.2.7.2 BC-SAM

The experiment is now repeated for the BC-SAM devices. It is known from the

morphological study that the defects appear to be less pronounced with the addition

of the SAM. This further study should confirm our previous results and show that

by adding a SAM to the BC devices, we can mitigate growth defects. The defect

sites are chosen as with the BC device and can be found in figure 4.22
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Figure 4.22: Topography and potential SKPM data for BC-SAM DNTT OFET
device, with selected defects at Vsd = -2.00 V and Vg = -30.00 V. 65 µm x 4 µm
image.
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Figure 4.23: A plot of measured potential against gate bias at each defect site for a
BC-SAM DNTT OFET device at -2.00 Vsd. 65 µm x 4 µm image.

Figure 4.23 shows the potential measured within the defect from SKPM

data. Comparing this to figure 4.20 that the potential reading within the defect

is less negative. The potential still scales with gate bias, but to a lesser degree.

This implies that the defects are less pronounced after the addition of the SAM.
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(b) Defect 2
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(c) Defect 3
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Figure 4.24: Defects and surrounding areas compared to background: Potential versus
gate bias for BC-SAM DNTT OFET device.

In figure 4.24 the background, and areas surrounding the defect are compared to

the potential of the defect. The behaviour of the potential of the defect follows

very well the behaviour of the background and near by areas, different from the BC

device. Once again it is possible to state that the defects do not seem to affect the

areas surrounding them. It is therefore possible that the defects within the BC-SAM

device are less pronounced, or perhaps are not as deep lying within the thin film.

4.2.7.3 Conclusions from defect analysis

By using SKPM methods to observe the potential within and around perceived

defect sites for BC and BC-SAM devices at a constant source-drain bias of -2.00 V

and varied gate bias, it was possible to analyse the effect of the SAM addition to
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the defect formation in the thin film. In the BC device, the measured potential at

the defects become more negative with gate bias, and at gate biases greater than

-20.00V the measured potential at the defects is more negative than the surrounding

area. The addition of the SAM mitigates this effect and the potential of the defect

is shown to closely follow that of the background thin film. The conclusions of this

may be that the addition of the SAM layer causes the defects formed within the

thin film to be less deep into the organic layer. From topographical studies it has

also been observed that the addition of the SAM results in less frequent and smaller

diameter defects. This may play a non-negligible role in the performance of the

devices. It is however not possible to make a detailed interpretation of these results

due to the degree of uncertainty with regards to the nature of the interactions.

4.2.8 Parameter extraction

By combining produced SKPM data with transistor data provided by Dr Chang-

Hyun Kim, it is possible to extract a variety of parameters for each transistor device.

As has been observed in previous sections of this chapter, for TC devices the poten-

tial applied to the OFET is dropped across the channel (Vch), with negligible drop

at the electrode-channel interface (Vc). However, in the case of BC and BC-SAM

devices the potential drop across the OFET is a combination of Vch and Vc.

A plot of linear transfer characteristics was produced for each device from

data provided by Dr Kim for transistors with measurements of: channel width (W)

500 µm, channel length (L) 50 µm and unit-area capacitance (C) 10.8 nFcm−2, as

is shown in figure 4.25. For these plots, current measurements (Id) are taken across

a sweep of gate voltages (Vg) from 10.00 V to -30.00 V. The first parameter that

may be extracted from this data is the threshold voltage. By differentiating the

linear transfer data using a Savitzky Golay filter (derivative 2) the threshold voltage

for each device type is obtained. The values for Vth derived from this data can be

found in table 4.1. It is also possible to obtain values for Id at distinct Vg values

from these plots which can be combined with Vch values extracted from the SKPM

potential profile data as the potential drop across the transistor channel. This allows
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the calculation of Rch, the ‘intrinsic’ resistance of the OFET channel which is then

used to calculate the intrinsic mobility, µch, using the equation

µch = − 1

Rch

× L

WC(Vg − Vth)
. (4.1)

The results of this equation are dependent on Vg and Vth and as such a mean value

for the device is presented in table 4.1. In the case of the BC and BC-SAM devices

the potential drop across the channel as measured using SKPM methods in the

case of Vd = -2.00 V is between approximately -0.35 V and -0.70 V for BC devices

and 0.40 V to 0.55 V for BC-SAM (with the exception of Vg = -5.00 V, where the

potential dropped across the channel is significantly higher in the BC-SAM case).

In the case of the TC device, a negligible potential drop is observed at the contacts

and hence we assume that Vch ≈ Vd = -2.00 V.

The next parameter that may be extracted from the linear transfer data is

the linear mobility of the device given by the equation

µlin = − dId
dVg
× L

W
× 1

C
× 1

Vd
. (4.2)

This parameter can be derived directly from the linear transfer characteristics data,

without the SKPM potential profiles.

Now taking data obtained from operating the device in the saturation

regime of operation across a sweep of gate voltages from 10.00 V to -30.00 V (figure

4.26), it is possible to extract the saturation mobility (µsat) of each device. The

equation for µsat is given by:

µsat =

(
d
√
−Id
dVg

)2

× 2L

W
× 1

C
(4.3)

and as with µlin, this method allows the mobility to be calculated solely

from the saturation regime data and does not require the SKPM potential profiles.

This method of mobility extraction once again produces lower values than when the

µch approach is taken.
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Figure 4.25: Plotted data from the linear regime of operation for TC, BC and BC-
SAM DNTT OFET devices, along with second derivative (blue crosses) to determine
threshold voltage.
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Figure 4.26: A plot of saturation regime data for TC, BC and BC-SAM DNTT
OFET devices for source drain bias of -30.00 V.

The data provided by operating the transistor devices in the saturation

regime is also useful as an aggregated performance indicator. The results of which

demonstrate the small hysteresis of the devices as well as high quality switching.

The data also evidences the turning on of the device close to Vg close to zero.

It is clear from this data that the method by which the parameters of the

OFET devices are extracted has a non-negligible affect on the extracted OFET mo-

bility. If the potentiometrically verified value of µch is assumed to be correct, then it

can be said that the extracted linear and saturation mobilities grossly underestimate

the device mobility as is shown in figure 4.27.
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Figure 4.27: A comparison for value of charge-carrier mobility calculated by different
methods for each device.

As both the BC and BC-SAM devices exhibit a potential drop at the

electrode-channel interface it is possible to draw comparisons between the size of

the contact resistance and its relation to gate voltage for each device. In order draw

comparisons between the two samples, the modulation of the width normalised Rc

values were plotted against the effective overdrive voltage (Vg - Vth) which is directly

proportional to the accumulated charge density allowing the samples to be compared

on a common physical basis. The results of this can be found in figure 4.28 which

shows the addition of the SAMs to the device results in a reduction in Rc.

Figure 4.28: Width normalised contact resistance against effective overdrive voltage
for BC and BC-SAM DNTT OFET devices.
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Device conformation Vth [V] µch [cm2/Vs] * µlin [cm2/Vs] µsat [cm2/Vs]

BC -0.28 0.161 ± 0.045 0.02 ± 0.003 0.032 ± 0.003
BC-SAM -1.1 0.195 ± 0.053 0.031 ± 0.004 0.058 ± 0.006

TC -2.2 0.52 ± 0.03 0.34 ± 0.05 0.25 ± 0.03

Table 4.1: Threshold voltages and mobilities, calculated through the methods de-
scribed above, for the three device configurations of the DNTT OFET devices. *
the values for µch are mean values.

In 4.1 above, it is observed that the addition of the SAMs to the BC

device increases not only the threshold voltage of the device, but also the intrinsic,

linear operation, and saturation operation mobilities. It was determined that the

SAMs promoted the tight packing of DNTT therefore enhancing transport of charge

carriers [65]. However, the TC device still presented the highest mobilities across all

calculation methods. By reducing the contact resistance in BC devices, it is hoped

that the sharp carrier-density bottleneck may eventually be overcome.

4.2.9 DNTT study conclusions

Through SKPM and AFM methods, an in depth study of DNTT OFET devices

was performed. The effect of the device configuration was explored in relation to:

potential profiles, contact resistance, defect formation, and carrier mobility. By tak-

ing potential line scans from SKPM potential data for varied gate and source-drain

biases, a comprehensive view of the behaviour of the transistors was obtained. Using

AFM methods to obtain topographical data in the channel of each device confor-

mation showed the formation of defects within the thin film of both bottom contact

transistors. For the top contact devices large, dendritic grains formed lamellar edges

growing into a cohesive film, whereas in each of the bottom contact conformations,

smaller grains which failed at times to merge were observed.

Using the obtained potentiometric data combined with transfer character-

istics for each device (provided by Dr Chang-Hyun Kim), the mobility of the organic

film was calculated. Three variations of this value were calculated: one using lin-

ear regime transfer data only, one using saturation regime transfer data only, and
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finally one using the potentiometric data to obtain values for channel and contact

resistance. It was shown that the values obtained solely from the transfer charac-

teristics significantly underestimate the mobility of the thin film, as is evidenced by

the mobility value obtained through experimental data which is greater in the case

of each device.

The mobility values calculated for these devices look low when compared

to literature values of similar devices. Hofmockel [117] presents mobilities between

8.5 cm2/Vs and 1.3 cm2/Vs using an alkylated derivative of DNTT in thin film tran-

sistors which, unlike DNTT, can be solution deposited and have a higher maximum

effective mobility. Sigma Aldrich quotes a mobility of 3 cm2/Vs for DNTT and

a mobility of ≈ 7.9 cm2/Vs for the alkylated derivative C10-DNTT for TC device

structures [118]. The the disparity between the literature values and the values cal-

culated in table 4.1 may be due to testing in ambient conditions, or perhaps defects

or non-idealities in the thin films.

The small molecule DNTT is just one of the emerging materials for organic

thin film transistor devices. There are many organic semiconductors currently show-

ing potential under testing conditions. However DNTT OFET devices exhibit an

extremely stable thin film, even in ambient conditions, and (when grown before elec-

trode deposition) a homogeneous and pin-hole free thin film. Other semiconducting

materials in the same class as DNTT, such as BTBT and DATT also exhibit similar

mobilities [118], and may be good contenders for OFET devices.

4.3 Organic semiconductor blend thin film tran-

sistors

4.3.1 Introduction to Organic semiconductor blends

Although small molecule semiconductors have provided very high field-effect mobil-

ities and are well known for their high crystallinity, issues arising from device-to-
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device variation due to morphological anisotropies lead to difficulties in processing

over large area substrates [119, 120]. This coupled with poor processing from a

solution-phase has lead to a shift in research from purely small molecule to small

molecule:polymer blends. Blending together organic small molecule semiconducting

materials with polymers allows for the creation of a thin film that gains the high

electrical performance typical of small molecule films, as well as the superior solution

processing qualities that polymers possess. Within this chapter, two such blends are

studied.

The first blend combines an acene small molecule organic semiconductor

(OSC) 2,8-difluoro-5,11-bis(triethylsilylethynyl)anthradithiophene (diF-TES-ADT)

[121, 122] with the amorphous p-type polymer poly(triarylamine) (PTAA) to pro-

duce the blend dif-TES-ADT:PTAA which was first introduced in 2009 by R. Hamil-

ton et al [123], the chemical structures for which can be found in figure 4.29. The

highest mobilities obtained in this study were reported as a saturation mobility of

(2.4 ± 0.05) cm2V−1s−1 and a linear mobility of (1.88 ± 0.04) cm2V−1s−1. Also re-

ported, was the consistence and reproducibilty of key characterisation parameters,

over the whole sample.
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(a) dif-TES-ADT.[124] (b) PTAA. [125]

Figure 4.29: Chemical structures for the organic p-type semiconductor dif-TES-ADT
and the amorphous p-type polymer PTAA which make up the first OSC:polymer
blend devices.

The second OSC:polymer blend is a third generation hole transporting or-

ganic blend semiconductor first presented in 2016 by A. F. Paterson et al [126]. The

combination of the small molecule 2,7-dioctyl[1]-benzothieno3,2-b][1]benzothiophene

(C8-BTBT) with the polymer binder indacenodithiophene-benzothiadiazole (C16IDT-

BT) resulted in solution processed OTFT’s with hole mobilities in the excess of 13

cm2V−1s−1. The selection process for each blend is quite intricate. In the case of

C8-BTBT:C16IDT-BT the small molecule OSC was selected due to its high solubility

in a variety of organic solvents coupled with its ability to form large inter-molecular

overlaps which arise from well-ordered molecular arrays [127, 128]. The polymer

binder was chosen primarily due to its high hole mobility (3.6 cm2V−1s−1) and

good solubility, as well as displaying a HOMO level comparable to that of the small

molecule OSC (-5.15 eV and -5.04 eV respectively).
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(a) C8-BTBT. [129] (b) C16IDT-BT. [127]

Figure 4.30: Chemical structures for the small molecule C8-BTBT and the polymer
binder C16IDT-BT which make up the first OSC:polymer blend devices.

The samples provided here were produced by colleagues in the department

of Physics and Centre for Plastic Electronics Imperial College London, who pub-

lished their work on these samples in 2018 [130]. For the purpose of the study

presented here, the devices produced vary slightly from the initial design reported

by the original developers. A substrate of silicon was cleaned by sonication in a

detergent solution (DECON 90) and rinsed with DI water. Gold (Au) source and

drain electrodes of 40 nm thick were deposited with a channel length of 60 µm. In

order to modify the surface of the gold electrodes the samples were submerged in

5 x 10−3 mol L−1 of pentafluorobenzene thiol (PFBT) in isopropanol for 5 minutes

before rinsing with pure isopropanol. To deposit the OSC:polymer blend, the solu-

tion (1:1 by weight at 4 wt % concentration of solids in tetralin) was spin coated

onto the substrates. Spin-coating was performed at 500 rpm for 10 s the 2000 rpm

for 20 s, followed by drying at 100 ◦C for 15 minutes in nitrogen in order to obtain

layers of approximately 70 nm thick.

Deposition of the OSC:polymer blends by spin coating as described above

has been shown to cause vertical-phase separation of the two material components

which results in a polycrystaline surface layer rich in small molecules, which exhibits

high mobility on top of a polymer-rich bulk which acts as a binder [131, 119, 132].

The segregation of the small molecules in the blend to the exposed interface of the

device leads to the formation of large crystals within the channel region. This unique

micro-structure has been shown to reduce the energetic disorder in the channel

material through the formation of conductive grain boundaries [133].

For each OSC blend, a sample where the material is doped with

Tris(pentafluorophenyl)borane known as BCF, whose molecular structure is shown

80



in figure 4.31, and a pristine (undoped) sample are studied. The purpose of this ex-

ploration is to investigate the differences in electrostatic behaviour for each OSC:polymer

blend device, and also to probe the effect of the BCF dopant to the thin film. To

do this, AFM and SKPM methods were employed to image the surface topography

and potential respectively of each device.

Figure 4.31: The molecular composition of the small molecule dopant
Tris(pentafluorophenyl)borane also known as Perfluorotriphenylboron (BCF) [134].

4.3.2 Scanning Kelvin probe microscopy of OSC:polymer

blends

To begin this study, the surface topography of each of the OSC:polymer blend

devices was explored using AFM methods.

Figure 4.32: Topographical data for pristine dif-TES-ADT:PTAA device - filename:
2017-09-15.023. 65 µm x 8 µm image.

Figure 4.33: Topographical data for dif-TES-ADT:PTAA device doped with BCF -
filename: 2017-10-16.022. 65 µm x 8 µm image.
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Figure 4.34: Topographical data for pristine C8-BTBT:C16IDT-BT device - filename:
2018-01-25.001. 65 µm x 8 µm image.

Figure 4.35: Topographical data for C8-BTBT:C16IDT-BT device doped with BCF
- filename: 2018-01-25.014. 65 µm x 8 µm.

The electrostatics of the device were then probed, by taking potential data

as with the DNTT samples: varying the gate for different source-drain biases. How-

ever using this method the data obtained made it clear that little further information

about the sample could be gained from potential line scans. It appears that only at

a significant source drain bias will be sufficient to create any significant difference

to the device, as gate bias is modulated, that can be observed through the compar-

ison of potential line profiles. However SKPM is limited in that data can not be

collected at a surface potential any greater than 10 V, and the image will saturate

at this level. Figure 4.36 show the potential line scan data for the pristine dif-

TES-ADT:PTAA sample and is representative of the behaviour of the BCF doped

dif-TES-ADT:PTAA sample as well as the pristine and doped C8-BTBT:C16IDT-BT

devices.

82



(a) 0Vsd (b) -2.00Vsd

(c) -7.00Vsd (d) -15.00Vsd

Figure 4.36: Potential profile line scans for pristine dif-TES-ADT:PTAA devices for
fixed source-drain bias and varied gate bias.

Since little further information could be gained from the potential line

scans, further study of the potential images was undertaken. By taking the first

and second derivative of the potential data with respect to the distance along the

channel, x, it became clear that the blended material showed areas of interest in the

channel material where large crystals have inter-grown.
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(a) First derivative of pristine sample

(b) First derivative of doped sample

Figure 4.37: First derivatives of potential data for pristine and doped dif-TES-
ADT:PTAA OFET devices. 65 µm x 8 µm image.

(a) First derivative of pristine sample

(b) First derivative of doped sample

Figure 4.38: First derivatives of potential data for pristine and doped C8-
BTBT:C16IDT-BT. 65 µm x 8 µm image.
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As can be observed in figure 4.37 and 4.38, by taking the first derivative

of the potential data taken using SKPM methods, it is possible to recover some

information regarding the structure of the OSC:polymer blend in the channel of the

device. It is possible to further this study into the surface electrostatics by taking

the gradient of the magnitude of the potential at each point of the recorded potential

data allowed an image to be formed of the behaviour of the channel material. From

this data it can be observed that the regions in which the grains are overlapping to

form ridges are highly resistive. It is important to note that each of these SKPM

images was taken with a Vg = 0 V and a Vsd = -2.00 V, so as to obtain carriers in

the channel and optimise imaging.

(a) Pristine dif-TES-ADT:PTAA topography from AFM methods

(b) Magnitude of the gradient of the potential for a pristine dif-TES-ADT:PTAA OFET
from SKPM methods.

Figure 4.39: Comparison of topography to map of magnitude of the gradient of the
potential for a pristine dif-TES-ADT:PTAA OFET device. 65 µm x 8 µm image.

The magnitude of the gradient of V was taken using the numpy gradient

function within Python. This method calculates the gradient of the array, V, using

second order accurate central differences in the interior points and either first or

second order accurate one-sides (forward or backwards) differences at the boundaries

[135]. As such the returned gradient has the same shape as the input array and

hence, can be plotted as a gradient map as seen in figure 4.39.
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Comparing the topography image to the image created by taking the mag-

nitude of the gradient of the potential, it is possible to obtain a greater understanding

of the thin film of OSC:polymer blend and how the formation of the blended material

influences the device characteristics. An initial concern was that the topographic

features would contaminate the SKPM images (cross-talk). However when the two

images are studied side by side (as can be seen in figure 4.39), although some sim-

ilarities can be observed there is a much greater level of detail in the differentiated

potential map. If attention is focused on the left electrode (from 0 - 12 µm) there is

a ‘crease’ in the topography that is not present in the differentiated potential map.

The most stark contrast is perhaps in the region from 35 µm to 65 µm, where the

topography shows significant in-homogeneity in comparison to the rest of the im-

age. This is not present in the differentiated potential map. It may also be observed

that the dif-TES-ADT:PTAA forms differently over the gold electrodes than over

the channel, and that the analysed image shows the effect of the electrode-channel

interface on contact resistance where a resistive area of material is shown.

(a) dif-TES-ADT:PTAA doped with BCF topography from AFM methods.

(b) Magnitude of the gradient of the potential for a BCF doped dif-TES-ADT:PTAA
OFET from SKPM methods.

Figure 4.40: Comparison of topography to map of magnitude of the gradient of
the potential for a BCF doped dif-TES-ADT:PTAA OFET device. 65 µm x 8 µm
image.
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This comparison between topography and magnitude of the gradient of the

potential was then repeated for the doped dif-TES-ADT:PTAA sample. In figure

4.40 it is clear that the addition of the BCF dopant to the OSC:polymer blend

has an effect on the formation of the thin film. More ridges are observed in the

channel, but the formation of the thin film over the electrodes appears unchanged.

Furthermore the highly resistive areas at the electrode-channel interfaces seem to

be removed with the addition of the dopant. This implies a better carrier mobility

in the device as the resistivity of the material is decreased.

(a) Pristine C8-BTBT:C16IDT-BT topography from AFM methods.

(b) Magnitude of the gradient of the potential for a pristine C8-BTBT:C16IDT-BT OFET
from SKPM methods.

Figure 4.41: Comparison of topography to map of magnitude of the gradient of the
potential for a pristine C8-BTBT:C16IDT-BT OFET device. 65 µm x 8 µm image.

Next, the topography and magnitude of the gradient of the potential for

the pristine C8-BTBT:C16IDT-BT device was compared. It is immediately obvious

that the formation of the thin film is vastly different from the dis-TEFADT:PTAA

blend. The film appears less uniform and appears to show a separation of material

components. Although some scanning anomalies are present the images presented

in figure 4.41, it is still possible to ascertain a highly resistive region at the electrode-

channel interface at approximately 15-17 µm. It is also possible to infer that the

small ‘islands’ of material that may be separated, appear to be more resistive than

the background thin film.
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(a) BCF doped C8-BTBT:C16IDT-BT topography from AFM methods.

(b) Magnitude of the gradient of the potential for a BCF doped C8-BTBT:C16IDT-BT
OFET from SKPM methods.

Figure 4.42: Comparison of topography to map of magnitude of the gradient of the
potential for a BCF doped C8-BTBT:C16IDT-BT OFET device. 65 µm x 8 µm
image.

Finally a comparison of topography to magnitude of the gradient of the

potential for C8-BTBT:C16IDT-BT device doped with BCF was made (figure 4.42).

As with the previous blend material, the addition of the dopant has made a large

effect of the formation of the film. Whereas for the dif-TES-ADT:PTAA blend the

areas of resistivity within the channel were decreased, for the C8-BTBT:C16IDT-BT

they are much more prevalent. It appears that the areas with the highest resistance

are the boundaries between the ‘islands’ and the background thin film. It is also

possible to note that the contact resistance shown in the pristine sample of the C8-

BTBT:C16IDT-BT device is no longer present, an effect which was also observed for

the dif-TES-ADT:PTAA OSC:polymer blend.
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4.3.3 Conclusions from the organic semiconductor polymer

blend experiments

While SKPM methods are a powerful tool for probing the potential of OFET’s the

analysis of the data obtained requires treatment based upon the devices. Standard

procedures of obtaining line profiles for various gate and source-drain biases were

not suitable for this experiment, and instead taking derivatives of the potential at

each point per line of scan allows for a map of changes in surface potential to be

obtained. By taking the magnitude of the gradient of the potential it is possible to

view areas of highly resistive material and draw observations regarding the formation

of the thin films. From this experimental data is was possible to conclude that the

addition of the BCF dopant to the OSC:polymer blend resulted in a decreased in

contact resistance, as well as altering the formation of the thin film in the channel

of the device. For the dif-TES-ADT:PTAA blend the addition of the BCF led to a

less resistive channel material, with more frequent ridges in its structure. For the

C8-BTBT:C16IDT-BT material blend the addition of the dopant resulted in more

clearly defined ‘islands’ of material as well as a more resistive channel material at

the ‘islands’-background boundaries.
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Chapter 5

Development of EFM-phase

5.1 Motivation

In order to form a bio-sensing device it is essential that there is a method in place

to measure analyte detection. If a protein binds to a carbon nanotube, it can

change the charge distribution of the tube [14]. It was initially envisioned that

using scanning Kelvin probe microscopy (SKPM) would provide a good overview of

the change in electrostatic potential observed when proteins bind to carbon nano-

materials. However, as is introduced in section 2.2.3, the contributions from the

cantilever to scanning resolution make it impossible to resolve carbon nanotubes

(CNT’s) or proteins bound to them. Therefore by applying an AC bias to the

cantilever when the tip is scanning in lift mode it is possible to improve scanning

resolution by limiting cantilever contributions to the tip apex only [31]. In this

chapter the development of experimental and analytic procedures are explored as

well as imaging of various structures culminating with imaging proteins bound to

carbon nanotubes.
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5.2 Previous use of EFM-phase techniques

As the dimensions of devices such as transistors grow ever smaller, there is increased

interest in the development of greater resolution imaging techniques. EFM allows for

the investigation of not only surface electrostatics for a wide range of devices includ-

ing thin-film FET devices, solar cells, and carbon nanostructures such as graphene

and carbon nanotubes. Moreover, variants of EFM techniques have been developed

to probe surface potential, charge distribution and density, surface capacitance, and

charge trapping.

The ultimate goal of this section is to image proteins bound to carbon

nanotubes. Significant previous work has been attempted using a variety of EFM

methods to image carbon nanotubes [136, 137, 138], as well as biological structures

such as DNA [139]. However few studies combine the two research interests.

5.3 EFM-phase theory

The theory behind EFM-phase methods was briefly introduced in section 2.2.3 but

here, more detail relating to the specific device used to obtain measurements is

discussed.

The aim of EFM-phase is to measure the force gradient (where more con-

ventional SKPM measures the force directly) of the tip-sample interaction, allowing

the tip apex to be the dominant contributor to the resolution of the scanning method.

For SKPM the scanning resolution is reported as 100 nm, whereas for EFM phase

C. H. Lei et al have reported a resolution of ≈ 20 nm [33]. This makes this method

an ideal candidate for the imaging of nano-meter scale biological entities such as

proteins.

In comparison to SKPM methods the EFM-phase approach involves minor

changes to hardware and a fundamentally different approach to data process. AC

bias is applied as the tip is lifted following the topography pass and the phase signal
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is collected on the return lift mode pass. A trigger signal is generated at the start

of each line scan and as such there are four triggers per cycle of scanning. In order

to apply the bias to the retrace pass of the lift-mode operation, the correct trigger

must be selected.

Theoretically EFM-phase works thus: under a constant tip-sample bias

(V) the electrostatic energy between the tip and the sample is given by

U =
1

2
C(∆V )2, (5.1)

where C is the tip-sample capacitance and ∆V = V − VCPD [140, 141, 142].

The electrostatic force, normal to the sample surface, can be written as the

energy gradient

F (z) = −dU(z)

dz
= −1

2
∆V 2dC(z)

dz
, (5.2)

where z is the tip-sample separation on which U and E are dependent.

In SKPM F(z) is nullified to achieve a direct measurement of surface poten-

tial, in EFM-phase the phase is measured instead. This results in an enhancement

of scanning resolution compared to SKPM measurements.

The phase difference, Φ, between the applied bias and the tip oscillation

can be related directly to the force gradient, dF
dz

= F ′ [143].

A cantilever with a resonant frequency ω0, and spring constant k expe-

riences a phase difference, when driven at resonance, of Φ = π
2

[144]. As the tip

approaches the sample surface F’(z) will alter the resonant frequency and effective

spring constant of the system, thus affecting the phase angle. At small amplitudes

Φ = tan−1

(
k

QF ′

)
≈ π

2
− Q

k
F ′ (5.3)

where Q is the quality factor and k is the dielectric constant. This equation is

dependent on the force derivative acting normal to the sample surface such that F’

= Σ∂Fi

∂z
i.e. the summation of derivatives of all of the forces acting on the cantilever.

The π
2

term may be excluded if the phase shift is considered as the delay from the
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free oscillation state of the cantilever. In this case, allowing for an arbitrary additive

phase offset, Φ0 in the measurement, which includes the π
2

term,

Φ = −Q
k
F ′ + Φ0. (5.4)

This suggests that for EFM-phase measurements ∆Φ is proportional to the overall

force gradient between the tip and the sample. For equation 5.4 the sign of the

equation is negative for attractive forces and positive when the forces are repulsive

in nature.

Combining equations 5.2 with 5.4 obtains

Φ = −Q
2k

d2C(z)

dz2
(∆V )2 + Φ0. (5.5)

Since C(z) = ε0k
S
z

for a capacitor, where S is surface area, in a purely capacitive

tip-sample interaction the force is always attractive and hence Φ is always negative.

Φ = −Q
2k

d2C

dz2
(Vtip − VCPD)2 + Φ0 (5.6)

which can be simply expressed as

Φ = A(Vtip −B)2 + C (5.7)

for fitting purposes. Here A = − Q
2k

d2C
dz2

, B = VCPD, and C is the phase offset. This

shows that in lift mode operation of EFM-phase d2C
dz2

and CPD can be extracted via

a parabolic fit.

5.4 Recovering the data

The data collected using EFM-phase methods is acquired by sweeping the applied

tip bias at each data point of the AFM scan in order to obtain a parabolic variation

of Φ as a function of Vtip. By fitting this curve with equation 5.7 values of d2C
dz2

,

VCPD, and Φ may be obtained for each position in the full scan. These values can
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then be plotted to generate maps for each of these three parameters.

However, the Multimode SPM system is constrained to obtain only one

data point at each pixel in a line scan per channel. There are three channels that

may be utilised in this system, and as such data points are acquired for: height,

phase angle, and tip bias. By exploiting the fact that the spatial resolution of EFM

is inferior to topographical measurements it is possible to deduce a full parabola for

each pixel in order to fit the above parameters. Due to the inferior spatial resolution,

the period of the AC signal applied to the tip can extend over around 10-15 data

points in the topographical scan. This allows the parabola to be fitted to multiple

points, taken either from nearest neighbour points in a single line scan or from the

neighbouring area in the 2D scan. The fitted parameters can therefore be assigned

to the central pixel in the sampled region. By repeating this process with a moving

window, the fitted parameters can be obtained for each pixel in the 2D scans and

therefore, maps for each calculated parameter may be plotted.

This approach was initially attempted by a former PhD student Isam Ab-

dullah, as part of his PhD project [141]. An unexpected problem that he encountered

is illustrated in 5.2. The curve for Φ as a function of Vtip is not parabolic in practice.

This indicates that the voltage that is measured does not correspond to to the volt-

age applied to the tip. By systematically varying the applied AC signal frequency

and other parameters, Isam deduced that there was a capacitive time constant in-

volved in either the measurement circuit, or in the charging of the tip or the sample

surface directly underneath the tip. M. Elliott devised a simple approach to correct

for this by assuming a capacitive low pass filter response, a circuit for which can be

found in figure 5.1.
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Figure 5.1: A circuit diagram illustrating an RC low pass filter. Vm is the measured
voltage and Vc is the voltage corrected by the filter.

Here, the measured voltage, Vm, can be related to the corrected voltage,

Vc, by

Vc(t)− Vm(t) = Ri(t) (5.8)

Where i(t) = dQ
dt

and Q(t) = CVm(t).

Therefore

Vc(t)− Vm(t) = RC
dVm
dt

. (5.9)

This can then be expressed for a set of discrete data points: ci, and mi, corresponding

to Vc and Vm. Where

mi = αci(1− α)mi−1, (5.10)

given that α = ∆t
τ∆t

, and τ = RC. As such it is possible to deduce corrected voltage

values from the measured values as

ci =
1

α
mi

1− α
α

mi−1. (5.11)

These expressions allow for the correction of Vtip values in the parabola,

determining the value of τ by trial and error. Alternatively τ may also be included

in the fitting function utilised to fit the measured Φ as a function of the measured

Vtip as is shown in figure 5.2. This latter approach can be extended to a whole 2D

SPM scan, and maps of: dC
dz2

, VCPD , Φ and τ generated. In this case, maps of τ are

a good test of consistency.
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Figure 5.2: An example of the fitting for a selected rectangle of data. The recorded
data points are in red, and the fitting in blue. The legend indicates the row and
column location from which the fitting window starts for each data set, in this case
row 0, column 0.

5.5 Experimental details

EFM-phase is carried out using the same base equipment as for AFM and SKPM

measurements. The Veeco Nanoscope IIIa with basic extender module is vibration

isolated on a vibration plate as well as an active self-levelling optical table. The

device is located is temperature controlled room and isolated from external light

sources by blackout blinds and covered windows. In this experimental set-up data

can be recorded on three channels allowing topography, applied signal, and EFM-

phase shift data to be recorded simultaneously. The phase is randomised at the start

of each line to ensure that successive lines of do not simply repeat the bias of the

previous line to minimise the occurrence of systematic effects such as vertical lines

appearing in the maps of fitted parameters due to fitting of each row of data [141].

The same cantilevers and cantilever holder as utilised for SKPM measurements are

also suitable here. Figure 5.3 illustrates the full set-up of our system.
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Figure 5.3: A diagram to illustrate the set-up used for EFM-Phase methods.
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In order to apply an external bias to the tip, and ensure the correct trigger-

ing, alterations to the jumper configurations are made. These can be found in figure

5.4 which is adapted from the Veeco Nanoscope IIIa manual [145]. The voltage is

applied to the tip by an Aglient signal generator which is connected via a co-axial

cable with a specially designed connector to access the correct jumper pins.

Figure 5.4: Jumper configurations for Veeco Nanoscope IIIa to apply an external
bias to the tip for EFM-phase methods.

To begin a measurement an image of the region of interest is first acquired

using AFM methods (i.e. no lift mode, two passes only). Once the AFM image

is clear and the region of interest has no defects or areas that may cause scanning

errors (such as scarring or drift), the EFM-phase measurements may begin. The tip

is set to enter lift mode and the tip bias, signal frequency and time/line are set. The

nanoscope software is set to record topography on channel 1, analog 2 (which is the

applied bias to the tip) on channel 2, and phase on channel 3.

Although this technique and unique set up have been studied before by

previous student Isam Abdullah [141], who investigated the effect of scan size, tip

bias, signal waveform shape, signal frequency, and the effect of additional resistors;

a certain degree of procedural learning still is required. Developing procedures for

this method was challenging as no two samples appeared to respond to the same

parameters. The most reliable parameter was the time/line, i.e. the time taken
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for the tip to scan each line of sample, as this was purely dependent on scan speed

which was generally determined to be most efficient at 0.3Hz. Obtaining a correct

time/line parameter setting was crucial as this determines when the AC bias applied

to the tip will be triggered. An incorrect value will result in the AC bias dropping

midway through the scan as the synchronisation of tip scanning to applied bias is

lost.

Another setting for the software is the amplitude of the applied bias. This

must be sufficient to create a significant signal while maintaining visible changes in

the phase image. Through experimental observations a suggested setting for this

parameter is -2.00 V, which is practised throughout the experiments presented in

this chapter. Closely tied to the amplitude of the applied bias is its frequency. This

setting determines the quantity of oscillations per line of scan, in practice: 30, 60,

or 120 Hz were applied dependent on sample. The applied AC bias is applied to the

tip with a randomised phase for each line of scanning.

5.6 EFM-Phase imaging results

To fully understand the working mechanisms and experimental idiosyncrasies of this

method, it is important to use basic and easy to interpret samples as a base line

for more complex measurements. Therefore experiments began with single layer

graphene on silicon (purchased from Graphenea). Once the basics have been well

understood and any initial experimental difficulties addressed, it is possible to use

more complex samples such as carbon nanotube field effect transistors and carbon

nanotubes functionalised with proteins to obtain a true conception of EFM-phase

as a means to detect electrostatic changes for sensing applications.

From the raw data produced by EFM-phase methods maps of CPD, error

in CPD, recovered phase, second derivative of the capacitance, and time delay are

produced. Each of these offers insight into the sample that has been scanned. The

CPD map shows the local contact potential difference calculated between the tip

and the sample at each point of the scan. The map of the error in the CPD can
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reveal any errors in the feedback loop of the system, a homogeneous map with a

small error is desirable. The recovered phase map illustrates the phase shift data

recovered after data processing. The second derivative of the capacitance is the key

map in these studies. As has been previously mentioned in this study, EFM-phase

is expected to produce higher resolution images that SKPM due to the nature of

the cantilever interaction with resolution. By taking the second derivative of the

capacitance, the contributions of the cantilever to image resolution are limited to the

tip apex, therefore the data from this map is expected to be the more detailed that

CPD or a standard SKPM image would be. Finally the time delay map illustrates

the RC time constant that is outlined in section 5.4, which allows for the correction

of Vtip in the fitting parabola, a map of the time delay parameter is a good test of

consistency within the scanned image.

5.6.1 Graphene

In order to produce a sensing mechanism, proteins must be bound to carbon nanos-

tructures. Graphene with its flat, well ordered structure is an ideal target structure

for protein binding. Large area single layer graphene, purchased from Graphenea,

was chosen as work within our group was focused on using this type of substrate for

protein binding [146, 84]. In figure 5.5 the raw topography, applied AC signal, and

resulting phase shift are shown. The sample shows step edges in topography and

phase images which may serve as a marker for data recovery. The lack of prominent

features in the images implies complete coverage of graphene over the silicon, which

is to be expected of a commercially produced sample over a 1 µm scan area.
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Figure 5.5: Raw EFM-phase data for Graphenea graphene on silicon, image size
1.00 µm x 0.25 µm. (a) Topography (b) Applied AC signal (c) Phase data with
overlaid AC signal

The data is then analysed using the specially designed software. Maps of

CPD, error in CPD, recovered phase, second derivative of the capacitance, and time

delay are produced.
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(a)

(b) (c)

(d) (e)

Figure 5.6: Analysed EFM-phase data for Graphenea graphene on silicon, image
size: 1.00 µm x 0.25 µm (a) CPD (b) Error in CPD (c) Recovered phase data (d)
Second derivative of the capacitance (e) Time delay

Analysing the data (shown in figure 5.6) shows full coverage of graphene

(there is little contrast in the CPD to imply any background silicon is present)

with well recovered phase data, however the error in the CPD is relatively large

and appears to be dependent on the material coverage showing a larger error at

the graphene edge. This data is promising, but in order to observe proteins using
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this method, a more discreet target is needed. Therefore the study continues with

carbon nanotubes.

5.6.2 Carbon nanotubes across electrodes

Before proteins are added to the carbon nanotubes it is prudent to image using clean

nanotubes. A sample of a carbon nanotube FET, produced by Dr Adam Beachey, is

used: where the nanotubes are attached to gold electrodes through dielectrophoresis.

From the raw topography data in figure 5.7 it is clear that a significant bundle of

tubes is bridging the electrode channel.

Figure 5.7: Raw EFM-phase data for carbon nanotube field-effect transistor, image
size: 2.50 µm x 0.63 µm (a) Topography (b) Applied AC signal (c) Phase data
with overlaid AC signal

From the analysed data, found in figure 5.8 it is clear that some of the

nanotube bundle structure is recovered. The general shape of the bundle at its

thickest parts are easily visualised, however the finer details of the bundle with single

tubes are less readily shown. This implies that although the resolution is greatly

increased from that of standardised SKPM, the resolution achieved with EFM-phase
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will still not be enough to visualise proteins on single carbon nanotubes. It is also

possible to note that the error in the CPD is greater over the electrodes, and while

no scanning defects were shown in the raw data, there appears to be some manner

of defective data once analysis has been completed. This is also mirrored in the map

of time delay.

(a)

(b) (c)

(d) (e)

Figure 5.8: Analysed EFM-phase data for carbon nanotube field-effect transistor,
image size: 2.50 µm x 0.63 µm. (a) CPD (b) Error in CPD (c) Recovered phase
data (d) Second derivative of the capacitance (e) Time delay
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5.6.3 Carbon nanotubes with dimers of short-axis cytochrome

b562

The EFM-phase method is now tested on proteins immobilised on carbon nanotubes.

For this experiment, dimers of short-axis cytochrome were selected as they have

been proven to bind well with AFM and, as they are in a dimer form, are larger

than the more stable GFP. As is shown in figure 5.9 the tubes functionalised with

the cytochrome are wider than bare nanotubes, it is however difficult even in the

topography to visualise the proteins. It was verified using AFM methods that protein

was bound to the carbon nanotubes, as this study was run in conjunction with the

experimental results that can be found in section 6.3. It is important to note that

the AFM topography images presented in this section were obtained using an EFM

tip, i.e. Si coated in Pt-Ir, which will therefore produce topography maps with a

poorer resolution when compared to images presented in section 6.3.

Figure 5.9: Raw EFM-phase data for carbon nanotube field-effect transistor func-
tionalised with short-axis dimers of Cytochrome b562, image size: 1.50 µm x 0.38
µm (a) Topography (b) Applied AC signal (c) Phase data with overlaid AC signal

Upon analysis, as shown in figure 5.10 it is clear that no protein will be
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observed using this method. The outline of the tubes, as with the bare carbon

nanotube FET, are observed in the analysed images however the resolution is not

great enough to distinguish proteins from background tubes.

(a)

(b) (c)

(d) (e)

Figure 5.10: Analysed EFM-phase data for carbon nanotube field-effect transistor
functionalised with short-axis dimers of Cytochrome b562, image size: 1.50 µm x 0.38
µm (a) CPD (b) Error in CPD (c) Recovered phase data (d) Second derivative of
the capacitance (e) Time delay
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5.7 Conclusions

While this method shows some initial promise for imaging the contact potential dif-

ference of various structures with an increased resolution when compared to SKPM,

ultimately there are too many variables and the method fails to be reproducible for

the same sample. While greater investigation of this method is warranted, for the

purview of the work presented here it was decided that a change in direction was

needed. As studies were proving promising in the area of topographical analysis

combined with methods to visualise proteins such as confocal microscopy and total

internal fluorescence microscopy (TIRFM), it was decided that the project should

continue in this topic. Although disappointing, these experiments proved to be an

interesting learning process but ultimately too time consuming.

In context of recent literature on both carbon nanotubes and graphene,

there have been multiple studies investigating the electrostatic properties of both.

The potential uses of each of these materials are vast, including sensing applications.

A particularly interesting property of carbon nanotubes that has been studied using

EFM methods, is charge trapping within loops of carbon nanotubes [138]. This

effectively shows that carbon nanotubes may be used as boundaries for control-

ling substrate changes, which is crucial when forming electronic devices. Further-

more EFM has been used to observe areas of single, bi-layer [147], and multi-layer

graphene [148] which offers a clear method for defining areas of graphene deposited

on a substrate. The EFM-phase method, if further developed, would offer a higher

resolution method for observing these effects. It is already clear in the early results

for graphene, that layers in the graphene substrate can be distinguished.
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Chapter 6

Protein binding mechanics to sp2

carbon nanostructures

6.1 Motivations

The formation of a bio-sensing device capable of achieving the sensitivity level re-

quired to detect single binding events is a feat which researchers around the globe

are working to optimise. In this chapter, studies of protein binding to carbon nanos-

tructures using various SPM methods as well as TIRFM and confocal microscopy

are presented. The detection of protein binding, and the ability to distinguish the

base detector protein from the desired analyte, with high accuracy will be crucial

to the formation of a highly sensitive bio-sensing device.

Presented within this chapter are experiments concerned with the bind-

ing of proteins to various carbon nanostructures. The nanostructures used within

these studies are single wall carbon nanotubes (SWCNT’s), monolayer graphene

and highly ordered pyrolitic graphite (HOPG). All proteins used in these studies

have been genetically engineered to incorporate the non-natural amino acid - azido

phenylalanine (azF) which acts as a linker molecule that can be covalently bound

to carbon structures. In the first study presented in this chapter, the protein uses

is a dimerised form of cytochrome b562 (Cyt b562). This study is used to demon-
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strate the detection in height difference when the disulphide bridge that dimerises

the protein is chemically broken. The second study presented is much more com-

prehensive and utilises the many properties of the green fluorescent protein (GFP).

Within this second study the binding mechanics of the protein to the nanostructure

are investigated, as well as studies into the relationship between the carbon/protein

bond and the placement of the azF linker molecule.

6.2 Protein binding to carbon nanostructures and

retention of activity

To prove that proteins covalently bound to carbon nanostructures retain their ac-

tivity, experiments that demonstrate an inherent feature of the protein pre and post

binding were employed. To perform a proof of concept experiment such as this, the

protein in question must have an easily observed feature. In the case of this exper-

imental work, the protein GFP was utilised. The variant of the protein used was

modified with an azide phenylalanine at the 204 site. GFP was selected for use in

this experiment due to its fluorescent properties, which allow for easy visualisation.

GFP is a well known protein and has been the focus of many studies, its properties

are well documented. This section draws upon previous work of previous students

from the nano-group at Cardiff university, and current research in the pharmacy

and bio-sciences groups at Cardiff university [84].

In order to visualise the GFP as it is bound to the carbon nanostructures,

confocal and TIRF microscopy methods are employed. Both of these methods rely

upon excitation of the fluorophore, central in the protein structure, and observation

of the emissions.

6.2.1 Graphene

The first of these experiments were performed on flat, single layer graphene on a

silicon substrate. Confocal microscopy was employed for investigation of the bound
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protein, as the silicon substrate is not transparent and as such TIRF microscopy

methods are unsuitable.

In these experiments a droplet of 10 nM sfGFP 204 azF was drop cast

onto the substrate such that the entire surface was covered. Two sample types were

produced, the first was incubated for 10 minutes in the dark before a thorough

rinse with DI water for 1 minute. The second was incubated for 10 minutes in the

presence of 305 nm wavelength UV light before a thorough 1 minute rinse with DI

water. The samples were then imaged using confocal microscopy methods to obtain

multiple regions of interest (ROI). Each ROI was approximately 400 µm squared in

size, in order to encapsulate the scale of protein binding to the graphene surface,

even at such a relatively concentration of 10 nM.
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Figure 6.1: Confocal microscopy image of UV incubated sfGFP 204 azF on graphene
on silicon.
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Figure 6.2: Confocal microscopy image of sfGFP 204 azF incubated in the dark on
graphene on silicon.

Figure 6.1 illustrates the retention of activity after binding to the graphene,

and figure 6.2 shows that binding to the graphite surface does not occur in the

absence of UV activation of the photo-chemically reactive azF handle. Although

arbitrary, the vertical scale used to illustrate intensity has been set to the same

scale for each sample. These images were taken using a Zeiss LSM880 confocal laser

scanning microscope with the assistance of the bio-imaging hub in the Cardiff school

of bio-sciences. These experiments not only serve the purpose of providing proof of

retained protein activity, but also offer further evidence to verify the successful

attachment of the protein GFP 204 azF to the carbon nano-surface.

In figure 6.2 a relatively uniform spread of low intensity background fluo-

rescence is observed. There are no defining features visible on the graphite surface.

This effectively proves that no protein has been bound to the graphene surface.

This was verified using multiple ROI taken from multiple samples, figure 6.2 is rep-

resentative of this data. By contrast figure 6.1 shows the large area distribution of

the graphene on the silicon surface. The areas of the sample which are not highly

fluorescent are most likely the silicon substrate. This image illustrates not only the
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protein attachment and retained activity, but also offers insight into the coverage

of graphene on the silicon surface. The area shown in figure 6.1 was chosen to il-

lustrate the partial coverage, other ROI showed a much fuller coverage of graphene.

The graphene used in these experiments was supplied by Graphenea. This work is

based upon the protein attachment approach set up by Athraa Zaki during her time

in the nanogroup at Cardiff University [146].

6.2.2 Carbon nanotubes

Although it has been proven that graphene is an excellent substrate for the cova-

lent attachment of proteins, carbon nanotubes are more readily available and offer

multiple benefits including: choice of substrate, control of density, can be put down

across electrodes, or have electrodes patterned over them, offer a smaller target area

in which to investigate. As such the continuation of this project will focus on pro-

tein binding to carbon nanotubes. The TIRF data used within this section has been

obtained and reproduced with permission by Dr David Jamieson of the pharmacy

department of Cardiff University.

Using carbon nanotubes allows control over density and substrate. For the

purpose of this experiment, the substrate that will be employed is a glass cover-slip.

This allows for TIRF microscopy measurements to be taken of GFP 204-azF without

tubes, and carbon nanotubes with sfGFP 204 azF bound covalently.

In figure 6.3, GFP 204 azF is deposited onto the cover-slip and imaged

with TIRFM methods. Observing a singular frame of the TIRF image yields only

background signal, however upon averaging over 20 frames the single molecules and

aggregates of the GFP come into view. Through the appearance of these GFP, it is

clear that the protein sample is active, as an inactive or unfolded protein would not

present any fluorescence.
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Figure 6.3: TIRF microscopy images of sfGFP 204 azF on cover-slip for (a) one
frame and (b) averaged over 20 frames.

Adding the carbon nanotubes by drop cast method to the cover-slip allows

the study of bound GFP, by creating a well defined structure for which to search for.

If the protein retains activity upon U.V. activated binding, then defined chains or

filament like patterns of GFP should be observed by the TIRF microscope. In figure

6.4 the GFP has been added to the immobilised carbon nanotubes and exposed to

305 nm wavelength light to induce binding. From a singular frame, as without nan-

otubes, only a background signal is obtained. However data produced by averaging

over 20 frames produces an image which clearly displays the strand like pattern that

was expected. This implies that the protein retains its activity after binding to car-

bon nanotubes. An interesting aside that has not been explored within this work is

the alteration of the photo-physics of the GFP when attached to carbon nanotubes.

Binding GFP to carbon nanotubes appears to prolong the lifetime of the protein

before photo-bleaching occurs, as well as affecting the intensity of the fluorescence

produced. Various studies into these effects are currently underway and can also be

found in the PhD thesis of previous nanogroup student Adam Beachey [149].
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Figure 6.4: TIRF microscopy images of sfGFP 204 azF covalently bound to SWCNTs
for (a) one frame and (b) averaged over 20 frames.

6.3 Atomic force microscopy as a tool to distin-

guish modification of attached protein

To be able to produce convincing data regarding a protein acting as a detector for

an analyte, we must first be able to demonstrate that we can identify changes to the

height of a protein. While AFM is not the first method one would consider for the

detection of protein binding, when used in conjunction with other data collected,

such as electrical measurements, it assists in building a more comprehensive study

of the changes a device may go through.

In order to demonstrate the capabilities of AFM in the detection and dis-

tinction of modifications made to a protein bound to a carbon nanostructure, the

protein cytochrome b562 in its dimerised form was utilised. The protein was bound

to SWCNT’s on a silicon substrate and imaged using AFM. The disulphide bridge

that allows the protein to exist as a dimer was then chemically broken, resulting in

two monomer protein structures. Two dimer variants were used, a long axis (LA)

and a short axis (SA). The differences in the structure between the wild-type and

each dimer variant can be seen in figure 6.5. More detailed information regarding

114



this protein can be found in section 3.5.2

(a) Wild type cytochrome b562

(b) Short axis dimerised cytochrome b562 (c) Long axis dimerised cytochrome b562

Figure 6.5: The molecular structure of three variants of the cytochrome b562 molecule
(a) wild type, (b) short axis dimer and (c) long axis dimer. The azF residue in the
dimerised protein forms in shown in dark blue.

In this experiment silicon substrates were used as cytochrome b562 is not

fluorescent and silicon is a much more robust substrate. Samples were prepared by

cleaving a silicon wafer covered in photo-resist into 0.5 cm2 squares. The wafer chips

were soaked in acetone for 5 minutes at 75°C to remove the photo-resist, followed

by a 5 minute soak in isopropanol at the same temperature to remove any residue

from the acetone. A solution of tubes was then drop cast onto the cleaned silicon

chips and left to dry on a hot plate at 100°C for 5-10 minutes or until dry. The dried

tube solution was briefly rinsed under flowing DI water, followed by a further rinse

under flowing ethanol and finally soaked in ethanol for 1 hour. The ethanol soak

removes any SDS surfactant from the tube solution that has dried onto the silicon.

Once the soak is complete, the samples are given a final rinse with DI water for 30

seconds to remove any ethanol before drying under a nitrogen stream.
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To attach the cytochrome variants, each silicon-SWCNT sample was taken

in turn to a low humidity (<1%) glove box in which is situated an LED (λ = 305

nm) that will activate the reaction between the azF and the carbon nanostructure

to allow covalent binding to occur. A droplet of 20 µl of protein solution at a

concentration of 100 nM was drop cast onto the silicon surface. The samples were

then illuminated using the LED or alternatively, incubated in the darkness of the

glove box for 10 minutes. This was followed by a vigorous 60 second rinse under

flowing DI water. The samples were then dried under nitrogen stream and imaged

using AFM.

6.3.1 Cytochrome b562 long axis dimer

A study comparing the attachment of the LA Cyt dimers for both UV and dark

incubation. Figure 6.6 shows the AFM surface topography for SWCNT’s on a

silicon substrate with proteins covalently bound using the UV light activated azF

reaction. The inset of this figure shows a zoomed in area of the image in order

to better demonstrate the clear addition of protein to the tubes. Figure 6.7 shows

the AFM surface topography for the dark incubated LA cyt dimer, therefore there

should be no attachment of protein to the SWCNT’s. Again, the inset is to better

visualise that no protein has bound to the tubes.

116



Figure 6.6: Surface topography for LA cyt b562 dimer covalently bound by azF to
SWCNT’s on silicon substrate. The inset shows a 0.5 µm x 0.5 µm zoomed in section
of the image to better illustrate the addition of proteins to the tubes. Filename:
2018-02-02.009. Image size: 1.5 µm x 1.5 µm.

Figure 6.7: Surface topography for LA cyt b562 dimer, incubated in the dark. The
inset shows a 1.5 µm x 1.5 µm zoomed in section of the image to better illustrate
the lack of protein on the surface of the tubes. Filename: 2018-02-02.004. Image
size: 5.0 µm x 5.0 µm.
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In order to confirm that the protein is only attached to the SWCNT after

exposure to light, height profiles were obtained from a single tube. Using the Gwyd-

dion software (data process → distortion → straighten path) to select a single tube

to straighten out, followed by the extract profiles tool in order to take profiles of the

height at various positions along the SWCNT. The AFM topography of dark and

UV incubated samples for the LA Cyt dimer can be found in figures 6.9a and 6.8a.

To illustrate the stark difference between the samples the Y axis scale was kept the

same for each height profile graph. This shows us that UV irradiation of the sample

after drop-casting the protein solution results in a height increase of between 3.0 nm

to 5.5 nm. In figure 6.8b, the irradiated sample, it is observed that even the baseline

CNT measurement (height profile 1) reads at 2.0 nm; whereas in the non-irradiated

sample shown in figure 6.9b the CNT height is between 0.7 nm and 1.2 nm. This

may be due to protein crowding along the nanotube causing the AFM tip to never

actually image the CNT between proteins. Due to the height difference in the sur-

face topography between irradiated and non-irradiated samples, the upper bound of

the colour bar had to be adjusted from 10.0 nm to 3.0 nm in order to visualise the

CNT clearly. Each CNT was carefully selected from its respective image to ensure

only single tubes were measured.

(a) A single straightened tube with height
profile positions.

(b) Height profiles on a single SWCNT.

Figure 6.8: Height profiles for a single, straightened SWCNT and the positions at
which the profiles were taken. The tube is functionalised with LA dimer Cyt after
UV exposure.
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(a) A single straightened tube with height
profile positions.

(b) Height profiles on a single SWCNT.

Figure 6.9: Height profiles for a single, straightened SWCNT and the positions at
which the profiles were taken. The tube has been exposed to LA dimer Cyt without
UV irradiation, so no protein is bound to the tube.

These images offer some evidence that the cytochrome dimers bind pref-

erentially in the presence of UV irradiation. The disulphide bond that dimerises

the protein is chemically broken using dithiothreitol (DTT) in order to observe the

difference in height profile for monomer and dimer. A droplet of 0.5 mMol DTT

was drop cast onto the sample, with enough volume to cover the entire surface in

solution. After 10 minutes, the sample was rinsed in flowing DI water to remove the

DTT.
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Figure 6.10: AFM surface topography of UV irradiated LA Cyt dimer after the
addition of DTT to break the dimerising disulphide bond between the monomer
cytochromes. Filename: 2018-02-05.001. Image size: 1.5 µm x 1.5 µm.

Upon the addition of DTT, there is a visible difference between figures 6.10

and 6.6. Though there is not a noticeable difference in visual height, the proteins on

the tubes appear as less cleanly ordered and well defined. However, a visual study

of the images is a poor method for distinguishing differences at the nanoscale, and

so we take multiple height profile measurements over multiple AFM topographies

for both pre and post DTT addition, and from these results produce a histogram of

perceived protein heights.
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Figure 6.11: Histogram showing the height difference of long axis cytochrome b562
pre and post DTT addition

From figure 6.11 it can be observed that the measured height of the protein

on the tube upon the addition of DTT is only slightly decreased with the mean

height before addition of 5.13 nm compared to 4.77 nm after the DTT has been

added, a decrease of only 0.36 nm. This is a somewhat unexpected result and

returning to the LA dimer structure in figure 6.5c an understanding of this result

may be obtained. The protein is covalently attached at two sites via the azF, at

the end of each monomer structure. Once the DTT breaks the disulphide bridge

between the dimer, the monomers may spring apart. It was initially expected that

this strain release would cause the monomers to spring upwards and away from the

tube, however this is not what we observe, the data suggests that despite the strain

release the monomers remain in the same position on the tube. However, since we

see no change in the observed height of the protein on the tube we may consider that

both of the azF attachment sites are not in use. It could be that only one side of the

dimer is binding to the tube and as the protein dries it lies flat along the SWCNT.

The removal of the disulphide bond reintroduces water into the system via the DTT

suspension, as the bond breaks the second unbound protein may be washed away

and only the bound protein would remain, still lying flat. In this situation we would

see no change in height. Another plausible situation is that the strain release is not

great enough to cause any change in the protein position. If this is the case, either

121



one or both of the azF could be covalently bound to the SWCNT. This is however

simply speculation and we are unable to produce proof for any of these ideas.

6.3.2 Cytochrome b562 short axis dimer

The investigation into cytochrome dimers continues with the short axis (SA) cyt

dimer variant. As before, we first wish to establish that the SA cyt binds to the

tube preferentially under UV light exposure.

Figure 6.12: Surface topography for SA cyt b562 dimer covalently bound by azF to
SWCNT’s on silicon substrate. Filename: 2018-02-23.007. Image size: 1.72 µm x
1.72 µm.
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Figure 6.13: Surface topography for SA cyt b562 dimer, incubated in the dark.
Filename: 2018-03-16.014. Image size: 1.5 µm x 1.5 µm.

Unlike with the LA cyt dimer, the difference between the UV irradiated

and the non-irradiated sample is not as clear. Protein-like ‘blobs’ on are observed on

the surface of the SWCNT’s in both instances. Straightening out single tubes from

each image and measuring the height profiles at various positions along the tube

does not alleviate the concern that the proteins are also binding in the absence of

the UV light source (figures 6.14 and 6.15 for UV and dark incubation respectively).
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(a) A single straightened tube with height
profile positions.

(b) Height profiles on a single SWCNT.

Figure 6.14: Height profiles for a single, straightened SWCNT and the positions at
which the profiles were taken. The tube has been exposed to SA dimer Cyt under
UV irradiation, and as expected protein has bound to the tube.

(a) A single straightened tube with height
profile positions.

(b) Height profiles on a single SWCNT.

Figure 6.15: Height profiles for a single, straightened SWCNT and the positions
at which the profiles were taken. The tube has been incubated with SA cyt dimer
without UV light exposure. It is not expected for protein to bind to the tube.

Despite the fact that we observe SA Cyt dimers on the tube in the absence

of UV irradiation, the study will continue with the addition of DTT to the UV

exposed sample. As with the LA cyt dimer UV sample, a droplet of 0.5 mMol DTT

was drop-cast onto the sample surface, sufficient to cover the entire sample. After 10
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minutes the sample was rinsed in flowing DI water to remove the DTT. The results

of this experiment can be visualised in figure 6.16.

Figure 6.16: AFM surface topography of UV irradiated SA Cyt dimer after the
addition of DTT to break the disulphide bond between the monomer cytochrome.
Filename: 2018-02-23.020. Image size: 1.2 µm x 1.2 µm

The disulphide bond that dimerises the protein is broken and a histogram

of max heights of perceived proteins to compare before and after DTT addition is

produced.

Figure 6.17 allows us to observe the results of the DTT addition at a more

statistical level. There is a clear difference in the height recorded by the AFM before

and after DTT. Before DTT, the mean protein height is found to be 5.17 nm, and

upon the addition of DTT is reduced by 2.3 nm to a mean height of 2.87 nm. This

is a reduction of almost half the initial recorded height, implying that one half of

the dimer pair is no longer attached to the tube. This may suggest that, in the case

of the SA cyt dimer, only one of the azF is binding to the tube. In this case, one the

DTT has severed the disulphide bridge, one of the monomer cytochrome proteins

may be washed away in the DI rinse.
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Figure 6.17: Histogram showing the height difference of short axis cytochrome b562
pre and post DTT addition

6.4 Conclusions

Dimers of cytochrome in both its long and short axis variants, provide a useful

platform to investigate the usefulness of AFM methods in identifying alterations to

proteins when bound to SWCNT structures. Using AFM identification of changes

in the cytochrome dimers was successfully performed, namely the transformation of

dimer to monomer structure, upon the addition of the chemical DTT. By taking

the maximum height observed for the perceived protein structures immobilised on

the tube, before and after DTT addition, a statistical analysis of protein dimers

compared to the monomer form was produced.

In the case of the LA cytochrome dimer, there was little change observed

upon the addition of DTT, with a reduction in mean height of only 0.36 nm. Com-

pare this to the observed change for the SA cytochrome dimer and we find a re-

duction in mean height of 2.30 nm. Almost half of the pre DTT height. From a

protein perspective this implies that the SA dimer experiences the loss of one of

the monomers in each pair. This leads to the hypothesis that only one of the two

available azF amino acids is binding to the tube in the presence of UV and as such,
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once the disulphide bridge is broken, one half of the dimer pair is removed from

the surface. In the case of the LA dimer, the very small reduction in height may

lead us to believe that both available azF amino acids are covalently binding to the

SWCNT and as such, once the disulphide bridge is removed, the protein remains

statistically unchanged. The small (0.36 nm) reduction is height could potentially

be attributed to the strain release of breaking apart the dimer pair allowing each

monomer closer to the SWCNT.

6.5 Variation of azide phenylalanine placement in

green fluorescent protein

By utilising the protein sfGFP using AFM, investigations of protein height for sfGFP

variants with the photo-chemical reaction handle azF in designed positions were

undertaken. Some evidence of activity retention in GFP proteins covalently bound

to CNTs has already been presented through the use of TIRF microscopy, however

it is also pertinent to this study that the proteins bound to the nanotubes are in

the correct orientation. In the case of a detector protein, for example, the binding

site for the analyte must be exposed for analyte detection.

6.5.1 sfGFP 80 azF

The first variant of GFP studied is the sfGFP with azF located at residue 80 as shown

in figure 6.18. The height of the protein is taken using the Gwyddion software from

topography images obtained using AFM, an example of which can be found in figure

6.19. The base of the AFM image is flattened, and any polynomial background is

removed. Then, each protein covered tube is straightened and height profiles across

the centre of the protein are taken. In order to make a comparison to the bare tube

underneath the proteins, a profile is taken in between the bound GFP. These profiles

are then plotted as can be seen in 6.20.

After AFM height analysis of the immobilised proteins it is useful to explore
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Figure 6.18: A representation of the protein variant sfGFP R80 azF. The chro-
mophore is shown at the centre of the barrel like structure of the sfGFP and the
azF is shown at residue 80

the ratio of width to length, where we define width as the dimension across the

tube, and length as the dimension along the tube. In the case of sfGFP 80 azF

the protein should be orientated on the nanotube such that it has the dimensions

2.4 nm by 4.2 nm. Despite the fact that the AFM tip causes a convolution of the

lateral resolution of the protein [150], a ratio of length to width can offer a degree

of information regarding the protein-tube configuration. A histogram of measured

width and length can be found in 6.21 where the width of the protein is measured

across the tube, and length is measured along the tube a visual representation of

protein width/length measurement is given in figure 6.22.
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Figure 6.19: AFM topography for a sSWCNT on glass cover-slip functionalised with
100 nMol R80 sfGFP. 2018-05-17.000. Image size: 0.5 µm x 0.5 µm.

Figure 6.20: Height profiles for covalently bound sfGFP R80 azF on single wall
carbon nanotubes deposited on glass cover-slip from AFM topographies.

The mean of the measured protein length is found to be 10.5 nm, whereas

the mean of the measured protein width is 24.2 nm; over twice that of the length.

Although lateral dimensions recorded from AFM topography are dominated by tip

radius effects, this could imply that the measured dimensions agreed with the ac-

cepted dimensions of the sfGFP protein (2.4 nm by 4.8 nm). It is also worth men-

tioning that the spread of the data for the measured widths of the protein is much

larger than the spread for the length measurements. This could indicate that this

particular variant of the protein is not binding to the uppermost area of the CNT,

but to the sides.
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Figure 6.21: A histogram to demonstrate the ratio of length to width of sfGFP 80
azF covalently bound to single wall carbon nanotubes deposited on glass cover-slip
from AFM topographies.

6.5.2 sfGFP 111 azF

The next variant of sfGFP used in this experiment is sfGFP E111 azF. In the case

of this variant, the azF is located at residue 111 on the long axis of the protein.

This should result in a height profiles lower than that of sfGFP R80 azF. A sample

topography image for sfGFP E111 can be found in figure 6.24

By taking the heights of the protein on the tube as with the R80 azF

variant, it can be observed that the sfGFP E111 azF is measured at 2-3 nm in

height, where the R80 azF (which is expected to be higher) is measured at 1.5-2

nm in height. It is already well documented that a lower protein height is observed

with AFM measurements. This, compounded with the fact that the protein on the

tubes are dried out for scanning, may produce height measurements much lower

than expected. Due to the curved nature of the carbon nanotube, it may be that

the protein is not attaching to the apex of curvature of the nanotube, but is in fact

attaching to the side of the nanotube. This could result in the protein flattening

against the glass substrate instead of lying along the surface of the nanotube.
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Figure 6.22: A simplistic illustration to demonstrate how protein length and width
are measured with respect to the CNT.

What can be observed from figure 6.26 is a defined difference in length

and width. The mean width for E111 azF is measured as 22.0 nm compared to the

mean length at 12.6 nm. As with the R80 azF variant, the width of the protein is

approximately double the length of the protein. This is expected for sfGFP E111

azF, but not for sfGFP R80 azF.

6.5.3 sfGFP 132 azF

The next variant, sfGFP 132 azF, is analogous to sfGFP R80 azF however the azF is

now located at the opposite end of the GFP barrel as is shown in 6.27. Once again,

height profiles are taken for proteins covalently bound to SWCNT’s deposited onto

glass cover-slips from AFM topography maps (a representative topography for the

variant sfGFP 132 azF can be found in figure 6.28). The expected height for this

variant is 4.2 nm as the position of the 132 residue places the azF on the short axis
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Figure 6.23: A representation of the protein variant sfGFP E111 azF. The chro-
mophore is shown at the centre of the barrel like structure of the sfGFP and the
azF is shown at residue 111

of the GFP protein barrel structure. It is therefore expected that any ratio between

length and width of the protein should be 1:1, as the symmetrical barrel top should

be on display.
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Figure 6.24: AFM topography for a sSWCNT on glass cover-slip functionalised with
100 nMol E111 sfGFP. 2018-05-17.017. Image size: 1.25 µm x 1.25 µm.

Figure 6.25: Height profiles for covalently bound sfGFP E111 azF on single wall
carbon nanotubes deposited on glass cover-slip from AFM topographies.

In figure 6.29 the height profile of the bare nanotube as measured using

AFM methods is shown as height profile 8, all other height profiles were taken

directly over what can be perceived as proteins. Comparing the height profiles of

sfGFP 132 azF to sfGFP R80azF and sfGFP E111 azF shows a larger observed

protein height. In figure 6.30 it is observed that the width and length of the protein

bound to the tube is very similar with the mean length of the protein calculated to
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Figure 6.26: A histogram to demonstrate the ratio of length to width of sfGFP 111
azF covalently bound to single wall carbon nanotubes deposited on glass cover-slip
from AFM topographies.

Figure 6.27: A representation of the protein variant sfGFP 132 azF. The chro-
mophore is shown at the centre of the barrel like structure of the sfGFP and the
azF is shown at residue 132

be 36.5 nm and the mean width 34.1 nm. Combining this with what is shown in the

height data it is possible to infer that sfGFP 132 azF is binding directly on top of

the tube and the top of the barrel is the region of the protein that is measured by

AFM. This is a direct contrast to the sfGFP R80 azF, in which the azF is located

at the opposite end of the barrel structure, where it was theorised from the data

recovered that the protein was binding to the side of the CNT, and not on the top

of the curvature.

134



Figure 6.28: AFM topography for a sSWCNT on glass cover-slip functionalised with
100 nMol 132 sfGFP. 2018-07-12.015. Image size: 0.7 µm x 0.7 µm.

Figure 6.29: Height profiles for covalently bound sfGFP 132 azF on single wall
carbon nanotubes deposited on glass cover-slip from AFM topographies.

6.5.4 sfGFP 204 azF

The final sfGFP variant is sfGFP 204 azF. This protein is analogous to the E111

azF variant as the location of the azF group is on the side of the barrel structure of

the protein as can be seen in the graphic presented in figure 6.31. It is expected that

the height of the protein should show as approximately 2.4 nm above the nanotube

when visualised with AFM methods, however as we have experienced with each

of the previous proteins imaged, the actual value recorded for protein height is
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Figure 6.30: A histogram to demonstrate the ratio of length to width of sfGFP 132
azF covalently bound to single wall carbon nanotubes deposited on glass cover-slip
from AFM topographies.

somewhat lower as is shown in figure 6.33 where profile 5 is the bare tube and all

other profiles are perceived proteins. A representative topography for sfGFP 204

azF can be found in figure 6.32.

Figure 6.31: A representation of the protein variant sfGFP 204 azF. The chro-
mophore is shown at the centre of the barrel like structure of the sfGFP and the
azF is shown at residue 204.

By taking a comparison of length and width of the proteins bound to the

CNT it is expected that one of these measurements should be observed to be double

that of the other. This is due to the fact that the location of the azF implies the

binding of the protein such that the length of the barrel (4.2 nm) lies either across
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Figure 6.32: AFM topography for a sSWCNT on glass cover-slip functionalised with
100 nMol 204 sfGFP. 2018-05-13.010. Image size: 0.7 µm x 0.7 µm.

or along the tube. In figure 6.34 the recorded width of the protein is larger than

the recorded length implying that the protein is lying such that the length of the

barrel of the protein is across the tube and the width of the barrel is along the tube.

Looking at the statistics of this data, the mean length of the protein measurements

is 24.2 nm whereas the mean width is calculated to be 36.3 nm. From the overlap

in the data sets and the broad spread in length, an argument could be made that

a small amount of the measured proteins lie with the barrel width across the tube

and the barrel length along the tube, but they would be in the minority.

Figure 6.33: Height profiles for covalently bound sfGFP 204-azF on single wall
carbon nanotubes deposited on glass cover-slip from AFM topographies.
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Figure 6.34: A histogram to demonstrate the ratio of length to width of sfGFP 204-
azF covalently bound to single wall carbon nanotubes deposited on glass cover-slip
from AFM topographies

6.5.5 Conclusions

By creating variants of the sfGFP with different azF sites it has been possible alter

the orientation of binding of the protein to carbon nanotubes. This has provided a

perfect platform to investigate the pros and cons of AFM methods in determining

the height of the bound protein, the location of the protein in relation to the CNT,

and the orientation of the protein on or around the CNT.

Using AFM methods to deduce the orientation of proteins bound to CNT’s

allows data to be obtained for protein height, width and length. However due to

the combination of the requirement for a dry sample, the force of the tip on the soft

protein and the convolution of image caused by the tip, any data collected can be

inconsistent. The heights of the proteins are consistently reduced and the lengths

and widths consistently increased. By comparing relative values some information

about the orientation may be derived. For example: it is possible to state that the

protein variant sfGFP R80azF appears to be binding to the side of the nanotube

curvature, and not to the top of the CNT, unlike the analogous variant sfGFP 132azF

which shows a much larger height measurement and an approximate 1:1 length to

width ratio. Similarly the variants sfGFP E111azF and 204azF show similar length

to width histogram characteristics. Both are observed to have a larger width than
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length, with a small overlap in recorded results implying that generally the protein

binds with the length of the barrel across the tube, but for a small number of protein

binding events the opposite case may be true. It is impossible to be sure that this

data tells the full story of the orientation of the protein binding, and it would be

advisable to use alternative methods which may be more precise in conjunction with

AFM data.

6.6 Beta lactamase inhibitor protein as a detector

for TEM beta-lactamase

The overall goal of this project has been to create a working bio-sensing device. In

order to create such a system, the analyte which is to be detected must first be

decided. TEM β-lactamases are a class of proteins produced when a bacteria is

resistant to beta-lactam based antibiotics, which are the most commonly used in

medicine [76]. These proteins are inhibited by a class of proteins known as beta

lactamase inhibitor proteins (BLIP), which bind the TEM proteins to them. By

engineering an azF functionalised BLIP it is hoped a bio-sensor may be developed

to detect β-lactam proteins.

The first step in this process is to observe the binding of the BLIP to carbon

nanotubes using AFM methods and then measure again after TEM addition. In this

case it is necessary to observe the same tube pre and post TEM addition, therefore

cover-slips patterned with a grid were employed allowing a smaller search area for

scanning.

The BLIP variant used within these experiments is BLIP II 41azF, as shown

in figure 6.35. The position of the azF on the protein allows the active binding site

of the BLIP to be easily accessible to the analyte after binding to CNT sidewall.

Due to the location of the binding site it is expected that through AFM methods,

the analyte protein will be observed filling in the gaps left by the BLIP. This should

be proved by: a lack of significant height change (as the TEM is not binding to the

top of the BLIP), and a change in profile along the tube. As has been shown in
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earlier experiments, the location of the azF may also result in the binding site on

the BLIP allowing the TEM analyte to bind to the side of the carbon nanotube and

not along its length. However experimental results do not indicate that this is the

case.

Figure 6.35: β-lactamase inhibitor protein (BLIP II) in green. The azide-
phenylalanine photo-chemical reaction handle is located at residue 41, and is shown
in orange and blue at the bottom of the BLIP II. In blue: the enzyme TEM-1 enzyme
is shown with the active site in pink. This also illustrates the binding mechanics
between the BLIP II and TEM-1.

To bind the BLIP experimentally, SWCNT’s in 1% SDS solution were drop

cast onto plasma cleaned gridded glass cover-slips. The droplet of CNT’s was allowed

to dry in air. Once dry the cover-slip was rinsed under flowing DI water and flowing

ethanol, followed by a 1 hour bath in room temperature ethanol. After soaking the

cover-slip was subjected to a further rinse with flowing ethanol followed by flowing

DI water to remove any ethanol and finally dried in flowing N2. After preparation

of the cover-slip is complete, the sample is placed into a low humidity glove box

wherein an LED of 305 nm wavelength can be located. The room is darkened and

the glove-box is shielded against UV light. A droplet of 20 µl of 10 nMol BLIP II 41

azF was drop-cast onto the sample and the LED, positioned above the droplet, was

switched on. The sample was illuminated for 5 minutes under the 305nm wavelength

light to bind the azF to the CNT, after which time it was switched off and the sample

rinsed for 30 seconds to 1 minute to rinse away any unbound protein. The sample

was finally dried in flowing N2 within the glove-box and then removed to be attached
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to an AFM sample puck.

The BLIP II 41 azF sample was then scanned using AFM methods, a

location on the sample was chosen to be close to one of the gridded numbers to

allow the same tube to be visualised post TEM addition. A tube of above average

length (≈1.3 µm) was selected for scanning, the AFM image for which can be found

in figure 6.36
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Figure 6.36: AFM topography data for BLIP II 41 azF covalently bound to SWCNTs
on a gridded glass cover-slip. Image size: 1.5 µm x 1.5 µm.

By using a low concentration of the BLIP II 41 azF protein visualising the

protein attached to the nanotube is possible using only the AFM image. However,

it is prudent to perform height analysis to show that the presumed bound protein

display an expected height difference. Figure 6.37 shows this height analysis for

selected proteins along the tube in figure 6.36.
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Figure 6.37: Height analysis of proteins along a carbon nanotube decorated with
covalently bound BLIP II 41 azF protein

Once it has been confirmed that BLIP II 41 azF has been successfully

bound, the analyte (TEM-1) was added to the sample. A 20 µl droplet of 100nMol

TEM was drop-cast onto the sample in ambient conditions. The sample was left

for 5 minutes to allow binding to occur and then rinsed in flowing DI water for 30

seconds to 1 minute to allow any unbound analyte to be rinsed away. A relatively

high concentration of the analyte was selected to allow maximum binding to the

bound BLIP, in a bio-sensing device in order to obtain the best signal a minimal

amount of protein should be bound to the carbon nanotube and a high concentration

of analyte should be added, however this is not always the case in medical situations

and the ability to detect small amounts of analyte in a solution is crucial. This would

need a much more in depth study to fine tune the bio-sensing device.

Once the TEM has been successfully added to the sample, it is re-scanned

using AFM methods. The same tube is located by aligning the tip using the gridded

cover-slip. It is then possible to make a direct comparison of pre and post TEM

addition. The first comparison shown in figure 6.38 is of the straightened tube pre

and post TEM addition, the contrast of the image is altered to better visualise the

proteins bound to the CNT.
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(a) BLIP II 41 azF (b) BLIP II 41 azF + TEM-1 addition.

Figure 6.38: A comparison of the same tube decorated with BLIP II 41 azF (a)
pre TEM-1 addition and (b) post TEM-1 addition taken using AFM methods and
adjusted contrast to enhance visualisation of bound protein/analyte

It is clear from figure 6.38 that there is an observable difference between

the pre and post TEM addition. It is possible to infer from this that attachment

of the TEM-1 analyte has been achieved. Significantly more proteins are observed

along the tube, and it is possible to identify proteins from the BLIP image located

next to the newly added TEM-1.

After observing the changes to the surface topography, the images can be

analysed to obtain height profiles to compare to pre-TEM addition. When compar-

ing figure 6.39 to figure 6.37, there is no significant change in height observed after

the addition of TEM. This is to be expected as the active binding site located on

the BLIP II 41 azF would produce binding along the tube and not allow the TEM

to stack on top of the BLIP.
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Figure 6.39: Height analysis of proteins along a carbon nanotube decorated with
covalently bound BLIP II 41 azF protein and addition of TEM-1 analyte.

Finally by taking profiles along the tube pre and post TEM addition, it

is possible to build up a comprehensive view of the additional proteins. The active

binding site of the BLIP II 41azF variant should result in the TEM protein binding

to the side of the BLIP. What can be observed is that the TEM is binding along the

tube in between the gaps left by the BLIP. From this it may be possible to deduce the

orientation of the BLIP along the tube. Due to the closeness of binding between the

two proteins, observations made from the height profiles do not distinguish TEM-1

and BLIP II.

The tubes were separated into four segments for this analysis. This allowed

for easier comparison of the profile peaks. The selections for each section of tube are

shown in figure 6.40, which is the straightened tube from the post TEM-1 addition

image. For each segment a line profile was taken down the centre of the tube,

however as the pre and post TEM-1 addition images were imaged at different times it

is difficult to align the profiles exactly. Therefore pre and post profiles are displayed

on separate graphs and comparisons are made from this graphical data to determine

TEM-1 binding to the BLIP II 41 azF detector protein.
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Figure 6.40: Post TEM-1 addition straightened tube highlighting the selections
made for profile analysis.

The profiles for pre and post TEM-1 addition are shown side by side,

with pre addition on the right, and post addition on the left in figures 6.41 - 6.44.

Comparison of these profiles is a strong indication that is TEM-1 binding to the

BLIP 11 41 azF protein on the CNT. In each case the average height of the tube

is increased, and the number of peaks is increased also. It is clear that the ratio of

protein to unfilled tube is increased after the addition of the TEM-1 analyte. We

can conclude that TEM-1 binding has occurred.

(a) BLIP II 41 azF only (b) BLIP II 41 azF + TEM-1 addition.

Figure 6.41: Comparison line profiles taken along a BLIP II 41 azF decorated CNT
pre and post TEM-1 analyte addition for the section selected as profile 1
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(a) BLIP II 41 azF only (b) BLIP II 41 azF + TEM-1 addition.

Figure 6.42: Comparison line profiles taken along a BLIP II 41 azF decorated CNT
pre and post TEM-1 analyte addition for the section selected as profile 2

(a) BLIP II 41 azF only (b) BLIP II 41 azF + TEM-1 addition.

Figure 6.43: Comparison line profiles taken along a BLIP II 41 azF decorated CNT
pre and post TEM-1 analyte addition for the section selected as profile 3

(a) BLIP II 41 azF only (b) BLIP II 41 azF + TEM-1 addition.

Figure 6.44: Comparison line profiles taken along a BLIP II 41 azF decorated CNT
pre and post TEM-1 analyte addition for the section selected as profile 4
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6.6.1 Electrical measurements of first stage prototype TEM-

1 bio-sensors

At the end of the project, an electrical measurement test of a prototype sensing

device was attempted. This work was performed in conjunction with Queen Mary

University London (QMUL), who created the base component of the device: car-

bon nanotubes suspended across an electrode array. Unfortunately, due to time

constraints only one visit from the QMUL group was possible to perform the exper-

iments in Cardiff.

Electrode arrays were developed by Xinzhao Xu and Dr Mark Freeley of

QMUL, with swCNTs bridging the nano-gap between the electrodes to form CNT

FET devices. Four electrode arrays were prepared in total, with five electrode pairs

per sample. Two of these arrays were designed for AFM characterisation where

semiconducting swCNTs dispersed in SDS were immobilised between the electrodes

using dielectrophoresis. The height of the nanotubes for these samples was measured

to be approximately 10-30 nm, a measured height profile can be found in figure 6.45b.

An AFM image of one of these devices is shown in figure 6.45a.

(a) AFM topography, image size: 4.0 µm x
4.0 µm.

(b) Height profile

Figure 6.45: AFM topography of a CNT FET device before protein addition. The
white line denotes the location of the profile taken across the suspended CNT bundle.
A height of 27.8 nm was recorded for this CNT bundle.

The second set of samples were designed for electrical measurements and
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unfortunately it was not possible for the semiconducting swCNTs dispersed in SDS

to be immobilised between these electrodes as the application of an AC electric

field between the electrodes causes the electrodes to peel off in the SDS solution.

Instead, pure single chirality (6, 5) swCNTs wrapped with DNA were immobilised

between the electrodes. The DNA is decomposed by annealing the samples at 200

°C for 6 hours. This should allow enough degradation of the DNA to occur to leave

space on the CNT for a photo induced reaction. The 2018 paper by Xinzhao Xu

[151] contains further information regarding the electrode formation, and further

experiments using this device architecture.

I-V measurements were performed on the devices mounted on a model 210

MicroManipulator probe station using a Keithley 2401 SourceMeter. A measure-

ment was taken prior to the attachment of the BLIP protein to determine viable

electrodes and establish a baseline reading, this is shown in figure 6.46a. The elec-

trode arrays were then transferred to a nitrogen filled low humidity glovebox where

the BLIP II 41 azF protein (10 nM concentration) was covalently bound to the

CNTs. Once the binding process was completed and the device had been rinsed

thoroughly in flowing DI water and dried under a N2 stream, the electrodes were

removed from the humidity-controlled environment and taken back to the probe

station. The I-V measurement of the viable electrodes were repeated. Primarily

this established signal retention to ensure that the CNTs had not been damaged or

destroyed during the binding process but also established a new baseline for analyte

detection. This is shown in figure 6.46b where a weak change in I-V profile compared

to the pristine CNTs is observed.

A real-time measurement of the change in current through the device was

attempted on the pristine CNT devices (figure 6.47a and during addition of the TEM

analyte (1 µM concentration) to probe any changes in current due to attachment to

the BLIP II (figure 6.47b).

It was observed that measurements obtained for the pristine CNT devices

were unstable and upon the addition of the analyte protein no clear change was

observed. Clearly, these results are inconclusive. Further measurements would re-

quire more care to be taken in establishing a stable, noise-reduced current prior to
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(a) Before protein addition. (b) Post addition of BLIP II 41 azF.

Figure 6.46: Current Voltage characteristics for the CNT FET device pre and post
BLIP II 41 azF addition.

(a) Before protein addition. (b) Post TEM addition.

Figure 6.47: Real time current voltage response measurements to determine changes
in device characteristics. (a) shows the response for a pristine CNT FET device, (b)
shows the response during addition of TEM analyte to a BLIP II 41 azF decorated
CNT FET device. The responses allow observation of changes in device character-
istics upon protein - analyte binding in comparison to a pristine CNT FET device.

the addition of the TEM-1 analyte, in order to distinguish changes to the current

caused by addition of liquid and the attachment of the TEM to the BLIP. It would

be desirable to eliminate the removal of the sample from the humidity-controlled en-

vironment, which would require the probe station to be integrated with the nitrogen

filled glove-box. Currently this is not possible.
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Chapter 7

Conclusions

7.1 Conclusions

The goal of this project has been to create a functional carbon nanostructure based

bio-sensing device utilising protein-protein interactions as a detection method for

the analyte TEM-1 β-lactamase (TEM-1). The project began by utilising SPM

methods to explore the electrostatics of OFET devices. The base of our prospective

device was intended to be a FET type of device, therefore the exploration of OFET

devices using SPM methods served not only as an effective method to learn key

techniques but also as a way to study and develop the base component of our future

device.

The study of the DNTT OFET devices, in conjunction with Dr Chang-

Hyun Kim, produced interesting new methods for the parameterisation of organic

thin films. By taking potential profiles from SKPM data to calculate voltage drop

across the electrode-channel interface and across the channel of the devices alongside

the transfer characteristics, it was possible to separate effects of contact resistance

and the channel and to calculate the channel mobility directly from a single de-

vice. The mobility of the film calculated via this method was compared with values

calculated solely from transfer characteristics. This showed that the values calcu-

lated from only transfer characteristics yielded significantly lower mobilities than the
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potentiometric results backed values. Furthermore this study explored the relation-

ship between device structure and defect formation in the thin film. AFM images of

channel material showed that TC device structures developed large dendritic grains

forming lamellar edges, growing well into a cohesive film. BC and BC-SAM de-

vice structures however formed small defects where the much smaller grains failed

to coalesce. This study adds further evidence to the superior nature of TC device

structures for OFET devices. Furthermore the measurements illustrate clearly the

benefits offered by SKPM in characterising the effect of contact resistance on device

performance without testing the IV characteristics of hundreds of identical devices.

The experimental experience gained from working with the DNTT devices

was then applied to more complex OSC:polymer thin film transistors. Two variants

of thin film blends were used, each with a pristine and doped sample. However

the experimental methods that worked so well for the DNTT devices did not yield

results for these samples. Therefore a new approach to analysis of SKPM potential

maps was devised. By taking the magnitude of the gradient of the potential with

respect to neighbouring points on the potential image, a map of the electrostatics of

the surface can be formed. Areas of high potential gradient imply a highly resistive

region. This allowed for a more detailed surface map to be obtained that was present

in AFM topography images. From this data is was made clear that for the second

OSC:polymer blend, the mixing of the materials was less uniform than for the first

blend. Grain boundaries were clearly visible exhibiting a large potential gradients at

the boundaries, these effects were also observed at the electrode channel interface.

After the investigations using SKPM methods it was determined that in

order to obtain the resolution required for a bio-sensing detection, a new method

would need to be devised. By applying an AC bias to the tip during lift mode

scanning, the contributions of the cantilever to scanning resolution are restricted to

the tip apex implying a much improved scanning resolution. However, in practice

this method proved to be too unpredictable experimentally, and data analysis too

time consuming to be of use to this study. Therefore electrical measurements using a

probe station were chosen to be the method of detection for the proposed bio-sensing

device.
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Taking the skills from AFM and SKPM, protein binding to carbon nanos-

tructures was investigated. The first step in the study was to confirm retention

of protein activity. This was performed using confocal microscopy for large area

graphene, and TIRF microscopy for carbon nanotubes using GFP as it is easy to

visualise activity in the form of fluorescence. Once the activity was confirmed, the

study progressed to AFM methods of protein height changes and the effect of azF

placement about the protein structure. What was discovered was that AFM meth-

ods are very useful in determining changes to protein height. This was performed by

splitting a dimer form of cytochrome into two monomers and observing the change.

Using AFM it was also possible to confirm differences in protein positioning on the

surface of the carbon nanotube. However, due to tip convolutions this is less reliable

than height changes.

In order to attain the goal of a bio-sensing device, a protein and analyte

were studied. By binding the protein BLIP II to CNTs and observing the height

profiles before and after the addition of the TEM-1 analyte, it was possible to

present a significant difference in protein coverage of the swCNT. This implies that

the BLIP II protein is active, and that the analyte is binding to the BLIP II along

the nanotube in between gaps left by the BLIP. This was the first step towards a

bio-sensing device, with the next step being a prototype device to test using a probe

station to observe any electrical changes.

A prototype device was developed by QMUL: an array of CNTs bridging

electrodes. By observing the electrical changes in the device before and after BLIP

II addition and the further changes in real time, after analyte addition, it was

hoped that a bio-sensing device would be created. However, the results of these

experiments were inconclusive at this time, and further work on this project is

currently underway.
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7.2 Future work

Although this work made a lot of progress towards the end goal of the project to

develop a bio-sensing device, there is still much more work to be done. By con-

tinuing studies into EFM-phase methods and analysis of results obtained from this

could prove very helpful in the identification of protein binding combining the vi-

sual confirmation of AFM with the data obtained using SKPM or current-voltage

measurements. EFM-phase is a very interesting technique for not only protein in-

teractions but other potentiometric changes at the nanoscale level that SKPM is not

sensitive enough to pick up. Before EFM-phase is a viable method the collection

of data needs to be standardised such that the scanning parameters can be quickly

and effectively set, as currently this is one of the main areas where the technique

loses time effectiveness. The second area that needs development is the analysis.

At present, due to the non-standardised nature of each scan, the parameters for

analysis need to be set on a case by case basis: again time is lost perfecting each

parameter.

Further studies may also include reproducing and optimising the prototype

devices provided by QMUL, perhaps by isolating single proteins by using DNA

wrapped nanotubes to restrict binding to a periodic region of bare CNT. It is hoped

that this design will prove successful with the BLIP-TEM system, and eventually

be developed across multiple protein-analyte detection’s.
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