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Abstract  
Navigation in stereotactic neurosurgery relies solely on preoperative images, with the location of 

anatomical targets defined relative to the skull. Displacement of the anatomical target from its 

expected position is a common complication during surgery; however, the magnitude of this 

deviation is currently unpredictable. One potential source of this error occurs with reorientation 

of the head alone and is known as positional brain shift (PBS). PBS is the focus of this thesis, 

which aims to better understand the phenomenon through computational methods.  

A finite element (FE) model was generated in FEBio, incorporating a novel spring element/fluid 

structure-interaction representation of the pia-arachnoid complex (PAC). The model was loaded 

to represent gravity in the prone and supine positions. Material parameter identification and 

sensitivity analysis were performed using statistical software, comparing the FE results to human 

in-vivo measurements.  

Results for the brain Ogden parameters, 𝜇 , 𝛼  and 𝑘  yielded values of 675 Pa, -16.9 and 

127,000 Pa, supporting previous values reported in the literature. Values in the order of 250,000 

Pa and 480 Pa were obtained for stiffness of the pia mater and out-of-plane tensile stiffness of 

the PAC respectively. The PAC was found to be orders of magnitude less than what is currently 

accepted; a finding potentially significant for this and other areas of modelling.  PBS was found 

to be non-rigid, with a magnitude of 1 mm in deep structures; driven by redistribution of fluid. 

Surface movement resulted from compression of the PAC, with trabecular elements in tension 

experiencing limited strain.  

This is the first study focussed specifically on PBS using computational methods. In-vivo data 

was used to identify material parameters specific to PBS, yielding an improved understanding of 

the mechanical process.  This method could now be developed into a meaningful tool to reduce 

the impact of PBS in stereotactic neurosurgery.  
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: Introduction  

The brain is one of the most recognisable organs in the body. It is also arguably the most 

important, being responsible for almost all our conscious and unconscious being. Function of 

the brain is made possible through a complex network of billions of nerve cells which 

communicate through the generation and transmission of electrical charges. Given this 

complexity, clinical dysfunction can stem from number of different sources. Typical examples 

include the growth of cancerous tissues or problems with the transmission of these electrical 

signals (1). In some cases, surgical intervention is required to better understand or treat the 

problem.  

The umbrella term of ‘Stereotactic and Functional Neurosurgery’ refers to a wide range of 

neurosurgical procedures, including deep brain stimulation (DBS), stereoelectroencephalography 

(SEEG), neuroendoscopy, biopsy and drug delivery. These procedures all rely on identifying 

anatomical targets within the brain relative to an external frame or reference system. Stereotactic 

methods are unique as they allow for neuro-navigation with no direct visual field, giving access 

to structures which are otherwise unreachable (2). 

Although precise protocols vary, the general workflow is as follows. A detailed map of the brain 

is first obtained preoperatively, using magnetic resonance imaging (MRI), typically in the supine 

position. Next, the patient’s head is registered to a stereotactic reference frame, usually using 

computed tomography (CT). In frameless procedures, fiducial markers are fixed directly to the 

skull. Crucially, head orientation of the patient at this stage is at the surgeon’s discretion, chosen 

to help facilitate the surgery.  

Specialist surgical planning software such as ‘neuroinspire™’ (Renishaw Plc., New Mills, United 

Kingdom) is used to register the CT and MRI images together, allowing for a detailed image of 

the brain within the surgical reference frame. From this, anatomical targets can be identified by 

the neurosurgeon – these are displayed as the coloured regions in Figure 1. 
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Figure 1 – Example target definition (coloured regions) and device implantation trajectory 
(yellow device) for DBS surgery using the ‘neuroinspire™’ surgical planning software. Adapted 

from promotional material (3). 

Finally, an implantation trajectory is determined, taking care to avoid key features such as blood 

vessels. A stereotactic frame or surgical robot is used to locate the pre-planned insertion site and 

trajectory for insertion of the surgical device. An example of the ‘neuromate™’ (Renishaw Plc., 

New Mills, United Kingdom) surgical robot positioned ready to receive a surgical device for 

implantation is shown in Figure 2. The device to be inserted depends entirely on the type of 

procedure. Electrodes, needles and catheters are common, with all conforming broadly to the 

same long, thin, cylindrical shape.  

 

Figure 2 – The ‘neuromate™’ surgical robot utilises multiple degrees of freedom to attain the 
precise insertion location and trajectory as determined in the surgical plan.  Adapted from 

promotional material (3). 

After alignment of the frame or robot, the device is then inserted along the trajectory to the 

planned depth, reaching the desired coordinates within the reference frame. The ability to reach 

these pre-planned coordinates relies upon the accuracy of the surgical system itself. However, 

due to the navigational methods used in stereotactic procedures it is also critical that the anatomy 

itself does not move within the reference frame. Movement of the brain relative to the skull, is 

known as brain shift. It is a well-recognised, but currently unpredictable source of error in 

stereotactic procedures. The study of brain shift forms the primary motivation for this thesis.  
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Two components of brain shift can be defined when considering stereotactic procedures (4, 5): 

1. Positional brain shift (PBS) occurs when the orientation of the patient during MRI and 

surgery differs and is due to gravity alone. Being a non-uniform deformation of brain 

tissue, it is not accounted for in surgical planning as the pre-operative MRI and peri-

operative registration CT are rigidly aligned.  

2. Surgical brain shift occurs on the perforation of the meninges. Deformation can be 

directly induced by the surgical device but also by changes to the mechanical support 

structure of the brain as a result of surgery.  

Without correction, brain shift can lead to improper placement of the surgical instrument. 

Depending on the type of procedure being carried out, this can have a significant impact on 

clinical effectiveness. State of the art systems now operate to an accuracy in the order of 0.6 mm 

(6). There are a number of methods currently in use to account for brain shift (6) and ensure that 

proper positioning has been achieved; however, these all have varying levels of invasiveness and 

expense.  

An approach devoid of these associated costs would be beneficial to both the patient and 

surgeons. One possible solution could employ computational methods to preoperatively predict 

brain shift and use this prediction to adjust the surgical plan, effectively moving the target 

coordinates to the expected final position of the anatomical target.  

In the long term, it is our intention to develop a system capable of generating reliable predictions 

of this nature. Patient specific modelling would likely be prohibitively time-consuming, but 

meaningful improvements could still be made for many patients using average values. In either 

case, this clinical implementation falls outside the intended scope of the current work. Instead, 

this thesis presents one of three distinct, but complimentary Ph.D. studies aimed at providing the 

necessary fundamental understanding to facilitate this in future.  

The precise focus of each accompanying project evolved over the initial stages of work, much of 

which is explained in more detail later in this thesis. With these initial findings in mind, the 

following topics of study were established: 

1. Human measurement and quantification of brain shift using image-based methods. 

2. The design, construction and testing of a biofidelic head phantom. 

Stefano Zappalá and Matthew Potts are acknowledged as the authors of these works respectively. 

The knowledge obtained from these projects was invaluable in supporting the work presented 

here.  

With the accompanying studies addressing in-vivo measurement of brain shift and improved 

physical modelling of the head, it was decided that this work would focus on investigating the 

phenomenon through computational methods, as captured by the following aim: 
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Finite element (FE) modelling is a branch of computational modelling that has been used to study 

the brain for many years in many areas (7). These range from use in helmet design (8) to helping 

actively define tumour margins in resection cases with large craniotomies (9). A core requirement 

in each case is having a material representation, or constitutive model, that effectively captures 

the mechanical characteristics of the brain (10). Many authors have reported increasingly complex 

methods of doing this with promising success (11). However, the level of precision required 

within stereotactic neurosurgery requires a refined representation of both the anatomical 

structures of the intracranial cavity and the constitutive models used to describe them.   

An improved understanding of the biomechanical process of brain shift in neurosurgery was 

critical to the development of this project. It was also hoped that the findings would add to the 

body of knowledge in a broader sense. Key areas of potential for improvement included the 

material properties of the intracranial tissues, modelling techniques and the mechanics of brain-

skull movement in general. With this in mind, a set of objectives were defined to act both as a 

workflow for achieving the project aim and focus the tangential areas of investigation.  

 

  

Aim 

Use a computational model to better understand the mechanics of brain 

shift relevant to a stereotactic neurosurgical setting.  

Objectives 

1. Understand the key factors involved in brain shift, and which should be considered 

in the FE model. 

2. Develop a FE model incorporating key anatomical structures (which can also be used 

for the phantom model).   

3. Investigate the material sensitivity of brain shift and the mechanics of the process 

using human data and the FE model. 

4. Predict a test-case of displacements in a clinically relevant region that could be used 

as a pre-operative adjustment. 
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Summary of novel contributions 
This thesis details the design considerations and development of a new computational head 

model, applied to the mechanical analysis of brain shift. These constitute several novel 

contributions to the body of knowledge, with relevance to both stereotactic procedures and a 

wide range of other applications. In summary: 

• A review of the literature was carried out, identifying brain shift in stereotactic 

procedures to consist of three phases: positional brain shift brought on by reorientation 

of the patient’s head with respect to gravity, brain shift linked to the loss of the CSF on 

penetration of the meninges and brain shift linked to advancement of the surgical device. 

It was concluded that PBS should first be studied and accounted for before considering 

later phases of brain shift in stereotactic procedures.  

• To the best of the author’s knowledge, there has been no previous attempt to 

computationally model PBS. This novel application required implementation of various 

state-of-the-art methods from adjacent fields to achieve an acceptable level of accuracy. 

Namely, these were a combination of fluid structure-interactions and spring element 

arachnoid trabeculae to yield a biofidelic representation of the brain-skull interface.  

• The developed FE model was used in conjunction with in-vivo human data and statistical 

modelling software to identify both material parameters of the intracranial soft tissues 

and the sensitivity of PBS to change of these parameters. It is believed that the method 

developed and values obtained represent important contributions to the literature.  

• The mechanics of the PBS process were assessed using the material parameters derived 

as part of this study. This suggested that even with a stiffness considerably lower than is 

typically reported in the literature, the pia-arachnoid complex undergoes little extension 

from its initial length but is readily compressed. This informed the conclusion that PBS 

is a process of subarachnoid space compression and sagging of the central brain 

structures due to fluid redistribution induced volume change.  

• A test case was computed, comparing displacement of the brain in a clinically relevant 

region in a number of typical surgical positions, of which direct measurement would not 

be possible. The results confirmed that PBS was of a surgically significant magnitude and 

that the developed model could be used for this function in the near future.  
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: Clinical Considerations 

Anatomy and Physiology  
More than any other organ, the complexity of the human brain is what makes us unique as a 

species. It forms the central part of our nervous system and is responsible for controlling almost 

all functions in our bodies. Given the importance of its function, the brain is one of the most 

protected organs in the body, lying within multiple layers of soft and hard tissues. This section 

will offer a brief introduction to the anatomy of the brain and surrounding structures and is 

largely based on Fitzgerald’s Clinical Neuroanatomy and Neuroscience (1) with additions from 

other sources.  

The cranium 
The brain lies within a spheroid cavity known as the cranial vault. The cranium is a layer of bone 

which varies in thickness between 4-7mm, depending on the region. In children, some 

measurements of growth are correlated with skull thickness. In adults, correlation to factors such 

as gender, age and ethnicity is weak (12, 13). The skull is many orders of magnitude stiffer than 

other tissues concerned (14, 15) and as such can be considered a rigid body.   

The cranial meninges 
Surrounding the central nervous system are three distinct layers of collagenous tissue: the dura 

mater, arachnoid mater and pia mater, together known as the meninges. The meninges can be 

further subdivided into cranial and spinal regions; the cranial meninges are considered here.  

The dura mater is the tough, outermost membrane which provides mechanical support and 

protection for the delicate brain below. It follows the surface of the cranium with additional large 

folds known as the dural septa which offer structural support to the brain (Figure 3).  

 

Figure 3 – The falx cerebri and tentorium cerebelli of the dural septa (highlighted here in 
purple) in context within the cranial vault. Note that the dura mater continues over the inner 

surface of the cranium but is not shown here. Reproduced from (16). 
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The cerebral hemispheres are separated by the falx cerebri which runs along the midline of the 

brain and extends to just above the corpus callosum. The tentorium cerebelli separates the 

cerebrum and the cerebellum in a lateral plane towards the posterior of the cranial vault. The falx 

cerebelli also follows the midline, separating the cerebellum laterally, but is considerably less 

prominent than the other two structures.  

Figure 4 highlights the microstructure of further distinct regions of the dura: the periosteal layer 

is fused directly to the endosteum on the inner cranial surface, while the meningeal layer is fused 

to the arachnoid mater by a relatively weak layer of dural border cells. The arachnoid mater is a 

thinner fibrocellular layer which lies in direct contact with the dura, whilst the pia mater is thinner 

yet, and follows the contours of the brain closely. A cavity is formed between the contoured pia 

and relatively smooth arachnoid, known as the subarachnoid space. This space is maintained by 

a combination of cerebrospinal fluid (CSF) and finger like projections known as arachnoid 

trabeculae. Together, this will be referred to as the pia-arachnoid complex (PAC). Whilst the PAC 

refers to the distinct anatomical structure, the brain-skull interface in general is a key area of later 

discussion.  

 

Figure 4 – Detailed schematic of the microstructure of the meninges. Of particular interest is the 
subarachnoid space (SAS) a region populated by cerebrospinal fluid, arachnoid trabeculae and 

smaller vessels. Reproduced from (17). 

The brain is perfused by a complex vascular network. Deoxygenated blood passes through a 

series of bridging veins which span the meninges (18), in places running along the undulating 
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surface of the brain through the subarachnoid space. The bridging veins collect in large sinuses 

which follow the boundary of the dural septa and the skull before passing back to the heart. 

Figure 5 shows a coronal section of the superior sagittal sinus. This sinus is significant as it not 

only collects blood, but also allows for diffusion of CSF to the venous system through arachnoid 

granulations.  

 

Figure 5 – Coronal section detailing how the dural septa, sinuses, PAC and brain interact to 
form the complex brain-skull interface. Reproduced from (19). 

The brain 
The brain itself has a mass of approximately 1.4 kg, although this can vary greatly with height, 

weight and age (20, 21). The density of brain tissue varies between the white and grey matter, 

however the specific gravity can be approximated to 1.040 (22), whilst the surrounding CSF has 

a specific gravity of 1.007 (23). The undulating surface of the brain consists of multiple dips 

known as sulci and ridges known as gyri. Although generally shallow, the prominent central sulcus 

(Rolandic fissure) and lateral sulcus (Sylvian fissure) help define the different regions of the 

cerebrum. In total, there are 5 such regions, or lobes: the frontal lobe, parietal lobe, occipital lobe, 

temporal lobe and limbic lobe.  

The brain can be split more generally into the forebrain, midbrain and hindbrain. The forebrain 

largely contains the structures of the cerebrum. The hindbrain is made of the pons, medulla 

oblongata and cerebellum. The midbrain connects the forebrain to the hindbrain, as is labelled 

in Figure 6–B. The structures proximate to the forebrain/midbrain boundary are of particular 

importance to deep brain stimulation, which will be discussed further in the next section.  
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Figure 6 – Anatomy of the brain from [A] a view of the cortical surface and [B] a midsagittal 
section, where the meninges are removed. Reproduced from (19). 

In a surgical setting it is often important to determine reference points within the brain to aid 

navigation. Due to their ease of identification on images and clinically relevant location, the most 

commonly used features are the anterior and posterior commissures, or AC and PC. They lie 

along the midline of the sagittal plane, spanning the cerebral hemispheres. The structures are 

most often not used alone, but to define an imaginary AC-PC line for navigation or analysis of 

brain deformation (5, 24). 
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Figure 7 – Annotated MRI depiction of the mid-sagittal AC-PC line on MRI. Case courtesy of 
A.Prof Frank Gaillard, Radiopaedia.org, rID: 50730. 

Fluid mechanics 
Whilst the intracranial volume is generally considered to be fixed, the precise volumes of the 

constituent parts within it undergo constant change. When considering the fluid dynamics of the 

brain, three fluid networks are identified: vasculature, cerebrospinal fluid and interstitial fluid 

(ISF). Though classified as distinct networks, they are highly interdependent (25). The flow of 

blood and CSF within the brain is relatively well understood. Blood flows into the brain through 

the carotid arteries, perfuses the parenchyma through an incredibly dense vascular network and 

drains through the venous sinuses. CSF is made in the choroid plexus of the cerebral ventricles, 

before circulating around the brain and spinal cord. CSF returns to the venous system through 

the arachnoid granulations of the superior sagittal sinus (1). In contrast, there is still uncertainty 

about the sites of generation and mechanism of transport of ISF. A summary of experimental 

data in (26) found evidence of bulk flow of ISF in rats at a rate of ~0.1-0.3 µlgˉ¹minˉ¹, highlighting 

considerably lower flow rates than blood or CSF. This likely stems from ISF flow through the 

tissue body itself as opposed to distinct macroscopic vessels and cavities.  
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Brain Shift in Neurosurgery 
At the current time, brain shift is a largely unavoidable feature of almost all neurosurgical 

procedures. Stereotactic operations such as deep brain stimulation require precise targeting of 

specific structures. In the case of  DBS, inaccurate placement of electrodes leads to increased 

morbidity, unwanted side effects and reduced efficacy (27). As a result, brain shift in stereotactic 

procedures has been the focus of study since at least 2005 (28).  

Brain shift is most commonly attributed to loss of CSF and the subsequent influx of air. With 

sufficient volumes of intracranial air, brain shift of more than 10mm in the cortex and 5mm in 

the midbrain has been reported (5). The magnitude of total intracranial air (ICA) and brain shift 

does show some correlation (5), but it is clear that ICA is just one of many important variables 

and cannot be used to predict brain shift alone. Evidence for this comes from studies specifically 

designed to limit the loss of CSF. Some of these appear successful, with significant reductions in 

ICA being attributed to a supine position and the use of meningeal sealants (29, 30). However, 

even in cases where negligible levels of intracranial air are reported, surgically significant brain 

shift is still seen (5, 31).  

This thesis details the development of methods to better understand brain shift, studying both 

the factors and mechanisms involved. Whilst it is hoped that the findings are applicable to all 

stereotactic cases, DBS specifically was chosen for further investigation, as the high levels of 

accuracy required for successful outcomes has led to significant interest in the literature. The 

following section introduces DBS in more detail, the current methods employed to account for 

brain shift and most importantly, assessment of how much each pre-operatively known variable 

is thought to impact brain shift. Whilst DBS was chosen as the main area of focus, it is important 

to highlight that the findings are relevant to a wide range of procedures. At the end of this section, 

this information is used to help define the scope for next stage of computational analysis.  

Deep Brain Stimulation 
Deep brain stimulation is a branch of stereotactic neurosurgery for the treatment of movement 

disorders which do not respond to medication. These conditions include essential tremor (ET), 

Parkinson’s disease (PD) and dystonia, with Food & Drug Administration approval being granted 

in 1997, 2002 and 2003 respectively (32). In that time over 100,000 DBS procedures have been 

performed (33) leading to continuous advances in the procedure.  
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Table 2-1 – Typical movement disorders treated with DBS, the associated anatomical targets, 
and approximate proportion of all DBS procedures: Subthalamic nucleus (STN), globus pallidus 

internus (GPi), ventral intermediate thalamus (VIM), pedunculopontine nucleus (PPN), zona 
incerta (ZI). 

Movement disorder Target (33) Proportion of procedures (32, 34) 

Parkinson’s disease STN, GPi, VIM, PPN 58-65% 

Essential tremor VIM, ZI, dorsal STN 16-24.8% 

Dystonia GPi 7.8-31% 

Other  5% 

The basal ganglia are a group of structures in the basal forebrain and midbrain which are involved 

in controlling movement (1). Areas within the basal ganglia form circuits with the cerebral cortex 

responsible for movement. The structures identified in Table 2-1 do not induce movement 

directly, but instead modulate activity in other regions of the brain such as the motor cortex. 

Although the exact mechanism of action is still debated, the electrical signals generated in DBS 

act upon these electrical pathways to return more normal movement (35). Selection of which 

region to target is carried out by an experienced neurosurgeon and depends on the specifics of 

each case.  

The exact size and position of these target structures vary between patients. The STN is 

approximately 5.9 mm x 3.7 mm x 5 mm (36), and split into limbic, associative and motor regions 

(37).  Given their size and similarity to surrounding tissue, structures such as the STN are difficult 

to visualise with traditional medical imaging (38). Adding further complexity, debate continues 

over which specific region of the STN yields optimal clinical results (39). Anatomical atlases have 

been produced to aid identification of such deep structures by defining vector displacements of 

the targets from easily identifiable structures. However, patient-to-patient variations in position 

similar in size to the STN (36) mean that these atlases cannot always be relied upon. With 

increasingly powerful MRI systems, direct identification of structures may become less difficult. 

However, even with correct identification of the target, accurate placement can still be 

compromised by brain shift.  

The unpredictability of brain shift has led to the use of additional measures to ensure acceptable 

device placement. Some have attempted to develop methods to predict pneumocephalus from 

specific characteristics seen on preoperative scans, although these require further refinement (40). 

Others simply adjust stereotactic coordinates with a fixed shift across all patients with 

unacceptable initial device positioning (41). In general, more reliable outcomes are obtained with 

microelectrode recording (MER) (42) and interoperative magnetic resonance imaging (iMRI) 

(43).  

Microelectrode recording is a technique often used to confirm acceptable placement of the 

electrode in the target structure. Each region of the basal ganglia is identifiable by the electrical 

signals it emits. By measuring these signals along the predefined tract, surgeons are able to identify 
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if they are in the correct anatomical target before inserting the permanent electrode. A five-bore 

collet allows the use of up to five MER electrodes without movement of the stereotactic frame. 

Some groups take recordings with all electrodes and decide a permanent location based on the 

results, as is shown in Figure 8 (44).  Others start with the centre hole, and simply change to the 

posterior option if initial placement is unsatisfactory (41). Whilst MER is an incredibly popular 

tool, the method has associated costs: financial expense, increased duration of surgery, risk of 

haemorrhage and neurological deterioration (45).  

 

Figure 8 – Left – Five MER electrodes are used concurrently to identify the optimum 
positioning in the target. Right – zoomed view of the 5-electrode collet. The guide tube has been 

left in position 3 to allow insertion of the permanent electrode. Images reproduced from (44). 

As the name suggests, iMRI uses modified stereotactic equipment to allow for anatomical MR 

imaging during the procedure. Often used in conjunction with MER, this allows for real time 

visualisation of electrode position (46).  The impact of stereotactic error or brain shift is reduced 

by updating the implantation trajectory during surgery. If it develops that the electrode placement 

is still unsatisfactory, this can be easily identified and the electrode re-implanted (43). Whilst iMRI 

based systems offer excellent accuracy they are expensive and therefore not commonly used at 

present (46). Although they represent the state-of-the-art, risks associated with re-implantation 

highlight that even the best technology has limitations.  

These techniques are currently being implemented around the world, with varying levels of 

success; however, they are not always available. Developing a surgical method that is reliable 

enough to reduce the need for assessment of electrode position would offer a great improvement 

to surgical time, expense and potential radiation exposure.  

Complications  

Complications associated with DBS procedures are relatively well understood. Although not 

always directly harming the patient, misplaced electrodes occur in approximately 5% of 

procedures (47) and would likely require revision. It should be noted that rates of electrode 
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misplacement are likely to vary greatly between institutions and methods. Intracranial 

haemorrhage is infrequent (2.1% of procedures) and normally associated with postoperative 

confusion or seizures. Severe haemorrhage is more uncommon still but can require emergency 

intervention and lead to permanent hemiparesis (47). Intracerebral infection is rare but possible, 

requiring antibiotic treatment and the removal of implanted devices (48).  

Given the confines of brain surgery, implantable devices are limited in size. As a result, hardware-

based complications are in the region of 5-9% (34, 49, 50). The design of electrode leads may 

predispose them to fatigue failure (51). Electrode breakage, seen in up to 2.5% of cases (34), leads 

to an open electrical circuit, presenting an immediate and obvious end to clinical improvement. 

More frequently, degradation of insulation can lead to a short circuit and diminishing clinical 

effect over time. To prevent this impedance testing of implantable devices should be carried out 

regularly (52). Other complications include electrode migration or stricture formation (49). Given 

the very low mortality and morbidity rates and vast clinical improvement often seen, good post-

operative monitoring enables DBS procedures to be a relatively safe and worthwhile intervention 

(34, 50).  

Components of targeting error 

As stated in the introduction, the accuracy of placement is related to both the accuracy of the 

surgical equipment/imaging and movement of the anatomical target within the reference frame 

due to brain shift. Stereotactic systems can broadly be split into three subsets: frame-based, 

frameless and iMRI guided operations. As the focus of this thesis is on brain shift, a phenomenon 

common to all methodologies, the specifics of each is not critical. However, it is useful to cover 

some key aspects of common approaches to provide context for further points of discussion.   

Stereotactic systems have improved dramatically over recent years with the most advanced 

systems achieving accuracy in the order of 1 mm, as opposed to 2-3 mm when originally 

introduced (6). In an extensive review, Li et al. (6) presented the workflow shown here in  

Figure 9, highlighting sources of error at each step of the process.  
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Figure 9 – Schematic of the potential sources of error in each step of the traditional frame-based, 
frameless and iMRI based stereotactic workflows. Reproduced from (6). 

Currently, most methods rigidly fuse MR and CT data, the MR providing excellent anatomical 

distinction within the parenchyma, and CT highlighting the vessels and skull. This can induce 

error in a number of distinct ways: 1) misidentification of the anatomical target, 2) misalignment 

of the CT and MR images, 3) misalignment of subject and surgical device within the stereotactic 

reference frame and 4) geometric distortion of the MR image itself. MR image distortion is likely 

the most significant of these, arising from non-linearity of the gradient fields leading to a 

morphing of the compiled image. The level of distortion can be significant, increasing with 

Euclidean distance from the isocentre to a typical maximum of around 5mm. Whilst distortions 

can be corrected computationally, this is not applied universally leading to a significant source of 

error (53). 

Studies using iMRI have reported displacements in the order of 0.6 - 0.7mm (43, 54), compared 

to robotic systems such as ‘neuromate™’, where an accuracy of 0.86 ± 0.32 mm has been reported 

(55). Whilst this suggests an improvement of around 0.2 mm using iMRI, the same robotic system 

achieved an accuracy of 0.44 ± 0.23 mm when tested in robot space with no patient. This 

remaining inaccuracy is attributed to deformation of the stereotactic head-frame, the mechanical 

accuracy of the arm and the microdrive system, in addition to errors associated with the 

registration process (55).  

With iMRI, trajectory adjustment is commonly made with the patient’s head in the operative 

position and after cranial perforation to reduce the impact of brain shift (43). It is inferred that 

the discrepancy between the levels of error between iMRI and traditional methods are therefore 

due to this adjustment. However, reduced accuracy compared to the ex-vivo testing suggests that 
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the process of device insertion is still influential. Most importantly in the context of this study, 

this suggests that submillimetre accuracy is the new standard within the field. These levels of 

improvement seen by using iMRI methods, which only account for the effects of brain shift, are 

sufficiently valuable in the eyes of the clinician to warrant the expense, when available. 

Furthermore, a future model capable of capturing penetration of the device may have the 

potential to offer more accurate results than even iMRI methods, at least on the first attempt.  

With this in mind, the following section focusses not on the total accuracy of stereotactic systems, 

but on quantifying brain shift in DBS procedures and understanding which variables are most 

influential. 

Magnitude of brain shift in DBS surgery 

A considerable amount of work has focussed on assessing the levels of brain shift in 

neurosurgery. Whilst precise methods vary, the general approach involves comparing pre and 

post-operative position of the relevant structures relative to either an external or anatomical 

reference point. In cases of craniotomy and tumour removal, cortical shifts in the region of 20 

mm are reported (56). In stereotactic procedures this is considerably less in magnitude, although 

arguably more impactful as there is no visual field of the target structures. Different groups have 

reported brain shift in a variety of different ways. The AC and PC are regularly used as an 

indicator of deep brain shift as they are readily identifiable on medical images and positioned 

along the midline of the brain.  

The sign convention adopted in this section is show in Figure 10. The values reported in Table 

2-2 have been adapted to fit this convention for comparability. As sign convention used to define 

shift in the frontal (X) plane is not consistent between authors, these are defined individually as 

follows:  

• Miyagi et al. 2007  (24) – Positive X displacement is defined as lateral movement on the 

side contralateral to the first electrode placement (in unilateral and bilateral procedures). 

• Elias et al. 2007 (5) – Positive X displacement is defined as a lateral shift in either 

direction for each patient. 

• Petersen et al. 2010 (57)  – Positive X displacement is defined as shift laterally to the left. 

• Miyagi et al. 2015 (30) – Not defined – assumed to be the same as previous method (24). 
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Figure 10 – Sign convention for brain shift values reported in the literature. X = lateral, Y = 
anteroposterior and Z= dorsoventral. 
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Table 2-2 – Scalar and vector brain shift values reported in the literature regarding DBS patients. Beige cells indicate a value that has not been reported directly but 
calculated from those reported. Blue cells indicate a reported statistically significance to either preoperative values or comparative subject group 

  Miyagi et al. 2007 (24) Halpern et al. 2008 (41) 
Elias et al. 
2007 (5) 

Khan et al.  
2008 (38) 

Petersen et al.  
2010 (57) 

Ivan et al. 
2014 (58) Hunsche et al. 2009 (31) 

Miyagi et  al. 
2015 (30) 

 Group Unilateral Bilateral Group A Group B     Group 1 Group 2 Group 3  

 

Patients 
(Leads) 8(8) 10(20) 33 (66) 17 (34) 66 (104) 25 (32) 135 (254) 36 (44) 16(16) 8(8) 1(1) 28(56) 

S
c
a
la

r 
S

h
if

ts
 

ΔAC position/ 
mm 1.46 2.28   

0.98 ± 0.8 
(0.21 to 5.67) 1.8 ± 0.7 

1.0 ± 0.5 (max 
2.5)  

0.5 ±0.3 
(max 0.8) 

0.6 ±0.3 
(max 1.3) 1.2 0.49 

ΔPC position/ 
mm 0.88 1.10   

0.74 ± 0.48 
(0.03 to 2.75) 1.6 ± 0.8 

1.0 ± 0.5 (max 
2.8)  

0.6 ±0.3 
(max 0.9) 

0.5 ± 
0.3(0.9) 0.5 0.26 

Pre-op ACPC 
length/ mm 23.60 ± 1.72 23.96 ± 1.50     24.6 ± 1.5      

Post-op ACPC 
length/ mm 23.14 ± 1.57 22.77 ± 2.09     24.4 ±1.5      

ΔACPC length -0.46 -1.19   

-0.22 ± 0.85 (-
4.28 to 1.66)  -0.2      

V
e
c
to

r 
S

h
if

ts
 

ΔY ACPC 
length -0.43 -1.2 -0.04 ± 0.76 -0.41 ± 0.68 -0.23  0.2     -0.24 

ΔY AC/ mm 1.15 ± 0.91 2.23 ± 0.93 1.45 ± 2.67 1.54 ± 1.74 
0.56 ± 0.9 (-
0.97 to 5.59)  

0.4 ± 0.6 (-1.0 to 
2.4) 0.43    0.48 ± 0.29 

ΔY PC/ mm 0.72 ± 0.56 1.03 ± 0.90 1.18 ± 2.39 0.99 ± 1.61 
0.33 ± 0.45 (-
0.50 to 1.70)  

0.2 ± 0.7 (-1.8 to 
2.8) 0.3    0.24 ± 0.25 

ΔX AC/ mm 0.69 ± 0.45 0.27 ± 0.22   

0.04 ± 0.38 (-
0.89 to 1.95)  

-0.1 ± 0.3 (-0.8 
to 1.0)     -0.02 ± 0.16 

ΔX PC/ mm 0.35 ± 0.26 0.13 ± 0.18   

0.08 ± 0.45 (-
0.89 to 2.34)  

-0.1 ± 0.3 (-0.8 
to 0.8)     -0.02 ± 0.13 

ΔZ AC/ mm 0.58 ± 0.77 0.39 ± 0.68   

-0.14 ± 0.57 (-
1.68 to 1.47)  

-0.1 ± 0.7 (-1.8 
to 1.5)     0.11 ± 0.19 

ΔZ PC/ mm 0.37 ± 0.47 0.37 ± 0.30   

0.11 ± 0.51 (-
0.97 to 1.63)  

0.0 ± 0.7 (-1.9 to 
1.7)     0.11 ± 0.18 

ΔY Frontal 
Cortex/ mm   0.56 ± 1.15 4.80 ± 1.52 

2.66 ± 2.10(-
0.56 to 10.42)  

6.2 ± 3.0 (1.6 to 
12.8) 

1.4 ± (0.00 
to 10.1)     
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To assess the meaning of the values shown in Table 2-2, average values for each parameter were 

calculated. Over all the procedures, 67% of 384 patients were bilateral. Some groups who carried 

out bilateral procedures but reported values found after placement of the first electrode have 

been treated as unilateral (31). Therefore, it can be suggested that bilateral procedures are by far 

the norm. Reported values were weighted by study sample size and averaged over the total sample 

size for that variable. As the values reported in Table 2-3 are calculated with results from a 

number of different groups it is likely that they offer a good approximation of what is usually 

seen in the field. 

Table 2-3 – Weighted average values for brain shift reported in DBS procedures. 

 Variable Weighted average (mm) 

Sc
al

ar
 S

h
if

ts
 ΔAC position 1.03 

ΔPC position 0.88 

Pre-op ACPC length 24.53 

Post-op ACPC length 24.25 

ΔACPC length -0.26 

V
e

ct
o

r 
Sh

if
ts

 

ΔY ACPC length -0.24 

ΔY AC 0.70 

ΔY PC 0.43 

ΔX AC -0.03 

ΔX PC -0.03 

ΔZ AC -0.05 

ΔZ PC 0.06 

ΔY Frontal Cortex 4.48 
 

As expected with a semi-supine/supine patient, the AC and PC shift posteriorly with a magnitude 

of 1.03mm and 0.88mm, respectively. Importantly this discrepancy confirms the non-rigid nature 

of brain shift; a factor overlooked in some registration methods and a possible source of error. 

This is supported by a shortening of the AC-PC distance which is predominantly in the 

anteroposterior direction.  

Due to the different sign conventions used between groups, the X component of the vector shifts 

average to a negligible value of 0.03 mm. Averaging the total magnitude found by each group 

leads to a value of approximately 0.09 mm for both AC and PC. More interesting than the average 

magnitude is the finding from Miyagi et al. 2007 (24) which suggests greater lateral movement in 

unilateral procedures.  

When considering the vector shifts, this averaging of non-sagittal components gives the 

impression that displacement is almost exclusively in the sagittal plane. Whilst this is likely to be 

an accurate representation on average, it is important to remember that significant lateral and 

anterior/inferior displacements can be found in individual cases.  
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Variation in patient orientation which occurs across the groups studied is likely to be seen in the 

Y-Z planes. Interestingly, on average, the AC experiences a superior shift contrary to the inferior 

shift reported by some in the PC, suggesting an element of rotation. With this data the statistical 

significance is not known.  

The average value found for each group varied significantly. The same applies to sample size. 

Although the averages which have been calculated are weighted for sample size, this cannot avoid 

the fact that one group with particularly high or low results and large sample size could bias the 

averages. As a result, the data provides an interesting approximation but cannot be used, for 

example, to determine a direct adjustment that could be applied in theatre.  

It is apparent from the literature that surgical technique is constantly evolving. As shown in Figure 

11, there appears to be a reduction in brain shift over recent years. This is likely due to the 

discovery, and adoption of improved techniques. As such, more insight can be gained from 

studying methodological improvements than the absolute values which are seen in historical data. 

 

Figure 11 – Comparison of the scalar and Y vector component position change in the AC 
reported by each group, plotted against publication year of the study.  

It can be concluded that brain shift varies significantly between patients and in different regions 

of the brain. Movement is predominantly in the direction of gravity, but shifts in the other 

principle axes are likely, and dependant on the specific methods used. Even in DBS procedures, 

cortical shifts of over 10 mm are possible (5, 57).  Although the deep brain target is unlikely to 

move this much, it is still important to consider as avoiding rupture of vessels and other structures 

is critical (59). Most importantly, even with AC shift in the order of 0.5 mm, this is still a clinically 

relevant phenomenon.  
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What factors influence brain shift, and by how much? 

The literature suggests that certain factors are more influential in leading to brain shift than 

others. In the following section, these factors are individually analysed with the aim of assessing 

which should be considered when developing this study further. 

The influence of pneumocephalus on brain shift 

 In order to insert the electrode into the brain the meninges must be penetrated. This is normally 

done in advance to allow insertion of a guide tube or MER device. As the arachnoid is perforated, 

the CSF contained within it can leak out of the cranial cavity. This loss in intracranial CSF volume 

causes a reduction in the effective buoyancy of the brain and is the main source of brain shift (5). 

With firm attachments to the pia and arachnoid, cortical movement leads to detachment of the 

arachnoid from the dura along the relatively weak dural border cells and air invasion of the 

subdural space (60).  

Increasing numbers of researchers are focussing on methods of reducing the loss of CSF and 

subsequent pneumocephalus. This is based on the accepted association between 

pneumocephalus and brain shift. This was first demonstrated by Elias et al. (5) and is still one of 

the few reports measuring both ICA and brain shift in various parts of the brain. A relationship 

was found between ICA and AC shift, and was shown to be statistically significant, with a similar 

correlation existing with cortical shift (5). However, others have failed to find similar statistical 

significance. This is likely due to the influence of many other variables (58). The complexity is 

highlighted in Figure 12, which clearly illustrates that AC shift of 0-2 mm is common with little 

to no measurable intracranial air. Consistent shift under 1 mm can occur with ICA up to 

approximately 10 ml, with a significant impact only becoming clear at approximately 15 ml (31). 

In fact, the unpredictable nature of brain shift is such that pneumocephalus has been shown to 

have no statistically significant correlation to the deviation of the electrode from the intended 

position in some cases (61). 



22 
 

 

Figure 12 – The relationship between post-operative (one day after surgery) ICA volume and 
deviation of the AC from its original position (r = 0.569). Adapted from (5). 

That said, pneumocephalus is clearly a prominent source of brain shift, especially if intracranial 

air volumes are high (5, 31, 61, 62). It is also clear that the usefulness of this information is in 

knowing that it should be kept as close to zero as possible so that the other contributing factors 

can be readily identified. Aspects affecting brain shift such as orientation of the patient with 

respect to gravity (42) and sealing of the meninges (29) amongst other things are thought to have 

a significant impact on levels of pneumocephalus. These are discussed further in the following 

section.  

The cranial burr-hole 

In order to access the meninges and brain the cranium must be perforated.  In locations used for 

DBS procedures, skull thickness can be as much as 10mm (63). Most authors report using ‘large’ 

11mm or 14mm burr-holes (5, 41, 42, 57, 58, 61), with burr-holes as small as 4mm also reported 

(24, 64). As most studies include participants with only one size of burr-hole, the effect of burr-

hole size cannot be determined from these.   

Sharim et al. (65) proposed that CSF loss leading to pneumocephalus may be related to both burr 

hole and the size of the opening in the dura, known as the durotomy. To investigate this, patients 

with either small (4mm twist drill), or large (14mm cranial perforator) cranial holes (78 and 87 

implantations, respectively) were assessed. Patients were elevated at 20-30° to the floor, with 

bone wax applied after completing the cranial perforation and Tisseel™ sealant applied to the 

dura directly after opening. Eight hours after the operation, CT scans were used to assess 

pneumocephalus. For both unilateral and bilateral procedures, no significant correlation between 

diameter of burr-hole and volume of pneumocephalus was found. However, extrapolating this 

finding to brain shift must be done with caution.   
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Creation of the burr hole can be done by hand at the approximate location. Introducing devices 

into the brain sometimes requires increasing the size of the burr hole to prevent interference with 

the cranium. Stereotactic burr hole drilling can lead to significant reduction in additional drilling 

and decrease the size of the burr hole compared to freehand techniques (63).  

With the suggestion that cranial window diameter is insignificant in relation to intracranial air 

intake, safety and personal preference become the most important factors when deciding which 

technique to use. A 14 mm burr hole is compatible with a wide range of anchoring systems and 

gives a better view of the cortical surface potentially minimising the risk of damaging cortical 

vessels (65). However, advanced surgical planning software enables avoidance of major vessels 

and structures before the procedure even begins. The use of a stereotactic burr hole technique 

raises new surgical challenges; whether these are offset by the reduced need for expansion of the 

cranial window is unclear. The incidence of accidental perforation of the dura or parenchyma 

using the conventional automatic-releasing perforator reported to be 0.54% (66). As the 

equivalent rates with the stereotactic system unknown, comments on safety also cannot be made.  

Attempting to model any protrusion of the brain through a 4 mm vs 14 mm cranial window 

would be unreliable, due to the use of various sealants and surgical adaptors. Considering the 

literature, the method of creating the cranial window did not appear to influence brain shift and 

was not considered further. 

Duration of surgery 

 It is largely accepted that the majority of CSF loss, and therefore intracranial air intake occurs 

during perforation of the cranium and meninges at the beginning of surgery (61, 67). This is 

supported by many studies which fail to find a correlation between surgical duration on 

intracranial air volume or brain shift (5, 38, 57, 61, 65, 68). 

Azmi et al. (69) found a weak correlation between surgical time and total intracranial air. 

However, they also found a stronger correlation between surgical time and the number of 

microelectrode recordings required. It is therefore likely that the increased number of 

perforations was responsible for this increased intracranial air rather than the duration of surgery 

itself.  

More significantly, a study by Halpern et al. (41) found that in a group of subjects with cortical 

shift >2 mm, AC-PC shortening correlated with surgical duration [r=0.43; p<0.04]. This 

correlation was not found in the patient group with <2 mm of cortical shift. In addition, there 

was no statistically significant difference in procedure duration between the two groups. This 

may suggest that surgical duration may only have an impact if a certain amount of CSF is lost 

before adequate burr hole sealing, although the levels of intracranial air are not reported.  
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Other studies with significant mean volumes of intracranial air found no correlation with duration 

of surgery (65). As a similar patient position and method of dural sealing is used in these studies, 

it is unlikely that the CSF loss hypothesis is correct. It is therefore unclear what caused this 

correlation.  

Perforation and sealing of the meninges 

It is well understood that the release of CSF after meningeal penetration has a major influence 

on brain shift. A number of potential methods to prevent this have been suggested, with varying 

success. Flooding the burr hole with saline (70) was thought to replace any lost CSF, maintaining 

volume. However, as brain sinking is associated with redistribution of CSF from the third 

ventricle to the subdural space, this may not work (24). Similarly, filling the ventricles with air 

could counteract brain shift if done to the correct volumes, but this volume would be varied and 

unknown. This method also causes anterior movement of the commissures making navigation 

more complex (24). Finally, direct suction of the site is likely to cause the loss of more CSF and 

make the problem worse (24). 

More promising methods include limiting the dural perforation to the size of the guide tube (42, 

71), although this is still not commonly used (29, 57, 58, 61, 65). Another option is penetrating 

the meninges with the microelectrode itself (30), although there do not appear to be any studies 

assessing the method of opening the meninges specifically. More common is the use of 

monopolar/bipolar electrocautery of the meninges before the electrodes are inserted (24, 30, 57, 

61, 65). Whilst normally used to prevent blood loss, the same process may inhibit loss of CSF 

from the subarachnoid space (72). 

The real advancement in this area is in the use of various substances to ‘plug’ the burr hole, or 

seal the meninges preventing CSF loss. In 2007, this was limited to fibrin glue or melted bone 

wax (24). These are now consistently used as part of normal procedure (31, 42, 57, 61, 65, 69).  

Development of this idea was reported by Takumi et al. (29) with the use of a novel polyethylene 

glycol (PEG) hydrogel dural sealant. The dura and arachnoid were excised manually, with minimal 

parenchymal electrocautery. PEG hydrogel was then applied to the entire exposed surface before 

introduction of the guide tubes. On average, post-operative imaging revealed an ICA volume of 

1.3 ± 1.5 ml (0.0 to 3.5 ml), compared to 32.3 ± 12.3 ml (19.1 to 42.5 ml) for a control group.  

In a similar investigation Coenen et al. (72) compared ‘welding’ the arachnoid and pia together 

using blunt tip bipolar forceps, as opposed to simple coagulation as usual. Both Gelfoam™ 

padding and Tisseel™ fibrin sealant were also used in each group in an attempt to prevent CSF 

loss. ICA volume in the ‘welded’ group was 4.86 ± 4.35 ml (0.2 to 10.7 ml) compared to 27.59 ± 

17.80 (0.3 to 55.4 ml) for the control.  Although this is a marked improvement, a delay on average 

of almost 24 hours between surgery and follow-up imaging means the measured values will be 
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an underestimate of what actually occurred. With this in mind, PEG hydrogel currently appears 

to be the most effective method of controlling CSF loss.  

Patient age and atrophy of the brain 

As humans age, changes occur to the brain on a molecular and morphological scale. These 

changes are not consistent across all regions of the brain and are thought to be influenced by 

genetic and environmental factors (73). Atrophy, or shrinking of the brain, is one age-related 

change frequently assessed in the literature. Quantification of brain atrophy requires analysis of 

preoperative images; multiple methods to do so are available (5, 24, 69). Changes specific to DBS 

procedures include lateralisation of the STN relating to aging (74). This should not be overlooked 

if an atlas-based targeting approach is relied upon.  

Patient age has been shown by many to have no impact on pneumocephalus (5, 65, 75) or brain 

shift (57, 58, 76, 77). This finding is once again contradicted by the results of Halpern et al. (41) 

reporting a link between age and posterior shift of the AC. Although atrophy was not itself 

measured, they cite many possible explanations linked to aging. These include ventricular 

enlargement due to increased resistance to CSF outflow, and various causes of reduced or 

negative intracranial pressure.  

Unlike age, quantifying atrophy of the brain can be undertaken in many ways. Some suggest the 

same trend follows, with no significant impact on penumocephalus and brain shift (5, 24). Elias 

et al. (5) analysed the lateral and third ventricle volume. Miyagi et al. (24) reported assessing 

ventricular enlargement, measured by the width of the third ventricle and cerebroventricular 

index, a ratio of subdural area to intracranial area on a 2D segment.  However, only a lack of 

correlation between ventricular width and AC shift was reported. Whether this infers the same 

finding with cerebroventricular index is unknown. Nazzaro et al. (42) do not report their method 

of quantifying atrophy.  

This method of quantification is important according to the work of Azmi et al. (69). No 

relationship was found between ventricular volume and ICA supporting the work of the previous 

authors. However, a statistically significant correlation [cc=0.47] was found between the ratio of 

extra-axial CSF to total intracranial volume and ICA, when normalised for total intracranial 

volume. Similarly, Obuchi et al. (76) found no relationship between brain shift and third ventricle 

width, but did with cella media index, a ratio of lateral ventricle width and cranial window width 

at the cella media level.  

Picking a trajectory so that the electrode enters a gyrus close to the cranium, and adopting a 

supine position, so that gravity packs the brain against the burr hole are both recommended on 

anecdotal evidence (24, 42). The theory for this is that a reduced subarachnoid space may limit 

CSF loss as a greater hydrostatic pressure is generated over smaller cross-sectional areas. Applying 

the same logic would suggest that atrophy of the cortical surface would increase the potential for 
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CSF loss. Interestingly, these ideas are presented by authors who reported no associations with 

atrophy and brain shift, highlighting a lack of proper understanding in the area.  

The influence of age and atrophy on brain shift is not completely understood but potentially very 

important. The negative findings of many groups may be due to a reduction in sensitivity to 

atrophy as a result of the large range of other influential factors which are not consistent across 

patients. In order to improve our understanding of the potential mechanisms, more detailed 

analysis of the morphological changes to the brain are required.   

Orientation with respect to gravity  

Patient position during stereotactic procedures varies greatly between surgeons, and patients. 

Typically the patient is positioned so that the head and neck sit anywhere between 0 to 30° to the 

floor (5, 29, 38, 41, 42, 57, 58, 61, 65), although positions of up to around 40° have been reported 

(24). Personal preference of the surgeon is a large factor in determining orientation, with the need 

to achieve a safe trajectory through the brain contributing to this decision. In the personal 

experience of the author, some surgeons opt to operate with the patient in fully prone or lateral 

positions, in order to achieve what they feel to be the optimum trajectory; it is unclear why this 

positioning is relatively absent in the literature. The change in orientation impacts the perceived 

magnitude of brain shift in two distinct ways: 

1. Repositioning the head with respect to gravity causes PBS of a surgically significant 

magnitude even in everyday life (4, 42, 78).  

2. The orientation of the head may affect the distribution of CSF when this is not controlled 

otherwise. 

Preoperative scans are usually performed in the supine position. If this orientation remains for 

surgery, PBS is not a contributing factor to the total level of brain shift seen. It follows that if 

scanning and operative orientation are not the same, PBS will have an impact. The magnitude of 

PBS is discussed later.  

It is generally assumed that with total intracranial volume constrained by the skull, any ICA is 

equivalent in volume to the volume of CSF lost (61, 72). Others suggest that the total volume is 

not fixed, and an up-right position may lead to a reduction in brain volume due to increased 

venous return (30) and therefore introduce a negative hydrostatic pressure leading to air invasion 

(24). With few reports detailing both patient position and ICA volume, comparing most of the 

literature is difficult. The few articles specifically assessing this draw strong conclusions. Nazzaro 

et al. (42) studied 61 DBS patients where surgery was performed in the strict supine position. 

From this they suggested strict supine positioning results in “minimal intracranial air”, with mean 

levels 0.98 ± 1.42 ml (0 to 7.02 ml). However, other studies such as Takumi et al. (29) achieved 

similarly low ICA volumes with patients at 10-15º with the use of a novel sealant. In addition to 

supine positioning, Nazzaro et al. (42) also used a hole in the dura of only 1.5mm; the same size 
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as their guide cannula. Dural openings of this size are not often seen in the literature. In light of 

this, it is hard to conclude whether the low ICA volume reported here is a result of patient 

positioning alone.  

The use of a supine position is supported by Miyagi et al. (30) with a direct comparison of AC 

and PC shift in previous results (24) showing a statistically significant reduction in brain shift 

when compared to a previous semi-sitting position. These results are shown in Figure 13. The 

direct measurement of brain shift allows a more reliable assessment of the effect of patient 

position than measuring ICA volume alone. It is likely that the supine position does have a 

positive impact on brain shift reduction; whether this is due to the mitigation of PBS or another 

reason is unknown. However, regardless of the efficacy of a supine position in reducing 

intracranial air intake, this technique alone cannot be relied upon entirely as patient specific 

discrepancies may prevent a supine position from being used (24).  

  

Figure 13 – Box and whisker plots comparing the orthogonal components of AC and PC shift in 
semi-sitting and supine surgical positions, suggesting greater displacement in the former. 

Reproduced from Miyagi et al. 2015 (30). 

Deformation due to the advancing electrode  

Inserting the guide tube and electrode into the brain is a critical phase in the procedure due to 

the risk of unintended injury to structures and vessels in the brain. Also, as an external force is 

being applied, electrode insertion may induce further brain shift, not necessarily in the direction 

of gravity. Testing on Agarose 0.6% brain phantom gel resulted in a peak insertion force of 

approximately 250 mN for a standard guide tube, although this dropped significantly after initial 

perforation (79). The significance and impact of electrode insertion force warrants further 

investigation. As peak force is achieved at the cortical surface, impact on the deep brain target is 

unclear. With constant application of force, electrode induced displacement is unlikely to recover 

properly. However, with an oscillatory insertion force this could potentially be avoided. It is also 

likely that tissue coaxial to the advancing electrode will be displaced away, but along the same 

path. By this reasoning, if the displacement from the intended region will be along the axis of the 
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electrode, clinical impact will be mitigated due to a choice of four active regions along the long 

axis of each device (80). 

A typical guide tube causes disruption and haemorrhage to the surrounding tissue, potentially 

impacting proper neurological function (79). Peterson et al. (57) discuss how a sharper electrode 

with a lower coefficient of friction will impart less force onto the brain tissue and therefore reduce 

brain shift. However, avoiding movement of all brain structures is not always desired.  

For instance, the displacement of tissue due to a blunt device displacing a vessel is favourable to 

piercing that vessel with a sharp instrument. Rather than reducing friction, some are investigating 

micro-textured surfaces to try and reduce post-operative brain shift (81). The risks associated 

with this, such as tissue damage, if removal is required, are still unknown.  

Intraventricular approach  

Although without the same risks to patient safety as blood vessel perforation, an intraventricular 

approach may still have implications on stereotactic accuracy. Zrinzo et al. (82) found a 36% 

reduction in mean targeting error in procedures that avoided the ventricle as opposed to those 

that did not. Ventricular penetration was also associated with increased MER tracks. It was 

suggested that this was likely to be ventricular penetration and target movement leading to 

multiple MER tracks, rather than multiple MER tracks leading to a higher chance of ventricular 

penetration. Although the exact mechanism of ventricle associated targeting error is not known, 

it is likely that the ventricles present a mechanical obstacle, inhomogeneous to the rest of the 

brain (46). Not only might this allow the application of more force and subsequent displacement 

of underlying structures, but also distortion of the electrode once inserted. 

A study by Kramer et al. (27) found that intraventricular trajectories did not appear to be 

detrimental to safety or targeting accuracy; a position supported by others (5, 41). In fact, greater 

posterior subcortical shift was seen in the group with strict intraventricular routing. One 

explanation is that the frictional force of the guide tube on the surrounding tissue is reduced 

when travelling through the CSF filled ventricle compared to parenchyma.  This hypothesis adds 

weight to the need for further understanding on the transition of forces on different structures 

within the brain.  

Given the lack of consensus on the matter, the choice of whether to plan an intraventricular 

trajectory largely comes down to other factors. For instance, an intraventricular trajectory is 

preferable if avoiding the vessel-rich sulci is otherwise not possible. There are also a number of 

targets which, given their location within the brain, may require passing through a ventricle. That 

said, with the majority of institutions avoiding the ventricles if possible, it was decided that this 

convention would be followed here.   
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Multiple trajectories and micro electrode recording 

Halpern et al. (41) found a trend between posterior cortical displacement over 2 mm and more 

than one electrode placement, although this was not statistically significant. It seems likely that 

increased cortical displacement would lead to the need for a second electrode placement, rather 

than vice versa. Khan et al. (38) found no link between number of MER tracks and brain shift or 

final accuracy. However, these results are likely to have been affected by a limited sample size, 

and relatively high levels/range of brain shift respectively. More parallel electrodes require a 

greater hole in the dura, increasing the apparent risk of CSF leakage. On the contrary, they may 

also offer improved mechanical support of the brain (68), although the effectiveness of this 

mechanical support will be limited by the rapid onset of brain shift regardless.  

Unlike others (68), Azmi et al. found a slight correlation between the number of MER tracks on 

the second side of a bilateral procedure and ICA volume (69). This result was supported by the 

second side also needing more MER tracks to locate the target acceptably. Again, the causality in 

this relationship is hard to establish.  

Rather than using MER, some groups check electrode positioning with intra-operative MRI and 

reposition if necessary. Ivan et al. (58) found this was required in about 10% of cases, with these 

leading to significantly more brain shift on both sides of the brain. Interestingly, multiple 

electrode passes also removed the difference in brain shift normally found between unilateral and 

bilateral procedures. Given the significance of these findings compared to the weak correlations 

of others, it seems likely that the number of electrode penetrations is less important than the 

number of times an electrode is inserted and withdrawn with no support remaining in the interim.  

MER utilises parallel tracks which limit the possibility of interaction. If multiple stimulator leads 

are used ipsilaterally there is a risk of mechanical contact between the two, and displacement of 

the original lead. Although this may not impact brain shift directly, it should be kept in mind as 

a possible complication (83). The important thing to remember is that MER is a method used to 

account for brain shift which has taken place. The process of using MER may then make brain 

shift worse. If a system is developed such that MER is not required, a very circular dependence 

can be broken. Until then, multi-track MER will still be relied upon by many groups (84). 

Crucially, it has already been shown that CSF loss can be very successfully controlled even with 

multiple electrodes (29).  

Unilateral/bilateral placement 

The effect of unilateral vs. bilateral placement on brain shift is important, as a significant impact 

would suggest any method of correction would not be able to assume symmetry. Furthermore, 

the loading and initial boundary conditions may need to be different on each side of the model, 

adding real complexity.  
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Generally, a unilateral procedure leads to air invasion on the side of the procedure. However, 

bilateral invasion in unilateral procedures is not rare, meaning this cannot be assumed (24, 31). 

As unilateral air invasion inevitably causes sinking of the brain predominantly on one side, this 

leads to a midline shift contralateral to the side of surgery as is shown in Figure 14 (24).  

 

Figure 14 – Schematic illustration of unilateral air invasion and the subsequent midline shift. 
Adapted from (24). 

In the AC, differences between unilateral and bilateral procedures have been found in the X 

(lateral) and Y (posterior) axes. When considering positioning error of the surgical device, only 

the lateral shift remained significant (24). These results are not always supported, for example, 

Sadeghi et al. (84) found no significant difference in medio-lateral shift between uni/bilateral 

procedures. Interestingly, the lateral movement in both cases was similar to that found in the 

unilateral procedures in Miyagi et al. (24). As Sadeghi et al. do not fully explain their system of 

defining medio-lateral shift in bilateral procedures it is difficult to draw any further conclusions.  

Ivan et al. (58) plotted lateral shift against anteroposterior position for structures not necessarily 

along the midline. These results showed that lateral shift was greatest in the anterior ipsilateral 

brain, but more importantly was not consistently ‘away’ from the side of surgery in these 

procedures. Although not discussed, it appears that brain shift leads to an unpredictable buckling 

of the brain based on patient specific factors. Whether this could affect certain electrode 

trajectories requires further investigation.  

Azmi et al. (69) found just that more MER passes were required on the second side in bilateral 

procedures. This is not always the case though, as others find no negative impacts of bilateral 

procedures either during surgery (57) or when considering long term placement (68). It is 

interesting to note that it is very common for the average values of comparisons to be worse for 
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the bilateral procedure on the second side of surgery, but not to the level of statistical significance 

(68, 85, 86). Whether a large enough sample size could overcome the wide range of variation is 

unknown.  

Although achieving statistical significance is ever difficult, it is logical that without complete 

elimination of CSF loss in all cases, bilateral procedures will induce greater levels of ICA and 

associated shift. However, ICA is consistently unreported. As midline shift is clearly associated 

with unilateral air, it would follow that in unilateral procedures with low levels of air invasion this 

effect would be minimised. With all results considered, in general it is likely that unilateral 

procedures are associated with greater lateral shift away from the side of implantation, although 

this may only be prominent in the deep brain. Bilateral procedures appear to be more stable in 

the X axis, although they result in greater posterior shift. Considering safety and cost, there 

appears to be no difference between bilateral or staged unilateral procedures (87) although any 

certainty regarding accuracy is lacking.  

Other factors 

Choice of anaesthetic has been shown to have no impact on brain shift (57, 61). Considerations 

in this regard are normally attributed to managing comorbidities or surgical complications (88). 

Traditionally patients have been taken off dopaminergic medicines before surgery, although it 

has recently been shown that this offers no improvement on surgical outcome and the practice 

is unlikely to be necessary (89).  

Lalys et al. (77) found gender to have an effect on post-operative electrode deformation. They 

hypothesised that this was due to lower cerebral density in female patients compared to males. 

Other studies have shown no difference in brain density has been found between men and 

women (90), although gender may influence atrophy, which is likely to found in patients of an 

age which typically require DBS treatment (91). As atrophy should be measured and considered 

rather than predicted, it is therefore unlikely that further consideration of gender is required. This 

is supported by the lack of any correlation found by other groups (58). 

Air-reabsorption and post-operative electrode movement 
After surgery, any air trapped within the skull slowly dissolves away and CSF is regenerated. This 

allows the brain to return to its original position and is known as inverse brain shift. Increasing 

amounts of work are being done on both quantifying and predicting (92) post-operative electrode 

curvature and displacement. Displacements as significant as 3.3 ± 2.5 mm along the electrode 

track have been reported (68). Not only does this displacement significantly correlate with post-

operative ICA (68) but also with the method used to secure the electrode wire to the skull (75). 

Anatomical target structures lie in different parts of the brain and are associated with different 

conditions. As some of these conditions are linked with greater cerebral atrophy, the choice of 
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structure is also associated with varying levels of postoperative device curvature (77). As a result, 

two weeks should pass before confirmation of true electrode placement can be made (77).  

It is also important to note the link between post-operative electrode displacement and the levels 

of brain shift in the first place. As a result, the work presented here will focus on quantifying and 

predicting initial brain shift, after which adaptations to account for any inverse shift can be made.  

Brain shift within the intact cranium 
Although patients undergoing DBS electrode placement are often supine/semi-supine, this is not 

the case for all surgeries. The density of brain tissue and CSF is very similar but not the same and 

hence a small resultant force acts on the brain regardless of orientation. Even with no perforation 

of the skull, this leads to non-negligible brain movement when oriented differently with respect 

to gravity (4, 78, 93). Patients are usually imaged in a flat supine position meaning any deviation 

from this in theatre leads to the brain resting in a slightly different position. As discussed 

previously, brain shift is dependent on a large number of surgical and non-surgical factors. 

Although there will always be some unavoidable variation between patients, investigation of brain 

shift within the intact skull removes a large proportion of the surgical variation such as CSF loss.  

To date, the study of PBS has been limited. A study by Hill et al. (78) is itself limited by image 

quality and sample size, but suggests a cortical brain shift of less than 1mm. Schnaudigel et al. (4) 

used magnetic resonance morphometry to assess the displacement and deformation of the brain 

under gravity in 13 patients. Transferring patients from a supine to prone position led to a 

posterior-anterior shift in the brain of between 0.6-1.3 mm, concentrated in frontal parts of the 

brain. Moving from left side to right side caused a greater shift, with deformations of up to 1.8 

mm this time in central parts of the brain.  

In a similar study concerned with traumatic brain injury, Monea et al. (93) scanned 30 patients in 

4 positions using 3T MRI. Their method involved calculating the normal displacement at points 

on the cortical and ventricular surfaces induced by reorientation of the head. An outward shift is 

taken as positive, and an inward shift is taken as negative. Many of the results of this deformation 

are given as mean values across the whole brain. In the case shown in Figure 15, the shape is 

displaced by a magnitude X, however if the values of all faces are averaged the mean result would 

be a displacement of zero.   
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Figure 15 – Schematic representation of displacement representation by Monea et al. (93). 

Through this analysis it was shown that sagittal reorientation from supine to prone did not yield 

rigid body translation but rather a complex deformation, predominantly in the direction of 

gravity. Displacements were predominately found to be negative, indicating a trend of ‘inward’ 

movement of the surfaces. This appears to suggest greater displacement in the gravitational 

direction of the posterior surface than the anterior. However, the methodology used is prone to 

high local variation due to the gyri and sulci, as the values presented are not vector components 

but displacement magnitudes normal to the surface. Histograms presented more potentially 

meaningful information, with clear peaks in the 0.000 to 1.150 mm and -0.1740 to -0.0300 mm 

bins. In contrast to Schnaudigel et al. (4), the data indicates greater displacement of the cortex 

than the ventricles. Furthermore, whilst the majority of displacements appears plausible, 

significant numbers of points are reported to move by a magnitude similar to, or greater than the 

thickness of the PAC itself. For example, the peak negative and positive displacements with 

sagittal reorientation are -7.86 and 5.71 mm, with coronal peaks greater still. With inwards 

displacement away from the skull this is unlikely, but with outwards displacement towards to 

skull, movement greater than the thickness of the PAC would not be possible. It is rightly 

mentioned that these results support previously reported levels of brain shift seen in mild impacts 

but contradict other reports on PBS (4, 78). Most recently, Mikkonen and Laakso (94) also 

measured surface displacement in a study concerned with the impact of brain shift on transcranial 

direct current and magnetic stimulation. Their results indicated anterior and inferior surface shift 

with supine to prone reorientation.  

Brain settling  
When conducting magnetic resonance morphometry within the enclosed cranium, Schnaudigel 

et al. (4) left one set of patients in the same position between scans at 12 and 24 minutes. Results 

indicated that brain shift continued between the 12 and 24 minute scans, contrary to what might 

have been expected. With no further information on this found in the literature, it seems an 

experiment to establish the average time for brain settling would be extremely useful. This is 

especially the case as DBS procedures rely on the patient being in position for considerably longer 

than they are during pre-operative imaging.  
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Conclusions  

Brain shift is an unavoidable part of neurosurgery, with movements of over 5 mm possible in the 

midbrain. There is an established relationship between brain shift and pneumocephalus, while 

useful to keep in mind, is not strong enough to predict brain shift alone. To consider how best 

to move forward, each variable discussed in the literature was assessed in terms of its understood 

impact on brain shift and whether it can actually be controlled. Table 2-4 summarises this 

information, into what are thought by the author to be controllable and influential factors in the 

levels of brain shift experienced.  

Table 2-4 – Summary table of the influential and controllable factors relevant to stereotactic 
neurosurgical brain shift.  

 Controllable Not controllable 

Influential • Patient position 

• Use of PEG hyrdrogel/Tisseel 

(Fibrin glue)/bone wax 

• Meningeal incision  

• Intraventricular route 

• Deformation due to the advancing 

electrode 

• Atrophy – general brain geometry  

• Target position 

 

Not 

influential 

• Burr hole size  

• Duration of surgery 

• Patient age 

• Gender 

Controllable - Influential 
A supine patient position and occlusion of the burr hole have proven to be the best methods of 

reducing CSF loss and subsequent intracranial air intake. Although not compared directly, 

electrocautery of the meninges such that local ‘welding’ takes place, and minimising the arachnoid 

opening also seem promising. The risks associated with a poor visual field of the cortical surface 

can be minimised by good preoperative imaging. Although there is some debate over the impact 

of an intraventricular trajectory, it is commonly avoided and there is not enough evidence to say 

that this should change.  

Controllable - Not influential  
The size of the cranial burr hole is normally considerably larger than the underlying incision and 

is not influential at the diameters normally seen in stereotactic procedures. If the burr hole was 

considerably larger, or in a position that allowed the brain to protrude from its normal anatomical 

position this may no longer be the case. A considerably smaller cranial window may itself prevent 

CSF outflow. Even in cases where large ICA volumes were measured, the duration of surgery is 

unlikely to impact brain shift. It is largely accepted that this is due to most CSF loss occurring in 

the early stages of surgery. In addition to this, time-dependant brain settling is likely to stabilise 

long before post-operative scanning, although once again data to prove this is not currently 

available.  
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Uncontrollable - Influential 
The advancing electrode imparts a force onto the brain which inevitably results in movement. 

The extent of this is likely to be influenced by geometry, friction and rate of insertion.  An 

implanted electrode also has a tethering effect on the brain, which is likely to increase with 

multiple MER electrodes in place. The impact of both aspects requires further investigation.  

Atrophy of the brain is an unavoidable part of aging and varies greatly from patient to patient. 

Relationships between brain shift and cerebral atrophy have been identified, although this is 

largely dependent on the system of measurement used.   

Finally, the anatomical target is determined largely by the patient’s condition; however, there is 

still debate regarding which offers the best clinical results.  

Uncontrollable – Not influential  

Patient age and gender are likely to affect brain shift as a result of cerebral atrophy. As this is 

already accounted for, there is no direct influence that needs further consideration.  

Limitations of this interpretation 

The surgeon must sometimes make choices which have a significant impact on brain shift. 

Although time consuming and more invasive, techniques such as MER allow for the effects of 

brain shift to be minimised. It is also critical to avoid penetrating vessels and some other 

structures, meaning the choice of a cranial window location may be limited. On a practical level 

it will not be possible to rely entirely on the previously discussed methods of limiting brain shift, 

as they will not be feasible for all patients.  

This review is also limited by the variation that is seen across all sample groups. This often means 

that the impact of any one variable is lost within uncontrollable variation between test and control 

groups. Many groups have suggested correlations which failed to reach statistical significance due 

to sample size with high levels of baseline variability. Although this means there are likely to be 

false negatives, it is reassuring that the factors identified to be important are unlikely to be false 

positives. In the case of pneumocephalus, median and mean averages are often different due to 

a small number of significant outliers which could frequently not be explained, again complicating 

analysis. 

Brain shift affects not only the initial stereotactic placement of electrodes, but also induces 

deviation from the initial position in the days following surgery. This ‘inverse shift’ is a problem 

currently subject to much study. At this time, this is acknowledged but not studied further as the 

main aim is in measuring and understanding brain shift in the first place.  

It is also worth considering that many of the values of brain shift reported fall within the 

resolution of the imaging systems commonly being used. CT slice thicknesses of 2.5 mm (95) 

approach the dimensions of the STN itself (36). There is also debate over what constitutes 
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‘clinically significant’ brain shift, with some saying movement in the relevant areas under 1 mm 

(31) or even 2mm could be inconsequential (75) depending on the direction. Regardless, this 

work assumes that electrode placement of considerably higher accuracy is something that is 

sought after in the field; a view that is supported by the increasing use of iMRI.  

Influence of Findings 
The objective of this review was to better understand brain shift and determine potentially 

predictive factors. If it was identified that such a factor existed and was measurable 

preoperatively, it may have been possible to incorporate a level of patient specific adjustment 

into the model. Sufficient debate remains in the literature to conclude that preoperative prediction 

is simply not possible on a patient specific basis. However, on balance of all the reports 

considered, it is proposed that surgical brain shift should not be considered a continuous process 

but one of three distinct stages. 

 

The stage given most significance in the literature is brain shift due to CSF loss. However, 

prediction of CSF loss is simply not possible at the current time. That said, it is possible to 

effectively eliminate CSF loss, which is already widely advocated amongst the community. With 

these factors in mind, it was decided that modelling of CSF loss would be excluded from the 

scope of the computational study. The impact of device penetration has received relatively little 

study. Whilst potentially important, it was felt that a modelling approach to understanding brain 

shift should progress in a chronological order to include the potential impact of process 

interactions. As such device penetration was also not considered.  

The specifics are discussed in greater detail later; however, computational modelling of biological 

structures is complicated by the complex material properties of the tissues involved. In-vivo 

material testing is, in general, very uncommon in the field due to practical constraints. Modelling 

results can be highly dependent on the material properties used and the material properties 

obtained are also dependant on the test scenario. The circular nature of the problem dictates that 

material properties should be obtained with boundary conditions similar to those found in the 

computation model in which they are utilised. PBS is unique in that it can be induced and 

measured in an ethically conducive manner, simply with reorientation of the head.  

Patient reorinetation

•Reorientation of 
the patients head 
between the 
imaging and 
surgical positions 
leads to positional 
brain shift.

CSF loss

•Puncture of the 
meninges can lead 
to a loss of CSF 
and sinking of the 
brain.  

Device penetration

•Penetration of the 
surgical device 
through the brain 
tissue may lead to 
mechnical 
deformation.
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This considered, it was concluded that developing a model for PBS alone had two distinct 

benefits: 

1. PBS alone is still a significant component of brain shift seen in stereotactic neurosurgery. 

2. Improved understanding of the material response of the intracranial tissues under this 

type of loading could facilitate more complex future modelling related to neurosurgery 

and the wider field in general.  

As such, the focus of this study moved from brain shift induced throughout the entirety of a 

stereotactic procedure to the modelling, material parameter identification and prediction of 

positional brain shift.  

 

 

  

Recap: Objectives 

1. Understand the key factors involved in brain shift, and which should be considered 

in the FE model. 

i. Neurosurgical brain shift is currently so unpredictable that a simplified 

approach is required.  

ii. Due to the unique combination of clinical relevance and ability to induce it 

for academic study alone, PBS has been chosen as the focus of further work. 

iii. Once developed, a computational model of PBS can offer insight into the 

material sensitivity of brain shift and can also be adapted to study geometric 

differences and more complicated surgical cases.  

2. Develop a FE model incorporating key anatomical structures (which can also be used 

for the phantom model).   

3. Investigate the material sensitivity of brain shift and the mechanics of the process 

using human data and the FE model. 

4. Predict a test-case of displacements in a clinically relevant region that could be used 

as a pre-operative adjustment. 
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: Computational Modelling of 
Brain Shift 

In the previous chapter it was identified that brain shift in stereotactic neurosurgery is a complex 

process, with many potentially influential factors. However, the number of variables is sufficiently 

large that determining the contribution to brain shift of any one is not possible. As such, it was 

decided that this study would focus on positional brain shift, which results from reorientation of 

the head alone.   

To develop a successful computational model of this phenomenon, an understanding of the 

theoretical basis of modelling and previous implementations was required. To address this, the 

following chapter consists of four main areas: 

• The theoretical basis of continuum mechanics. 

• Constitutive modelling of the soft tissues of the head. 

• Previous applications and methods in head modelling. 

• The theorical basis of material sensitivity analysis. 

Many groups in the past have proposed new constitutive models of the brain (10) capturing the 

material response of increasingly complex loading regimes. Others have focussed on finite 

element (FE) algorithms themselves, to make more computational efficient processes (96). Whilst 

implementation of these methods is critical, the work presented here was not intended to advance 

these aspects directly, but instead to utilise what is accepted to be the state-of-the-art in this 

regard.  

With the intention instead to develop a FE model of PBS, this section was intended to examine 

previous attempts at this. To the best of the author’s knowledge, no such studies exist in the 

literature. Within any FE analysis, the stress/strain response of the body in question is a function 

of the geometry, material properties and boundary conditions. In the case of PBS, the boundary 

conditions are relatively simple, as structures of the intracranial cavity are only subjected to load 

arising from gravity.  As such, accurate results in this case are dependent on the material 

properties of the intracranial structures and their geometric representations. Given this novel 

application, the material parameters and geometric representations used in adjacent fields were 

considered. In this section, these aspects are examined more closely.  

It will be shown that the literature provides many estimates for some material parameters, but 

for others, such as the bulk modulus of the brain, there is little consensus. The same can be said 

for the meninges, where this stiffness of the PAC is often cited to one ex-vivo mechanical test 

(97). Geometrically, the brain-skull interface is equally important; however, there is still debate 

about how best to represent it. State-of-the-art implementations involve spring representations 
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of the arachnoid trabeculae and bridging veins. Although the impact of the material and 

geometric representations is highly sensitive to the specific application, these topics constitute a 

significant deficit in the body of knowledge.  

Continuum Mechanics 
This work employs the theory of continuum mechanics; the study of the mechanical behaviour 

of materials where it is considered that no spaces exists throughout the material body. Taking a 

continuum approach involves studying the material at a macroscopic level, using constitutive 

models to capture the general behaviour. Continuum mechanics has long been used in the study 

and characterisation of a wide range of materials; notably rubber and metals. The specialised 

study of soft tissues involves the implementation of traditional theory with a number of key 

adaptations and assumptions to capture complex material behaviour. A detailed account of the 

theoretical basis of continuum mechanics can be found in the book of Holzapfel (98). The 

following section offers a summary of the principles and quantities discussed in (98) and (99) 

providing relevant context to the present work.  

Material deformation 
Consider a body in 3D Euclidian space. The initial or reference configuration Ω0  undergoes 

deformation to a deformed or current configuration, Ω, over a given time, 𝑡. The location of any point 

within the reference configuration is described by the material coordinates, 𝑿. Likewise, the 

spatial coordinates of the current configuration are defined by 𝒙 . The deformation of the 

reference configuration to deformed configuration is described by the deformation map, 𝝌. In 

the interests of relevance for the analysis to come, this explanation will focus mainly on the 

material (Lagrangian) reference frame.  
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Figure 16 – Schematic representation of the deformation field. 

The displacement field 𝒖 describes the relation of the spatial and material coordinates with 

respect to time, such that:  

For further analysis, we must not only consider the displacement of a single point, but also those 

immediately around it. To do this, we take the derivative of each component of the deformed 

vector with respect to the initial reference vector. This quantity contains nine components and is 

known as the deformation gradient tensor, 𝑭.  This is most easily visualised in tensor notation 

where:  

At a given time step, Equation 1 can be simplified such that: 

and as such: 

𝒖(𝒙, 𝑡) = 𝒙(𝑿, 𝑡) − 𝑿 1 
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where 𝑰 is the identity matrix. In cases where there is rigid body displacement, all particles move 

by an identical distance and direction over time, therefore being independent of 𝑿, such that 𝑭 =

𝑰. From the deformation gradient tensor we can define a number of useful quantities, which 

describe the process of deformation. To do this we must first decompose 𝑭 into components of 

pure stretch and pure rotation. Within the reference configuration this is termed the right polar 

decomposition and is defined such that: 

where 𝑹  is the rotational tensor and 𝑼  is the right stretch tensor. The right stretch tensor 

measures local stretching or contraction along orthogonal eigenvectors in the material 

configuration. The rotational tensor captures the change in local orientation. As such, in rigid 

body rotation 𝑭 = 𝑹 and conversely in pure stretch 𝑭 = 𝑼.  

The right Cauchy-Green tensor 𝑪 is now introduced and defined such that:  

where 𝑪 is a positive, symmetric tensor. In the derivation of Equation 6 through manipulation 

of Equation 5, it can be shown that 𝑹𝑇𝑹 = 𝑰. As such, rotational components are removed from 

right Cauchy-Green tensor, which becomes important in the calculation of strain within the 

material coordinates moving forward. 

Volume change as a result of deformation equates to the product of the orthogonal components 

of the deformation gradient tensor, otherwise defined as  𝑱 = 𝑑𝑒𝑡𝑭 . When considering 

compressible materials, both volumetric and deviatoric components of the deformation gradient 

must be considered. The deviatoric deformation gradient �̃� represents pure shape change in the 

body. By definition, it must satisfy Equation 7: 

In order to satisfy this, �̃� is calculated using Equation 8: 

The deviatoric right Cauchy-Green tensor, �̃� is defined similarly to Equation 6: 

The symmetric, second order, Green-Lagrange strain tensor is defined as:  

𝑭 = 𝑹𝑼 
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Such a definition evaluates strain, removing components of rotation and rigid body displacement. 

It is noted that similar quantities can be defined in the spatial form. Material and spatial measures 

remain approximately equivalent at small strains.  

The internal forces within the body are expressed through the quantity of stress. The Cauchy 

traction vector 𝒕 is defined as the force per unit area acting along the normal 𝒏, for every 

infinitesimal surface within the body. The similar first Piola-Kirchoff traction vector 𝑻 is defined 

in the reference configuration (with 𝑵 , the corresponding normal vector). Cauchy’s stress 

theorem proposes the existence of unique second-order tensor fields 𝝈 and 𝑷, such that: 

Where 𝝈 and 𝑷 are the Cauchy stress and first Piola-Kirchoff stress tensors respectively. These 

tensors are further defined as: 

The Cauchy stress can be decomposed into deviatoric and hydrostatic components. The 

hydrostatic stress is defined as: 

and is equal and opposite to the pressure, p. As such, the deviatoric stress of the Cauchy stress 

tensor �̃� is defined: 

As such, it holds that 𝑡𝑟 �̃� = 0.  

Hyperelasticity 
Hyperelastic (Green elastic) materials have a Helmholtz free energy function 𝜓 defined per unit 

volume. The Helmholtz free energy is a thermodynamic measure of the energy within a closed 

system such that: 

Where 𝑈 is the internal energy, 𝑇 is the temperature of the surrounding environment and 𝑆 is 

the entropy within the system. The internal energy is taken as the total energy within system at 

𝑬 =
1

2
(𝑪 − 𝑰) 

10 

 

𝒕 = 𝝈 ∙ 𝒏 11 

 

𝑻 = 𝑷 ∙ 𝑵 12 

 

𝝈 = 𝐽−1𝑷𝑻𝑇 13 

 

𝑷 = 𝑱𝝈𝑭−𝑇 14 

 

𝝈ℎ𝑦𝑑 = −
1

3
𝑡𝑟 (𝝈) 

15 

 

�̃� = 𝝈 − 𝝈ℎ𝑦𝑑 = 𝝈 − 𝑝𝑰 16 

 

𝜓 = 𝑈 − 𝑇𝑆 17 

 



43 
 

constant temperature and volume. The Helmholtz energy therefore describes the energy required 

to create the system when the product of temperature and surrounding entropy is also taken into 

account.  

In general, rubber-like solids and soft tissues dissipate energy through loading and un-loading, 

such that the stress-strain curve does not follow the same path. Figure 17 demonstrates this 

phenomenon, known as the Mullins effect (100). 

 

Figure 17 – Example of a stress/strain plot depicting a region of energy loss as described by the 
Mullins effect.  

It can be defined that the Helmholtz free energy is a function of a given strain tensor, such as 𝑭 

alone. When 𝜓 = 𝜓(𝑭), it is termed the strain energy density function.  In such cases where 

work done by stresses in the material are path independent, the material is termed hyperelastic. 

Whilst hyperelasticity is theoretically impossible, it is a necessary assumption for much real-world 

material characterisation. The assumption of hyperelasticity and fitting of a strain energy function 

to experimental data is the basic premise of constitutive modelling of soft tissues.  

Material isotropy exists when constitutive behaviour is independent of the material axis. Truly 

isotropic biological materials rarely exist. However, this assumption is often necessary, or at least 

convenient. In such cases 𝜓 is simply a function of the invariants of 𝑪: 

where the invariants themselves are: 

When it is given that 𝜓1 =
𝜕𝜓

𝜕𝐼1
,  𝜓2 =

𝜕𝜓

𝜕𝐼2
  and  𝜓3 =

𝜕𝜓

𝜕𝐼3
, the second Piola-Kirchoff stress, 𝑺, 

can be evaluated as:  
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and the Cauchy stress can now be derived in terms of the defined strain energy function and the 

deformation dependant invariants of 𝑪:  

In practical terms, we can consider that many soft tissues are comprised of water-based fluid held 

within a solid scaffold. At the stresses seen in soft tissue modelling, it is generally accepted that 

the fluid phase can be considered incompressible. This incompressibility, or near-

incompressibility is often inferred onto the entire tissue. In true incompressibility 𝐽 = 1 and there 

would be no energy change resulting from volume change. Instead, near-incompressibility is 

often assumed and the hyperelastic constitutive equation can be rewritten with the distortional 

and volumetric energy components: 

Here �̃�, the deviatoric strain energy density function, is derived from the deviatoric right Cauchy-

Green tensor �̃� = 𝜓(�̃�). Different formulations of the volumetric energy component 𝑈(𝐽) are 

defined by different authors and hence used in different finite element implementations. One 

such example (101) defines: 

where 𝑘 is a material parameter of compressibility; the bulk modulus. With the pressure, p given 

as:  

The second Piola-Kirchoff stress can be reformed as Equation 27: 

incorporating the discussed distortional and volumetric components.  

Constitutive Modelling 
Constitutive modelling is the mathematical description of a materials stress strain response, using 

a parameterised representation of the strain energy function given in Equation 18. Incorporation 

of constitutive models in FE software allows for the analysis of non-linear materials in complex 

geometries and loading regimes. The constitutive models used for soft tissues today, were first 

developed for the study of soft rubbers, as both derived non-linear elasticity from long chain 

molecules with notable works coming from Treloar (102-104). Since then, the development of 

new models capable of capturing the behaviour of a wide range of soft tissues has been the focus 

of much work.  

𝝈 =
2

𝐽
{(𝜓1 + 𝐼1𝜓2 + 𝐼2𝜓3))𝑪 − (𝜓2 + 𝐼1𝜓3)𝑪

2} +
1

𝐽
𝜓3𝑪
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The neo-Hookean model proposed by Treloar (103) is one of the simplest and most commonly 

used examples. Not considering the volumetric component, the neo-Hookean strain energy 

function is given as: 

Where 𝐼1  is as defined in Equation 19 and 𝐶10  is a material constant to be determined 

experimentally. Generally, more highly parameterised equations allow for better fit to 

experimental data. As such, the neo-Hookean model often struggles to describe complex material 

behaviour at large strains. This section will introduce the experimental characterisation of relevant 

soft tissues and the popular constitutive models used to describe their behaviour in the context 

of brain shift. 

Brain 
The complexity of the brain makes it one of the most interesting and challenging organs to 

mechanically characterise. Many decades of study have led to the current description of brain 

mechanics, consisting of solid, fluid, electrochemical and electromechanical components (25). 

Each of these components may certainly play a role in any mechanical analysis; however, it is 

accepted that with the complexity of current constitutive models, material properties found in 

one loading condition may not necessarily replicate the material response in another (25). As 

such, one must carefully consider the suitability of a constitutive model to the specific application 

(10).  

At high strain rates, relative brain/skull movement can be analogised as a mass tethered by springs 

to a rigid container (105). Biological tissues can exhibit equivalency between short-time biphasic 

and incompressible material responses (106). As a result, highly-incompressible or volume 

preserving material formulations for the brain are often used (107-109). However, the viscous 

nature of brain tissue exhibits pronounced strain rate dependency (110-112) which must still be 

accounted for. On the contrary, slower rate scenarios often consider Biot’s theory of 

consolidation in their representation of brain tissue; analogised as a fluid-soaked sponge, where 

loading drains fluid from the underlying material matrix over time (113, 114). A poroelastic 

material model is often used to capture the time dependency of this process. Each case adds 

complexity to the mathematical representation and requires identification of additional material 

properties (114).  

The point at which the predominant mechanism changes from viscoelasticity to poroelasticity is 

by no means fixed and is highly dependent on many factors. Figure 18 gives a broad indication 

of typical strain rates seen in various brain interactions. 

𝜓 = 𝐶10(𝐼1 − 3) 28 
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Figure 18 – Above axis – strain rates reported in a range of real-world impact/blast scenarios. 
Below axis – strain rates used in the mechanical characterisation of brain tissue in some of the 

most commonly cited studies. 

As a general rule, low and high strain rates in the order of magnitude shown are best represented 

by porohyperelastic and viscohyperelastic formulations respectively (110, 115). Neurosurgical 

applications fall into an interesting middle ground where both methods are often used (108, 113) 

and there is evidence to suggest some scenarios are insensitive to constitutive model choice 

altogether (9).  

Constitutive models  

A number of constitutive models have been developed over the years each with a unique area of 

application. A comprehensive review by de Rooij and Kuhl (10) offers more detail for the 

interested reader. In studying the literature, it becomes apparent that the majority of groups use 

the Ogden (116) hyperelastic model, adding or altering to it to capture particular behaviour (11, 

110, 112, 115, 117-121). With such clear adoption within the community and direct evidence to 

support the use of the Ogden model over others, such as neo-Hookean, Mooney-Rivlin, Fung 

and Gent (118), it seems an appropriate choice for this work.  

In the generalised Ogden model (116) given in Equation 29, 𝛼𝑖 represents the “strain-magnitude 

sensitive nonlinear characteristics of the tissue” (119).   
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In a typical one-term reformulation (112, 119) where 𝑁 = 1 and 𝛼 = 𝛼1 , the classical shear 

modulus 𝜇 is defined: 

and Equation 29 is modified to take a new form: 

More complex versions of up to eight terms have been implemented (11, 118), but this one term 

model is simple to implement and has been shown to yield acceptable results (119), particularly 

with small strains (116).  

Viscoelasticity  

If the relaxation response induced by viscoelastic effects are to be considered, one typical 

approach is to scale the time dependant shear modulus 𝜇(𝑡) using a Prony series:  

where 𝜇0  is the initial shear modulus, and 𝜏𝑘  and 𝑔𝑘  are the experimentally determinable 

relaxation time and coefficient respectively (110). Inclusion of Equation 32 in Equation 31 leads 

to the new form: 

The time-dependacy of the tissue can be assessed using a stress relaxation test; a technique that 

has been employed for many years (117). In such tests, significant stress relaxation is seen even 

with moderate strains. Budday et al. (119) reported stress relaxation of up to 80% within 5 

minutes. More importantly, the exponential decay, as can be seen in Figure 19 and captured 

within Equation 33, suggests whether these effects should be considered within the modelling 

scenario of interest. Note that Equation 33 converges with the time-independent response of 

Equation 31 as 𝑡 tends to infinity.  

𝜇 =
𝜇1𝛼
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Figure 19 – Average stress relaxation behaviour obtained from cortex (C), basal ganglia (BG), 
corona radiata (CR) and corpus callosum (CC) samples of human brain tissue with shear strain 

of 0.2. Reproduced from (119). 

On this basis it can be assumed that the viscous response occurs over a sufficiently short timescale 

to be insignificant in the case of PBS (122). Whilst the viscoelastic formulation is popular, it is 

not implemented in this work.  

Poroelasticity and consolidation  

In other areas of engineering, particularly soil mechanics, the mechanical response to load is 

derived from the squeezing of fluid from an elastic porous medium. This general theory of three-

dimensional consolidation is described by Biot (123) with notable contribution from Terzaghi 

(25, 124) who offered a simplified one term consolidation coefficient. This coefficient 𝐶𝑣  is 

defined such that 𝐶𝑣 =
𝑘𝑀

𝛾𝑤
, where, in this case 𝑘 is the permeability (not to be confused with bulk 

modulus), 𝑀 is the oedometric coefficient and 𝛾𝑤 is the specific weight of the fluid phase (115). 

The link to brain tissue was first made by Hakim (125) in the study of hydrocephalus; work most 

notably built upon by Franceschini et al. (115). Figure 20 is an example of oedometric testing 

data obtained by Franceschini et al. on human brain tissue.  
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Figure 20 – Comparison of experimental data to optimised theoretical prediction, obtained 
through oedometric testing of cylindrical brain samples. Reproduced from (115). 

In this experiment, cylindrical tissue samples were subjected to uniaxial loading with free-flowing 

top and bottom surfaces. In this case, the sample reached equilibrium in approximately 100 

minutes, however this value is highly sensitive to sample thickness. This study is arguably most 

notable for providing the first direct evidence that brain tissue obeys consolidation theory; 

however, they report a number of key findings equally pertinent to the current study, namely: 

• The solid (drained) phase of brain tissue exhibits low compressibility with an equivalent 

Poisson’s ratio of approximately 0.496. 

• Full consolidation was achieved with axial strains in the order of 3%.  

• The solid phase of brain tissue is likely to exhibit viscous properties, but consolidation 

is primary mechanism of delayed volumetric deformation. 

• Consolidation is the dominant mechanical process when high mean stresses are applied 

over time but offers a “correction” to single phase theory when considering large 

deviatoric deformations.  

The ultimate implication is that some volumetric compression of brain tissue is possible through 

the redistribution of fluid. Consolidation theory has been applied to neurosurgical finite element 

models in the past with positive effects (126), suggesting that the effects are relevant in a 

neurosurgical time scale. However, capturing the time dependant response requires consideration 

of hydraulic conductivity and associated adaptations to the constitutive relations.  

In general, studies aimed at material characterisation and constitutive modelling assume brain 

tissue to be incompressible and define this mathematically (118, 119). In FE analysis, 

incompressibility is not enforced mathematically and the volumetric material response is 
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described using the bulk modulus or Poisson’s ratio (𝜈). The bulk modulus is defined as the rate 

of volume metric change under a given pressure change, ∆𝑝, such that:  

where 𝑉 is the volume of material being considered (127). With linear elasticity or small strains, 

the bulk modulus and Poisson’s ratio can be related according to Equation 35: 

where 𝜇 is the shear modulus (128). These relations offer rough approximation for non-linear 

responses at small strains.   

When considering PBS, the transient state between load and equilibrium is unimportant as the 

process has now been shown to occur over a short time scale (122). As such, apparent 

compressibility associated with fluid redistribution can be captured within a single-phase material 

by defining a suitable bulk modulus. Whilst almost every FE study will report the bulk modulus 

used, these often vary wildly with little evidence (129). It is likely that this stems from an 

assumption that the value of bulk modulus used will have a limited impact on results. With this 

in mind, reporting the commonly used values is somewhat meaningless, though for completeness, 

an in depth review of the literature in (130) reports values for the Poisson’s ratio to be 0.4 ≤ 𝜈 ≤ 

0.495. 

Table 3-1 details the few identified experimental studies which have offered values for the bulk 

modulus or Poisson’s ratio. Each involved direct testing and measurement in-vivo, or used ex-

vivo tissue.  
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∆𝑉
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Table 3-1 – Values of bulk modulus or Poisson’s ratio in the literature derived from 
experimentation.  

Bulk modulus 

/kPa 

Poisson’s 

ratio 

Comments Source 

37.8 − 46.3 - • Dog 

• In vivo 

• Based on pressure change with tilting 

• Concerns contents of ‘dural sac’ 

• Value decreased with increasing age 

Flexner et al. 

1932 (131) 

38.4 ± 7.9 - • Cat 

• In vivo 

• Based on induced hydrocephalus 

• Approx. 30 min timescale 

Sahar et al. 

1969 (127) 

- ~0.4 • Calculated based on the bulk modulus 

given by Sahar et al. (127)  

Tenti et al. 

1999  (132) 

- 0.496 • ‘Drained’ Poisson’s ratio 

• Human  

• Post-mortem  

• Based on oedometric testing  

Franceschini 

et al. 2006 

(115) 

The value reported by Franceschini et al. is notably higher than the others. One possible 

explanation for this, is that it seems Flexner et al. and Sahar et al. considered an increase in 

ventricular volume to be equivalent to decrease in brain volume. In reality, redistribution of fluid 

from the cerebral vasculature or subarachnoid space may have been the cause of this. Regardless, 

these values offer a good starting point for further investigation.  

Reported Ogden parameters 

Characterisation of the brain is still far from complete. There is debate in the literature about the 

effect of age, regional property variation as well local anisotropy (119). Whilst it is certainly safe 

to assume the brain is not one isotropic, homogenous mass, the impact of this variation is again 

likely to vary with the specifics of each case. With such disagreement yet unresolved, these aspects 

were deemed to fall outside of the scope of this project and were left for future investigation. It 

is important to consider some of the previous reported material parameters. Table 3-2 highlights 

mechanical characterisation and constitutive modelling using the forms presented in Equations 

31 and 33 as a point of comparison.  
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Table 3-2 – Material parameters obtained for mechanical testing reported in the literature. 
*Values reported for simultaneous fit of all loading conditions.  

𝜇 /𝑃𝑎 𝛼 𝜏𝑘  /𝑠   𝑔𝑘 Species  Source 

842 −4.7 0.5 0.450 Porcine Miller and Chinzei 

2002 (112) 50 0.365 

296 0.0323 2.40 0.335 Human Prange and 

Margulies 2002 

(117) 

0.146 0.461 

350 − 1,430 −25.3 − −19.0 − − Human Budday et al. 2017 

(119)* 

Other groups using different consitutive models or higher order Ogden models have found 

similar results. Considering the expected high variation, the intial shear modulus of adult human 

brain tissue is likely to be in the order of 1 kPa (119). 

Pia-arachnoid complex (PAC) 
Compared to the brain itself, the PAC has received relatively little attention in the literature. In 

the context of this research, the arachnoid mater is considered to be bonded to the dura mater, 

with the stiffness of the dura mater alone being approximately equivalent to the two structures 

combined. This leaves the subarachnoid space-spanning arachnoid trabeculae (97), bridging veins 

(18) and cranial pia mater.  

Arachnoid trabeculae 

The PAC is thought to play an important role in brain mechanics, especially in impact scenarios 

(133). Mechanical testing of the PAC is almost exclusive to a series by Jin et al. (60, 97, 134, 135) 

where in-plane tension, shear and out-of-plane tension loading were investigated. Stiffness of the 

PAC was found to be highly sensitive to strain rate, with clear structural anisotropy.  

Table 3-3 – Mechanical properties of the bovine PAC as presented in (97). 

 In-plane tension Traction [out-of-plane] Shear 

Modulus 6-40 MPa 61-148 kPa 11-22 kPa 

Ultimate stress  1-4 MPa 21-126 kPa 9-22 kPa 

Ultimate strain 0.21 0.35-0.93 1.5-1.8 

In the final paper (97), a non-linear viscoelastic constitutive model was developed, capturing the 

unusual behaviour of zero compressive stiffness. However, direct implementation of this model 

is limited by it being unavailable in finite element software and by the use of solid elements 

eliminating the potential to define a fluid-filled subarachnoid space.  

Indirect methods have also been implemented to determine PAC stiffness. Mazumder et al. (136) 

introduced an L-shaped indenter through a hole in the decapitated head of a sheep, measuring 

the force and displacement with X-ray. A corresponding FE model was developed where the 
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PAC was modelled with numerous individual springs. Inverse modelling found agreement of the 

data sources with a PAC spring stiffness density of 11.45 N/mm/mm². 

A study by Zhang et al. (137) is often referred to as reporting a Young’s modulus of 21.5 MPa 

for the arachnoid trabeculae (138, 139); however, upon reading the paper it appears this is likely 

referring to vasculature, as the trabeculae are not discussed.  

Bridging veins 

For its size, the brain receives a considerable volume of blood, accounting for 15-20% of cardiac 

output (140). Supporting this level of perfusion requires a complex network of veins and arteries. 

The cerebral cortex is drained of blood by bridging veins, which emerge from the cortical tissue, 

pass through the subarachnoid space, emptying into the major sinuses (18). In passing through 

multiple structures, the bridging veins are immobile and as such present a risk for subdural 

haemorrhage in cases of head trauma (141). It is in this context that they have received the most 

study (18). Numerous constitutive models have been proposed to study bridging veins. Using 

linear theory, the Young’s modulus has been reported to be in the order of 6-30 MPa (18). In the 

present study, rupture of the bridging vessels was not under investigation. They were assumed to 

contribute to the tensile stiffness of the PAC layer and as such were not considered alone.  

Pia mater 

Within the theme of spinal cord injury, the pia mater has received some attention (142), and has 

been shown to significantly contribute to the elastic and viscous response of the entire construct. 

Whilst it is understood that the pia mater is likely to exhibit non-linear behaviour (143), it is 

expected that strains will be small, and a linear elastic representation sufficient. Table 3-4 details 

the limited information available from which a range of variation was determined.  

Table 3-4 – Stiffness values for the cranial pia mater in the literature.  

Region Modulus 

(E) /MPa 

Thickness 

/µm 

Comments Source 

Pia and 

arachnoid 

6-40 Unclear Bovine PAC, in-plane tension. (134) in 

(97) 

Pia 1.8 15 Bovine cranial pia mater – approx. 

tangent modulus at 2.5%, assuming 

thickness of 15 µm – this is unstated in 

the article. 

(143) 

Pia 1.1 400 Unclear where values are derived from. (144) 

Dura mater  
The dura mater lines the inside surface of the skull and forms the great folds of the dural septa. 

It encapsulates cerebrospinal fluid and provides important protection and support for the 

underlying brain (14). With this critical mechanical role, accurate representation of the dura mater 
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is necessary for improved computational modelling of both head impact (14) and neurosurgical 

brain shift (145).  

1970 saw the initial attempts to mechanically characterise the dura (146, 147), in particular 

demonstrating a viscoelastic behaviour. The ultimate tensile strength (UTS) is not particularly 

relevant to most modelling works and can be affected by factors such as patient age, storage 

media and time post-mortem (148, 149). UTS is reported to be in the region of 3-13 MPa at  

13-32 % strains (149-152) in tests studying dura mater for use as allografts or prosthetic valves.   

With the advent of new modelling methods, characterising stiffness has become the primary area 

of interest. The stress strain behaviour is directly related to the thickness of the sample and intra-

sample variation in thickness cannot be accounted for. In (14), average thickness was found to 

be 1.05 ± 0.22 mm; in line with previous studies. However, it is established that dural thickness 

varies considerably by region and probably with age, in this case with a range of 0.53 – 1.88 mm. 

Galford and McElhaney (147) suggested that a linear viscoelastic model was sufficient to capture 

the behaviour of the dura mater. Linear elastic material models have since proven popular (153), 

but parameters are often estimated from previous publications. A Young’s modulus of 31.5 MPa 

and Poisson’s ratio of 0.45 is frequently used in linear elastic representations (14), although 

maximum tangent moduli have been reported anywhere from approximately 20-190MPa (151), 

highlighting the importance of using a more complex constitutive model if one expects high 

strains.   

One recent and comprehensive work by De Kegel et al. (14) studied the more applicable case of 

biaxial tension. In brief, 5 human cadavers yielded a total of 53 10x10 mm test samples across 

the dura mater of the cranial vault. The samples were mounted in a biaxial testing device Figure 

21 by means of BioRakes on each side.  

 

Figure 21 – Example of experimental set-up, demonstrating the use of BioRakes and the 

dimension 𝒅𝒊𝒊 used to calculate the undeformed area. Image reproduced from (14). 
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Material incompressibility was assumed for constitutive modelling. Neo-Hookean (NH), one 

term Ogden and Gasser-Ogden-Holtzapfel (GOH) constitutive models were fitted to the data 

by comparing forces calculated using the strain energy density function of each to the output of 

the mechanical testing. A reduced version of the GOH model assuming isotropy within the 

imbedded fibre families was also considered.  

On balance it appears safe to consider the dura mater to be isotropic across a large sample (14, 

149, 152); however, anisotropic fibre distribution can be found if the sample size is relatively 

small (151). De Kegel et al. showed a highly non-linear stress-strain response even at low strains, 

with a large amount of inter and intra specimen variability. No location or subject dependency 

could be shown.  

It is difficult to apply individually determined parameters to an FE representation as non-linear 

parameters cannot simply be averaged. From (14) it is also clear that one parameter set will not 

adequately describe the stress-strain response of all human subjects. The GOH model was shown 

to be optimum, although this comes with increased computational cost. This cost must be 

considered against the predicted improvement in the accuracy in a simulation result when using 

‘better’ constitutive representation.  

Using the results presented in (14), an equivalent Young’s modulus of approximate 1 MPa was 

calculated. On this basis, it can be said for certain that the modulus of dura mater is many orders 

of magnitude higher than that of the brain at any realistic strain.  Considering the case of PBS, 

the weight of intracranial tissues in the prone and supine positions act in a direction where the 

dural septa are most geometrically stiff. It is possible that the strains in the dural septa in this 

loading are so small that differences between material representations are negligible. This was 

investigated before full parametric testing.  

Finite Element Modelling 
Finite element analysis (FEA) is a tried and tested method used in a wide range of engineering 

scenarios, allowing for the analysis of complex, multi-material structures without the need for 

mechanical testing. The geometry concerned is divided into numerous elements known as a mesh. 

Mesh optimisation is important in FEA and numerous software packages exist to aid with this. 

With the material properties and loading conditions defined, stress, strains and displacements are 

then calculated throughout the mesh.  

FEBio is an implicit, non-linear finite element solver specifically designed to enable 

biomechanical simulations. It contains a wide range of constitutive models typically used for soft 

tissues. When mechanically characterising soft tissues, incompressibility is often defined 

mathematically. In FE implementation, constitutive models have ‘coupled’ and ‘uncoupled’ 

formulations, used in the modelling of compressible and nearly-incompressible materials, 
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respectively. For example, the strain energy density function 𝜓 of the ‘nearly-incompressible’ 

hyperelastic Ogden material as found in FEBio is ‘uncoupled’, as it contains separate volumetric 

and deviation components. It takes the form shown in Equation 36: 

𝜓 = ∑
𝑐𝑖

𝑚𝑖
2

𝑁

𝑖=1

(�̃�1
𝑚𝑖 + �̃�2

𝑚𝑖 + �̃�3
𝑚𝑖 − 3) + 𝑈(𝐽) 

36 

Where �̃�𝑘  (𝑘  = 1,2,3) are the deviatoric stretch components, 𝑐𝑖  is an instantaneous stiffness 

coefficient and 𝑚𝑖 the exponential stiffening coefficient, each with up to 6 terms. Compared to 

classic linear theory with a one term model (𝑖  = 1), the FEBio representation defines that  

𝑐1 = 2𝜇, where 𝜇 is the shear modulus (at small strains). 𝑈(𝐽) is the volumetric component 

defined in Equation 25.  

A comment on the bulk modulus  

The parameter 𝑘 is normally used as a penalty factor to enforce the incompressibility constraint; 

however, in compressible, hyperelastic materials it can represent a true material parameter. As a 

rule of thumb, when the bulk modulus is not known, it is estimated at approximately 100-1000 

times the shear stiffness defined in the model. In fact, validity of such an uncoupled formulation 

is only thought to remain when a near-isochoric response results from the simulation concerned. 

On a practical front, enforced volume preservation is not always possible due to convergence 

issues in the solver.  

Existing models of the head and brain  
Computational modelling of the head is common in the literature across a broad range of themes. 

These include but are not limited to: 

• Neurosurgery 

o Craniotomy and tumour resection (113, 145, 154-156) 

o Stereotactic procedures (59, 92, 157, 158) 

o Infusion (159) 

• Impacts  

o Crashes (137, 160) 

o Blast (129) 

o Sports (7, 8, 109, 161) 

• Understanding pathological conditions 

o Normal pressure hydrocephalus (162, 163) 

o Plagiocephaly (164) 

A computational model that perfectly captured all geometry and material properties of the head, 

would in theory be able to model any loading scenario. Currently we, as a collective, are some 

way off this. Material properties, in particular, are often only applicable to the set of boundary 
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conditions in which they were derived. To the best of the author’s knowledge, there is currently 

no computation model specifically designed to study PBS. With this in mind, we offer a brief 

review into methods used in adjacent modelling scenarios, with the hope of identifying modelling 

techniques which are equally relevant to the present. 

High strain rate models 

High strain rate injury is probably the oldest implementation of FE head modelling and given the 

applicability to the whole population, remains immensely popular. As such, the area is a subject 

of frequent review (107, 165, 166). Several FE models are the product of many years of 

development. For example, the well-known Kungliga Tekniska Hogskolan (KTH) model shown 

in Figure 22, was first presented in 2002 (7). Since then, improvements have included the addition 

of anisotropy within the brain (167) and most recently fluid structure-interactions (FSI) between 

the brain and cerebrospinal fluid (168). Whilst the load rate is very different to the case of PBS, 

this area of modelling is probably most similar, as it still concerns the intact cranium and no loss 

of CSF.  

 

Figure 22 – The KTH model geometry as presented in (161). 

With increasing computational power, geometric biofidelity of models is improving greatly. 

Automated geometry generation methods are able to create FE meshes containing millions of 

elements (109, 160, 169). This improved geometry has led directly to some key findings, such as 

the involvement of the sulci in chronic traumatic encephalopathy (109). However, without 

appropriate smoothing, jagged edges can lead to numerical artefacts (169).  



58 
 

 

 

Figure 23 – Examples of the high biofidelity finite element models for traumatic brain injury 
used in (109, 160) [top] and (169) [bottom]. 

One of the main risks with significant head impact is subdural haemorrhage, commonly caused 

by the rupture of bridging veins. As such, the bridging veins are a key component of many head 

impact finite element models (18). In some cases they are defined with no mechanical stiffness 

and only strain is assessed (170). More commonly they are defined as springs or beam elements 

with linear elastic stiffness (7, 161, 171, 172).  An example of this linear representation can be 

seen in Figure 24 below.  
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Figure 24 – Representation of the bridging vein pairs by means of spring elements with linear 
elastic stiffness (171). Reproduced from (18) for improved clarity. 

More recently, Migeuis et al. (173) used a more realistic geometry and damage model to 

investigate the rupture of bridging veins. Vessels were defined with linear elastic properties and 

a plastic representation to capture vessel failure. In this case, these improvements led to more 

accurate prediction of kinematic parameters involved in vessel tearing.  

 

Figure 25 – The finite element representation of the cranial sinuses and selected bridging veins, 
reproduced from (173), showing greatly improved biofidelity. 

Even in some of the latest models, such as the Yet Another Head Model (YEAHM) (174) from 

which Figure 25 was based, there are still some significant simplifications and debate in the 

literature. Foremost of these is the PAC (133, 153), often referred to as the brain-skull interface.  

There are a number of methods used in modelling this region (153):  

1. Tied contact between the brain surface and skull (175). 

2. Brain/skull sliding with a coefficient of friction of 0.2 (or similar) (171). 
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3. Brain/skull free sliding (176). 

4. Connection of brain and skull surface nodes with two-dimensional connectors/springs 

(136, 153). 

5. High bulk modulus/low shear stiffness solid element representation of CSF/PAC 

combined (7, 161, 167, 172, 174, 177). 

6. Various combinations of the above. 

In general, the CSF layer is well recognised to be important and most approaches use solid 

elements with varying degrees of sliding allowed between the CSF region and the skull. Some 

studies have compared these methods directly. Coats et al. (153) modelled five contact conditions 

separately: conditions 1, 2, 3 and 4 (with vasculature) from the above list, and solid elements with 

fluid properties. Impact testing on immature piglets was undertaken to validate the FE models. 

Results showed the use of spring connectors or solid elements gave the greatest agreement with 

experimental data. Saboori et al. (138) compared soft solid, viscous fluid and porous elastic 

material representations of the subarachnoid space. The results of all three material 

representations were very similar, meaning one method was not advocated over any others. Most 

recently, Wang et al (178) considered four representations: 

1. The approach used in the THUMS model (179) where CSF, dura, arachnoid and pia are 

all modelled separately as solid elements. 

2. Rigid connection of the pia and skull through tied contacts. 

3. Frictionless sliding between the brain and skull. 

4. A cohesive layer between the brain and skull connected by spring elements. 

Once again, the original solid element representation was found to best match validation data. 

However, it is acknowledged that a better understanding of the cohesive material properties may 

improve the results.  

Multiscale models are the next logical step in investigating the role of the PAC more closely. 

Zoghi-Moghadam et al. (180) calculated loads in head impact using separate global solid and 

global fluid models. These were then applied to a detailed local model (Figure 26 [right]) to assess 

the chance of vessel rupture. Scott et al. (133) assessed the local geometry of the PAC and also 

regional changes in volume fraction (VF) of solid components. Figure 26 [left] shows the result 

of random generation of chords (blue), narrow sheets (green), broad sheets (red) and combined 

sheets and vessels (grey). 
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Figure 26 – [left] Example of the randomly generated PAC geometry reproduced from (133) - 
[right] local model geometry reproduced from (180). 

This technique suggested significantly different cortical stress compared to a uniform 

representation of the PAC, with excellent regional prediction of haemorrhage. From these studies 

it can be concluded that on a global scale, a biofidelic representation of the PAC is essential for 

the continued improvement of computational models, although implementation is still 

challenging.  

Fluid structure-interactions  

One of the main limitations of many previous investigations of traumatic brain injury (TBI) has 

been the absence of FSI in the model (178). CSF has generally been modelled with 

incompressibility and low shear stiffness; crucially not considering potential fluid redistribution. 

Zhou et al. (168) developed the KTH model to overcome this problem, using a Lagrangian-

Eularian multi-material formulation to capture FSI. Firstly, the cortical boundary was defined as 

a void mesh, where CSF could flow under deformation. Then, in a two-step process, the 

Lagrangian deformation of the FE mesh was computed followed by transportation of element 

state variables to the reference frame. Bridging veins were included in the model, which was 

found to achieve improved validation performance on solid CSF representations. However, even 

with FSI considered, this is still an over-simplification of the brain-skull interface. A better 

solution would be a model which incorporates fluid CSF with FSI and the tethering arachnoid 

trabeculae together (168).  

Neurosurgery  

Computational modelling of neurosurgery is also prolific in the literature. Focus is mainly on the 

model-driven update of navigational neuroimages in craniotomy and tumour resection (156), 

where computational speed is the main concern (96, 181). As such, non-commercial 

computational software is often developed for this purpose, and used with significant geometric 

simplification. For example, some authors advocate the generation of FE models with a physical 

gap, no PAC and a sliding interface between the brain and skull (108). Craniotomy causes the 

loss of large volumes of CSF with subsequent displacements in the order of 10 mm (182). This 

method may be acceptable in such cases; however, in PBS this is not likely to be the case.  
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Loading of other neurosurgical models is somewhat unique in that it is often displacement driven, 

with measurements taken from the cortical surface of the patient during surgery (9, 108, 183). In 

these cases, it is suggested that the displacements throughout the remaining domain are only 

weakly dependant on the mechanical properties (9, 184). However, this property is 

mathematically driven and again is almost certainly not applicable in PBS.  

Some studies have investigated brain shift in the context of stereotactic neurosurgery (59, 92, 

157, 158, 185). In the initial works, it was considered that CSF loss was both unavoidable and 

unpredictable. Instead, the authors employed worse case boundary conditions to generate a risk 

volume that must be avoided to ensure safe insertion of the electrode. Subsequent focus turned 

to automation of this process and intra-operative registration of the computational model to a 

deformed image. These works utilised a physics-based approach, in which the loss in CSF was 

accounted for by a reduction in force applied directly to the surface of brain itself, calculated as 

a function of the fluid head above each point. Fixation of the brain stem, and a non-penetrating 

contact algorithm between the brain and skull/falx cerebri contained the brain within the 

intracranial cavity when equilibrium was lost. Whilst potentially improving surgical safety, these 

works do not address PBS directly. 

Material Sensitivity Analysis 
One of the primary points of interest in this work is to understand the impact of material 

parameter variation on PBS. This is done with two outputs in mind: 

1. To determine material properties for each of the human data sets. 

2. To determine the sensitivity of PBS to property change; in other words to show which 

material properties most influence the process.   

Investigating both thoroughly would require computing the model (in the context of this section, 

the simulation) in increments over the desired range for each parameter, as well as for every 

combination of parameters to capture joint effects. For a meaningful analysis this would require 

many thousands of simulations. This is completely unfeasible given the complexity and 

computational time.  

This section discusses the background theory and software used to overcome this problem, and 

the subsequent methodology which employed these techniques.  

Material sensitivity study: Theory 
The Guassian Emulation Machine for Sensitivity Analysis (GEM-SA) is software designed to 

tackle such problems. It is free to use for non-commercial purposes and can be found at 

www.tonyohagan.co.uk/academic/GEM. When using this software, an understanding of the 

theory from which it is based is useful, but a deep mathematical understanding is not necessary. 

As such, a basic account of the theory follows. This explanation is based predominantly on 
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publications of the software developers’ (186, 187) and the original theory of Bayes, first 

published in 1763 and republished in (188). 

Bayesian and frequentist statistics 

Bayesian methods are becoming increasingly vital in a wide range of statistical applications, the 

most relevant of these being the development of complex statistical models designed to simulate 

real-world systems. In order to understand the more complex statistical models one must first 

understand the underlying theory.  

Most people are familiar with the frequentist definition of probability. This considers probability 

as the frequency of a given outcome in an infinite number of trials. There is uncertainty in the 

result which stems from randomness or unpredictability. Although useful in some cases, this 

method is limited when considering one-off occurrences that are not repeatable. An example of 

such a one-off case could be an intrinsic material property of a given sample of soft tissue. In 

these cases, the uncertainty does not stem from randomness, but from a lack of knowledge about 

that sample. These distinct types of uncertainty are known as aleatory and epistemic respectively. 

The Bayesian statistical framework allows for quantification of all uncertainty, and hence gives 

potential for a more accurate mathematic representation of a process.  

Bayes’ theorem 

To understand the statistical basis of emulators we must first introduce some concepts of 

probability theory and in particular, Bayes’ theorem.  

Considering an event or proposition 𝐴, we denote the marginal probability of 𝐴 being true as 𝑃(𝐴). 

Introducing another proposition 𝐵, we denote the joint probability of both 𝐴 and 𝐵 being true as 

𝑃(𝐴 ∩ 𝐵). When the two events are independent, this is calculated as the product of 𝑃(𝐴) and 

𝑃(𝐵). As joint probability concerns the product of two marginal probabilities, it holds that 

𝑃(𝐴 ∩ 𝐵) =  𝑃(𝐵 ∩ 𝐴). This is not the case for conditional probability.  

The conditional probability can be defined as the probability one event occurring given that another 

already has.  This is written as 𝑃(𝐴|𝐵) and defined as: 

𝑃(𝐴|𝐵) =
𝑃(𝐴 ∩ 𝐵)

𝑃(𝐵)
 , 𝑖𝑓 𝑃(𝐵) ≠ 0 

If we also consider that: 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴|𝐵) ∙ 𝑃(𝐵) = 𝑃(𝐵|𝐴) ∙ 𝑃(𝐴) 

Bayes’ theorem can be derived to state: 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)

𝑃(𝐵)
𝑃(𝐴) , 𝑖𝑓 𝑃(𝐵) ≠ 0 
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Whilst simple, Bayes’ theorem can be powerful, particularly when considering the probabilities 𝐴 

and 𝐵 to be a hypothesis and an observation, respectively. 𝑃(𝐴) is termed the prior probability and 

now represents the probability of the hypothesis being true before the observation of evidence. 

The ‘informed’ output 𝑃(𝐴|𝐵) is termed the posterior probability. These are related by the likelihood 

ratio 
𝑃(𝐵|𝐴)

𝑃(𝐵)
 such that the posterior probability is the product of the prior probability and the 

likelihood ratio.  

Simulators and emulators 

The implementation of a mathematical model into a computer program results in what is known 

as a simulator. Simulators have two main subclassifications: deterministic simulators always 

produce the same output for a given input, whereas stochastic simulators involve a random-

number seed. Monte Carlo simulation methods are some of the most popular and easy to 

implement. A mathematical model of the process under consideration is first developed 

incorporating the necessary range of variables. This model is then computed many times, 

randomly selecting values for any uncertain variables at each step of the simulation. With enough 

data points, the outcomes can be plotted as a probability distribution curve. The probability 

distribution can then be used to find the likelihood of any deterministic outcome. 

To achieve a meaningful probability distribution, simulators must be computed many thousands 

of times. For complex models, the level of code runs required to yield accurate probability 

estimates may be prohibitive. Bayesian methods provide a solution to this problem in the form 

of statistical emulators. A meaningful emulator relies on two main properties of the function in 

question: 

1. There is a smooth relationship between inputs and outputs with no sharp changes.  

i.e. information about one point yields information about surrounding points.  

2. Output variation can be described by a small number of inputs, even if the simulator 

code has many.  

In cases where these conditions are satisfied and the output is deterministic, Bayesian methods 

can be employed and the outputs of a simulator can be modelled as an unknown function of 

inputs using a Gaussian process.  

Implementation in GEM-SA 

In the explanation of Bayes’ theorem we considered a simple case of two probabilities. Gaussian 

processes build on this theory to describe probabilistically the output of a function over an 

infinite range of input values. Suppose that the simulation output is a function of 𝑝 inputs such 

that 𝑦 = 𝑓(𝑥) , where 𝑥 = (𝑥1, … 𝑥𝑝) . In the context of this work, the function output 𝑦 

describes the deviation between FE data and human data over the defined range of values of a 

material parameter 𝑥.  



65 
 

Within the software, the prior expectation can either be linear such that 𝐸(𝑓(𝑥)) = 1 or a linear 

function of each of the inputs with unknown coefficients 𝛽, where: 

𝐸(𝑓(𝑥)) = 𝛽0 + 𝛽1𝑥1 + … + 𝛽𝑝𝑥𝑝  

The inaccuracy of this initial estimate is not consequential, as the processes iteratively adapts even 

in cases of nonlinearity.  

Covariance is a measure of the of correlation between sets of points. Recalling that in Gaussian 

processes, a smooth transition of inputs and outputs is required, a covariance function is applied 

to characterise this smoothness: 

𝐶𝑜𝑣(𝑓(𝑥), 𝑓(𝑥′)) = 𝜎2 ∏ exp{−𝑟𝑖(𝑥𝑖 − 𝑥𝑖
′)2}

𝑝

𝑖=1
 

Here, 𝑟𝑖  is a scaling parameter used to define function roughness. This roughness infers the 

expected rate of change of an output with distance from a known point, and therefore the 

probability distribution of outputs between points; this is assumed to be Gaussian. The key aspect 

to be noted here is that roughness is related to the distance between them, not their location. The 

parameter 𝜎2 determines the predicted variation around the response.  

The posterior distribution is found after training the emulator with observed outputs  

𝑑 = (𝑓(𝑠1),…𝑓(𝑠𝑁)) of the simulator at input points (𝑠1, … , 𝑠𝑁) . The emulator is fit by 

iterative estimation of the prior variables (𝛽, 𝜎2, 𝑟). Bayes theorem and the fitted emulator 

parameters are used to derive a Gaussian probability distribution of the all input points between 

the training data points. The mean of this probability distribution at any input describes the 

posterior mean function; the emulator approximation of the simulator code. By design this passes 

exactly through all known points, unless numerical error is known to exist in the training data 

(i.e. it is not deterministic).  

 

Figure 27 – Gaussian process regression plots, depicting the simulation code function (red 
dotted line), sparse observation indicating points at which the simulation had been computed 
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and the posterior distribution after considering the observations. Note the posterior function is 
the mean of the 95% prediction interval. The left figure depicts deterministic data whilst the 

right contains numerical error, or noisy data and as such has no regions with a variance of zero. 
Reproduced from (189). 

The example of Gaussian process posterior predictions in Figure 27, reproduced from the 

MathWorks documentation (189), demonstrates some of the key principles discussed. In regions 

where there is considerable linearity between observation points, the prediction has an extremely 

small confidence interval. In the perfect data set, the most significant deviation from the true 

value occurs in the region where 𝑥 > 8, due to the lack of observation points. This highlights the 

need for effective design of input distribution in simulator runs and leads onto the practical 

aspects of using GEM-SA.  

User considerations 

Appropriate space-filling input design is necessary for optimal emulator fitting. GEM-SA has two 

functions for this: the LP-tau algorithm and maximin Latin hypercube algorithm. The LP-tau 

method is preferred when the number of required computations is not known, as it sequentially 

fills space in the existing distribution with each iteration. The Latin hypercube method uniformly 

covers the input space with an iterative process that achieves the largest minimum distance 

between points.  

Quoting directly from (186), the GEM-SA emulator has the following outputs: 

“ 

• Prediction of the code output at any untried inputs. 

• Main effect of each individual input, showing the degree and nature of the influence of the 

input, averaged over the variations due to all other inputs. 

• Joint effect of each pair of inputs, showing the joint influence of inputs again after 

averaging. 

• Total effect of each input, which is a measure of influence that includes higher order 

interactions to which the input contributes. 

” 

In summary, GEM-SA can be trained with a relatively small set of well-chosen data points and 

subsequently predict the output of any future combination, dramatically reducing computational 

time. In the context of a biomechanical analysis, the impact of both individual material properties 

and joint effect interactions between pairs of properties can be considered. This allows the user 

to objectively determine the influence of each property on the measured output, greatly 

improving the ability to understand the mechanical process at hand.  
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Influence of Findings  
The objective of this section was to gain insight into commonly used methods in constitutive 

modelling of soft tissues and previous FE models of the head. Some of the techniques used are 

not entirely applicable to PBS but understanding the state-of-the-art in other areas can still inform 

the development of new models.  

In terms of material representations, an Ogden constitutive model appears to be the optimal 

choice for brain tissue. In PBS, strain rates are expected to fall between those seen in pathological 

conditions and impacts. As such, a single phase, time-independent model, in which the bulk 

modulus represents a true material parameter as surrogate for fluid redistribution, appears 

appropriate.  

In terms of modelling techniques, the brain-skull boundary has been identified as an important 

structure that has often been over-simplified in the past. State-of-the-art implementations model 

this structure as either a fluid layer using FSI, or through a layer of numerous discrete springs. 

Each of these components of the PAC is expected to play an important role in the mechanics of 

deformation, but to the best of the author’s knowledge, no model has yet implemented a 

combined FSI/spring representation. 

In a highly constrained process such as DBS, it is expected that the prescribed material response 

will have a significant impact on the generated displacement field. As the material parameters 

available in the literature have not in general been obtained under this type of loading, it is 

possible that the values presented are not applicable to the current study. To understand the 

impact of material variation on the result with the time and resources available, a typical 

parametric study was not feasible. The GEM-SA software package was introduced, offering easy 

generation of a statistical emulator based on relatively few model runs. No previous uses of this 

software in head tissue material sensitivity analysis have been identified in the literature.  

With the findings of this chapter in mind, the following section details the development of the 

head model and methodology of its implementation in the study of PBS.   
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: Methods 

Previous chapters have assessed the literature in order to guide this study to most effectively add 

to the body of knowledge. It was identified that positional brain shift should be the focus of 

computational analysis, with the model requiring a realistic representation of the PAC to yield 

accurate results. As the material parameters found through ex-vivo mechanical testing are not 

necessarily applicable to other loading scenarios, a parametric study was planned, allowing 

calibration of the parameters to in-vivo displacement fields of the same loading. The following 

section outlines the methods used by this and the adjacent Ph.D. projects to make this possible.  

Human study 
One of the underlying premises of this study was to use inverse modelling techniques to 

determine material properties from in-vivo displacement fields rather than generating such fields 

with material properties obtained from mechanical testing. Previous studies which focussed on 

PBS were discussed and estimates of what to expect were considered. These estimates are 

interesting, but they do not offer a high-resolution, volumetric description of brain shift. With 

the intention to understand the deformation pattern across the entire brain, it is important that 

the computational model is also calibrated across its whole volume rather than at sparse points, 

or with average global measurements. With this, it was decided that a new, concurrent study, 

would focus on the acquisition and analysis of PBS in a group of healthy volunteers.  

This was carried out by Stefano Zappalá, in work to be submitted for his doctoral thesis. 

Explanation of this study is included for completeness but should be accredited to him.  

An extended abstract has presented some of the methods and processes (122); however, the 

majority of data used in this project has yet to be published. A brief summary of the methods can 

be found below. 

Acquisition  
The human study was carried out in conjunction with the Cardiff University Brain Imaging 

Research Centre (CUBRIC). The study was approved by the Ethical Committee of the Cardiff 

University School of Psychology and informed consent was obtained from all participants before 

scanning. This initial study consisted of three subjects (all male), aged 30, 20 and 60. Subjects 

were first placed in a prone position outside of the scanner for 30 minutes to ensure the brain 

had completely settled. One prone image was taken before transition to the supine position, in 

which 3 consecutive scans were undertaken over a period of approximately 30 minutes to assess 

the time dependency of brain shift. Structural T1 weighted scans of 1 mm³ resolution were 

obtained from the same Siemens 3T Prisma scanner for all subjects in all positions.  
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Data processing  
To determine displacement within the soft tissue structures of the intracranial cavity, affine 

registration was first used to align the skulls of each patient in the prone and supine images. 

Elastic registration was then performed from the prone to each supine image, generating a vector 

displacement field over the entire volume. The displacement field was registered to the node 

space of the finite element model to allow for nodal displacement comparison.  

Phantom study 
It was quickly identified from the literature that the state-of-the-art in physical phantoms of the 

head and brain are falling far behind advancements in the rest of the field, especially in the sense 

of the geometry used. This is most likely due to the highly complex, multi-scale nature of the 

tissues surrounding the brain, presenting real challenges to its design and production. Should a 

more realistic phantom be developed it would have many potential uses. Firstly, phantoms do 

not have the same constraints as live patients and can therefore be imaged repeatedly, in any 

orientation and using technologies such as CT, which is usually unethical to use on non-clinical 

subjects. Secondly, a more realistic phantom would provide opportunities for surgeon training 

and testing of newly developing surgical techniques, at a stage before trial on human patients 

would be possible.  

This was carried out by Matthew Potts, in work to be submitted for his doctoral thesis. 

Explanation of this study is included for completeness but should be accredited to him.  

This work is currently unpublished; however, the full doctoral thesis explaining the process will 

be submitted in a similar time frame to this.  

Geometrical Development 
The base geometry used for the phantom was directly based on that used for the FE study, which 

will be explained later. This was then modified to allow for a complex manufacturing process. 

Stiffer structures such as the dural septa and skull were produced using rapid prototyping 

techniques. Moulds for the brain were fabricated to facilitate casting of a hydrogel, specifically 

tuned to match the mechanical properties of the brain. A novel method using similar techniques 

to investment casting was developed to form the hollow ventricles within the brain. The final 

phantom comprised the skull, dural septa, brain, ventricles and subarachnoid space. Attempts to 

recreate the tethering arachnoid trabeculae were made but could not be achieved due to 

limitations in the available technology.  

A multi-axis cradle was developed to allow for reorientation of the phantom within clinical 

MRI/CT scanners. The phantom within its cradle and an MR image of the phantom are shown 

in Figure 28. 
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Figure 28 –Demonstration of the phantom held in a right semi-decubitus position for scanning 
in this orientation [left] and MR image of an axial section, highlighting the skull and falx cerebri 

(black), brain (dark grey) and ventricles/subarachnoid space (light grey) [right]. 

Orientation testing 
As part of the experimental work, supine to prone brain shift was studied within the phantom. 

This provided a second source of validation data for the FE study. The inverse of the supine to 

prone data obtained was calculated for consistency with the prone to supine human study.  

Displacement was tracked using rigid registration of the skull and a series of bead markers spaced 

throughout the brain. Imaging was performed with CT, meaning image distortion as is seen in 

MRI was not a concern. However, due to the non-inclusion of the arachnoid trabeculae it was 

expected that the displacement pattern may differ slightly from the human and FE results. 

Nonetheless, it was still expected that the displacement would be representative of the general 

magnitude and pattern of brain shift.  

FE Model Development 
The basis of the finite element method and implementations used in previous similar works have 

been discussed in the previous section. Whatever the application, the results of any finite element 

simulation are determined by three factors: 

• Geometry 

• Boundary conditions  

• Materials  

The accurate capture of each of these components within a computational model has a direct 

impact on the accuracy of the final model. However, this accuracy is not equally sensitive to each 

distinct input. As such, the careful consideration of biofidelity versus computational efficiency is 

required when developing a new model. This section details the development process of a new 

FE model within FEBio for the study of PBS with these considerations in mind.  

Geometry generation 

It was indicated in the literature that a relationship between certain geometrical features and the 

levels of brain shift is emerging; however, at this point a definitive correlation has not been found. 
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Although it is likely that the shape of one’s brain will impact the level of brain shift that is seen, 

general morphometric variation was not considered in this initial part of the investigation. On 

the other hand, accurate representations of structures such as the PAC have been shown to be 

important in adjacent fields. As such, the PAC was considered a critical component to include.  

The MNI dataset 

The MNI ICBM152 Average Brain Stereotaxic Registration Model (McConnell Brain Imaging 

Centre, Montreal Neurological Institute, McGill University) was used as the geometric base 

structure. This data set is an average of 152 linearly registered T1 weighted images. Use of this 

averaged geometry removes aspects of intra-patient variability that could influence model validity 

across a wider population, while maintaining a high level of anatomical detail (Figure 29). On this 

basis, the MNI ICBM152 dataset has been used in a wide range of academic pursuits to date.  

Image Segmentation 

Automatic image segmentation algorithms are becoming increasingly powerful and offer true 

potential in certain modelling cases. In this instance, the requirements of this and the concurrent 

phantom study meant that automatic segmentation was not suitable. As such, segmentation was 

performed using Simpleware ScanIP™ (Synopsis, Mountain View, USA).  

 

Figure 29 - Example of the ScanIP™ interface displaying the unsegmented MNI dataset. 

Upon starting this study, it was expected that the fluid networks would play an important role in 

brain shift; however, directly modelling the interaction of these three networks would involve 

highly detailed geometries with single-phase/multi-phase fluid flows (25). This level of 

complexity is not possible and probably not necessary for the current study, so was not 

considered further. Instead, at this initial stage of geometry generation, the image was separated 

into three distinct regions:  
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• Brain 

• Ventricles and subarachnoid space 

• Dura and dural septa 

Generating these 3D structures requires first applying a 2D mask covering each anatomical region 

on the MR image. Within ScanIP™ there are several tools to aid in this process. These include 

functions to bulk fill areas based on voxel intensity and various methods of image smoothing. 

Although these are useful for obtaining the general form of each region, a large amount of manual 

adjustment is inevitably required. Figure 30 shows sections similar to those seen in Figure 29, this 

time with transparent masks representing each anatomical region superimposed onto the image. 

Although not used in the FE analysis, the skull, shown in grey, was also segmented to provide an 

external boundary of the intracranial cavity and for the phantom model. 

 

Figure 30 – Regional segmentation of the MNI dataset – coloured regions represent the brain 
(beige), CSF spaces (blue), dura/dural septa (dark grey) and skull (light grey). 

 Intentional deviation from the apparent geometry 

Although great care was taken to produce a geometry that replicates the MNI data as accurately 

as possible, there were some situations in which this was either not possible or desired. Firstly, 

an irregular or malformed mesh can slow down the FEA solution dramatically. This can be caused 

by thin sections of a deforming structure or the intersection of multiple parts. For example, the 

intricate recesses and foramen of the ventricles could cause such instabilities. For this reason, 

some anatomical detail was intentionally removed from the segmentation.  

Additionally, within the sulci and many other areas of the brain, regions of brain tissue are 

effectively adjacent, but separated by the pia and thin layers of CSF. Through regions such as the 
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Sylvian fissure it was possible to retain this separation. Within the images this region is shown as 

a dark, apparently CSF filled cavity; however, there are many strong vessels and connective tissues 

running through the region. For this reason, it was decided that areas such as this would be 

considered ‘brain’ for segmentation purposes.  

Finally, as the development of a computational model of brain shift is being developed in 

conjunction with a physical phantom, it was deemed beneficial that the geometry of both models 

would be the same. For practical reasons, the phantom could not incorporate thin, membranous 

structures, such as the mid-sagittal separation of the lateral ventricles. All such structures were  

either removed or increased to a minimum thickness of 5mm, as can be seen in Figure 30.  

Thickness of the subarachnoid space 

It must be considered that the state of pre-stress in the intrancranial tissues is not known. This is 

particularly relevant to the arachnoid trabeculae which span the subarachnoid space. In an 

attempt to overcome this, the model geometry was modified to maintain a uniform PAC 

thickness of approximately 2 mm (190). Whilst this is not the case in reality, it is considered to 

be a lesser assumption than accurate segmentation in the supine position and estimation of pre-

stress.  

Arachnoid trabeculae and pia mater 

From the outset of this project it was expected that the PAC would play an integral role in the 

biomechanics of PBS. As previously discussed, the PAC can be thought of as a construct of four 

main features: 

1. Arachnoid mater 

2. Arachnoid trabeculae  

3. Pia mater 

4. CSF 

The arachnoid mater is assumed to be attached to the dura mater and is unlikely to separate in 

this scenario, as such it was not considered. To utilise a fluid representation of the CSF, the region 

may not also be occupied by solid elastic elements as have been used in the past. Instead, the 

incorporation of discrete spring elements would offer the tensile stiffness of the arachnoid 

trabeculae whilst preserving the subarachnoid space to be defined as a fluid layer. The model was 

too complex to use the automatic spring spanning function within FEBio and as such the 

following methodology was developed: 

1. The interior surface of the dura and exterior surface of the brain was defined within 

Preview and exported within a new ‘.feb’ file. 

2. The file was read into Matlab. 
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3. The node lists for each surface were compared such that the single closest pairs of points 

were identified. 

4. All spring elements longer than 4mm were removed to prevent the spanning of 

unintended surfaces 

5. The finalised spring set was written into a new ‘.feb’ file.  

The pia mater was simply defined as the exterior surface of the brain and generated through 

Matlab in a similar way.  

Final Geometry 

The following figures detail the finalised geometry used in all subsequent simulations. Figure 31 

illustrates the stiff outer layer of protection for the brain. Key features retained in the 

segmentation were the cranial dura mater, falx cerebri, tentorium cerebelli, falx cerebelli, superior 

sagittal sinus and transverse sinus. It was assumed that the stiffness of sinuses was such that 

hollowing of these regions was unnecessary. 

 

Figure 31 – Off midline sagittal section of the dura mater and dural septa. 

The exterior surface of the combined CSF filled regions in Figure 32 shares nodes with the 

interior surface of the dura layer and as such no contact is required. The morphology of the 

lateral, third and fourth ventricles (Figure 33) was impacted by the MNI data itself and modelling 

considerations. Notably the inferior horns of the lateral ventricles were not included, and the 
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body of the lateral and third ventricles were combined. In the MNI dataset the interthalamic 

adhesion appeared to be enlarged, though this was carried through to the model.   

 

Figure 32 – Lateral view of the external surface of the PAC. 

 

Figure 33 – Lateral view of the lateral, third and fourth ventricles and cerebral aqueduct removed 
from the subarachnoid space for visualisation. 
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The gyri and sulci of the brain surface were retained as much a possible (Figure 34 and Figure 

35). Smoothing of the original MNI dataset along with intentional smoothing in model generation 

did lead to a smoother surface than expected. However, it was taken that the surface of the brain 

was to include vessels which often track sulci, mitigating the impact.  

 

Figure 34 – Lateral view of the brain/pia mater with arachnoid trabeculae springs removed. 

 

Figure 35 – Superior view of the brain/pia mater with arachnoid trabeculae removed. 



77 
 

The arachnoid trabeculae shown in Figure 36 were regularly distributed across the surface due to 

the high-quality mesh obtained through ScanIP™. The sparse, stiff bridging vessels of the 

subarachnoid space were not included at this stage although this is feasible in future. The 

distribution of the arachnoid trabeculae is further detailed in Figure 37, where the CSF is not 

visualised. 

 

Figure 36 – Lateral view of the brain/pia mater with arachnoid trabeculae shown in pink. 

 

Figure 37 – Transverse section of the anterior brain and dura mater with CSF regions removed, 
highlighting the spanning of the subarachnoid space with the spring representation of the 

arachnoid trabeculae (pink). 
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The sectioned views in Figure 38 and Figure 39 illustrate the largely uniform subarachnoid space 

achieved in segmentation, retaining some undulation of the gyri and sulci.  

 

Figure 38 – Transverse section of the brain (green), CSF regions (purple) and dura mater (blue). 

 

Figure 39 – Midsagittal section of the brain, CSF regions and dura mater. 
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Mesh Generation 

The segmented geometry was meshed using the in-built meshing capabilities of ScanIP™. Free 

form linear tetrahedral elements were selected, with the meshed geometry exported to FEBio 

Preview in the form of an ‘.inp’ file. The geometry contained large regions of relatively thin 

material layers, such as the dura mater. Mesh density was high in these regions, even though the 

most coarse meshing settings were chosen. Automatic refinement was performed to remove low 

quality elements. Details of the final mesh are given in Table 4-1.  

Table 4-1 – Number and type of elements in each regions of the final geometry. 

Region Elements Element type 

Brain 432,059 Tet4 

CSF combined 367,751 Tet4 

Dura/dural septa 376,309 Tet4 

Pia mater 100,574 Tri3 

Arachnoid trabeculae 37,838 Spring 

 

An example of the mesh along a coronal section of the base geometry is show in Figure 40. This 

highlights the increased density in regions of high geometric detail, with more coarse meshing in 

the bulk of the brain tissue. This variation in element size was necessary to generate a model 

which was not prohibitively large to compute but also had enough detail to provide meaningful 

results and be computationally stable.  

 

Figure 40 – Coronal section of the dura (dark blue), CSF region (light blue) and brain (beige) as 
used in the final model.  
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A traditional mesh sensitivity study was not feasible, given the already large number of elements 

and complexity in making the final model. However, considering the quality of the mesh used, it 

was expected that further refinement of the mesh would have made negligible impact on results.   

The brain and ventricle surface areas were calculated in ScanIP™. The approximate surface area 

of the brain in contact with the PAC was found by subtracting the brain surface area with the 

ventricular surface area of 10,740 mm².  

Table 4-2 – Geometric details of the final model.  

Brain volume 

/mm3 

Brain surface 
area 

/mm2 

PAC volume 

/mm3 

PAC thickness 

/mm 

1,581,100 101,170 209,100 2.1 
 

The value of the average PAC thickness given in Table 4-2 should only be treated as approximate 

due to the method of calculation. For example, in the superior region of Figure 40 some 

anatomical variation in PAC thickness was retained.  

The trabecular spring elements and pia mater were generated subsequently through manipulation 

of the ‘.feb’ text file using Matlab. Given the complexities of this process it was decided that one 

single model geometry would be used for this initial material study.  

Boundary conditions 

Constraints  

As it is assumed that the skull remains rigid, and that the dura remains attached to the interior 

surface of the skull, the exterior surface of the dura was fixed in all dimensions at each node. The 

foramen magnum shown in Figure 41, is the only area where other materials form the exterior 

surface of the model. Here, the nodes were constrained such that no movement was possible in 

the direction normal to the face. 

 

Figure 41 – Anteroinferior view of the foramen magnum. 
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Loads 

One of the unique aspects of PBS investigation is the simple load case which exists with head 

reorientation. In this case, the only load change is the force generated on all structures within the 

intracranial cavity due to gravity in the prone and supine positions (Figure 42). 

 

Figure 42 – Schematic representation of head repositioning with respect to gravity. 

Within a body of fluid, a hydrostatic pressure head, 𝑃, is generated linearly with depth from the 

surface, ℎ, according to Equation 37: 

𝑃 = 𝜌𝑔ℎ + 𝑃0 37 

where 𝜌 is the fluid density, 𝑃0 is the atmospheric pressure and 𝑔 is the gravitational constant. 

To maintain equilibrium within a body of fluid, this hydrostatic pressure acts equally in all 

directions at any single point. It should also be noted that aside from dynamic situations where 

geometry itself may introduce a hydrostatic pressure loss, the shape of the body does not 

influence the pressure generated by this fluid head. This relationship exists in all bulk materials. 

Within solids, this may be less apparent as the inherent rigidity of the material can redistribute 

stresses.  

When this pressure acts upon the surface of an object submerged within the fluid, the variation 

in pressure over the height of the object generates a resultant force acting upwards upon the 

body. This is the basis of Archimedes’ principle, which states that an object submerged in fluid 

experiences an upward buoyancy force equal to the weight of the fluid displaced. In the present 

case, the density of the brain is marginally higher than the surrounding CSF, at 1040 kg/m³ and 

1007 kg/m³ respectively (22, 23). As such, the effective weight of the brain is considerably 

reduced.   

If CSF is not represented in the model as a true fluid (92, 157), the pressure must be calculated 

and applied to the surface of the brain. In this study, the CSF is modelled using computational 

fluid dynamics and FSI functionality within FEBio and defined such that pressure generated 

within the fluid body acts upon the brain.  

Within FEBio exists a ‘body load’ function. The defined constant represents an acceleration 

which generates an elemental force, equivalent to the product of the body load constant 𝑔, 

gravity 
prone supine 
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element volume and density. The sum of these forces over the body is analogous to its weight.  

As the simulation is assumed to be stationary relative to earth, the body load constant is equivalent 

to the gravitational constant and is defined as 𝑔 = 9.81 m/s².  

Material representation 

FEBio allows the use of a wide range of non-linear hyperelastic material representations, ideal 

for the modelling of soft tissues. The considerable body of knowledge concerning the mechanical 

testing and constitutive modelling of the intracranial soft tissues has been discussed in Chapter 

3. The field is clearly advancing, with the development of constitutive models that capture 

increasingly complex material behaviour. It would be a significant achievement to develop a 

constitutive model capable of capturing all strain rates and types of loading, but this is not 

currently possible. As such the material characterisation carried out under one loading-boundary 

mode may not predict the material response of another.  

During early stages of the associated human trial it was found that PBS occurred over a 

sufficiently short time frame that it could be considered complete, in the context of surgery. On 

this basis it was decided that the initial study would be based on time-independent, single phase 

representations of the soft tissues. It was not feasible to test every proposed constitutive model 

within the scope of this work. For structures like the arachnoid trabeculae, there is insufficient 

mechanical testing data to justify using a more complex non-linear representation. With this in 

mind, the material representations were selected based on information available in the literature 

and experience gained through early model development. Material parameters were varied over 

an estimated realistic range for the sensitivity analysis or fixed when well defined in the literature. 

A summary of the values used can be found in Table 4-3. 
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Table 4-3 – Constitutive model and parameter settings used for the parametric analysis. Where 
parameters were not varied only a high value is included. 

* The shear viscosity for the CSF was set at an arbitrarily low value, as the dynamic response is 

not desired, and the value does not affect the equilibrium response.  

Brain 

The brain has been studied considerably with a wide range of constitutive models reported. In 

recent work, Budday et al. (119) fit a simple one term Ogden model to mechanical testing results 

Region Constitutive 

model 

Parameter Low value High value Units Source 

Brain Ogden 

(uncoupled) 

Density - 1,040 𝑘𝑔/𝑚3 (22) 

  Bulk 

modulus 𝑘 

5 1,000 𝑘𝑃𝑎 (115) 

  Coefficient 

𝑐1  

1 3,000 
 

(112, 118, 

119) 

  Coefficient 

𝑚1 

−30 −1  (112, 118, 

119) 

CSF Newtonian 

fluid 

Density - 1007 𝑘𝑔/𝑚3 (23) 

  Bulk 

modulus 

- 2.2 𝐺𝑃𝑎 (191) 

  Shear 

viscosity 

- ∗ 𝑚𝑃𝑎 ∙ 𝑠 (192) 

  Bulk 

viscosity 

- 2 𝑚𝑃𝑎 ∙ 𝑠 (192) 

Pia mater Neo-

Hookean 

Density - - 
 

 

  Youngs 

modulus 

1 15,000,000 𝑃𝑎 (143) 

  Poisson’s 

ratio 

- 0.45   

Arachnoid 

trabeculae 

See text Spring 

constant 

0.01 25 𝑁/𝑚 Preliminary 

testing 

Dura 

mater 

Linear elastic Density - 1000 𝑘𝑔/𝑚3  

  Young’s 

modulus 

- 1 MPa (14) 

  Poisson’s 

ratio 

0 0.45   
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of real human brain tissue. The formulation used in this and other similar works (112) was readily 

adaptable to the format used in FEBio making it a good choice.  

CSF 

As time dependence was intentionally not investigated, the shear viscosity was lowered by a factor 

of approximately 10 compared to realistic levels to save computational time reaching equilibrium. 

The bulk modulus was assumed to be equivalent to that of water.  

Pia mater 

The pia mater is the thin membrane which lies directly on the surface of the brain and is thought 

to offer important mechanical support. As strains were expected to be small and there is limited 

information in the literature, a complex non-linear model was not implemented. The range was 

defined based on the values given in Table 3-4. 

Arachnoid trabeculae 

It is assumed that the string-like arachnoid trabeculae offer no compressive stiffness. As such, 

the restorative response force 𝐹 was defined according to Equation 38: 

where 𝑎 is the spring constant and ∆𝑥 is the scalar extension of the spring. In a similar sense to 

the pia mater, limited mechanical testing data meant little confidence was had in defining a non-

linear tensile stiffness. Again, the impact of this is mitigated by what were expected to be relatively 

small strains.   

Dura and dural septa 

To reduce complexity in a region expected to undergo relatively small strains, a neo-Hookean 

material model was initially used for the dura mater. The values presented by de Kegel et al. (14) 

fell approximated within a range of 𝐶10 = 0.05-3 MPa, which when assuming incompressibility 

equates to a Youngs modulus of 0.3-1.8 MPa. 

In preliminary testing with values in this range, peak displacements within the dura mater were 

found to be orders of magnitude less than in the rest of the model, leading to a negligible impact 

overall. To reduce computational time, the dura was defined to be a rigid body for the sensitivity 

analysis. For subsequent work where reorientation is not parallel to the falx cerebri this 

assumption was reassessed.   

Material sensitivity study 

GEM-SA was used to identify the optimum material parameters and understand output change 

to material property variation. The maximin Latin hypercube method was used to populate the 

initial parameter range effectively as defined in Table 4-3. A total of 60 unique combinations were 

generated. The values for these can be found in Appendix A. This number was chosen based on 

−𝐹 = {
0, ∆𝑥 ≤ 0

𝑎∆𝑥, ∆𝑥 > 0
 

38 
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previous experience and practicality in computing the models, as more FE input data leads to a 

better statistical model.  

Computation 
With the material sets determined, ‘.feb’ files were generated with a custom Matlab script. As 

each model was to be run from ‘neutral’-supine and ‘neutral’-prone, a total of 120 models were 

generated, only differing by the respective body load. The control parameters used can be found 

in Appendix A. It should be noted that the majority of these were default settings. With the 

material definitions used, only CSF exhibits time-dependant properties. Preliminary testing over 

an arbitrary time period of 1 second showed the viscous properties of the fluid made an 

inconsequential impact to the overall result and this was therefore used moving forward.  

Due to the large size and combined fluid/solid definitions, computation on a standard PC for 

120 models would have taken many weeks or months. Instead, up to 15 models at a time were 

run simultaneously using the Advanced Research Computing at Cardiff University (ARCCA) 

Hawk supercomputer. This system contains a Linux cluster of 7000 cores of Intel Skylake Gold 

6148 processors (2.4 GHz / 4.8 GB per core / 20 cores per processor).  

 

Data analysis 
All data processing was carried out in Matlab using custom processing scripts. Nodal 

displacement was generated automatically in text format for each FE model, with further 

geometric details parsed from the ‘.feb’ file itself. Subject data was obtained and processed as part 

of the accompanying human analysis. A deformation field was generated from the prone and 

Recap: Objectives 

1. Understand the key factors involved in brain shift, and which should be considered in the FE model. 

2. Develop a FE model incorporating key anatomical structures (which can also be used 

for the phantom model).   

i. Upon studying the literature and through development of the model, it was 

determined that the subarachnoid space and arachnoid trabeculae play an 

important mechanical role in PBS.  

ii. A finite element model incorporating state-of-the-art representations of 

these structures, along with a brain geometry, pia mater and dura mater 

conducive to physical modelling was developed.  

3. Investigate the material sensitivity of brain shift and the mechanics of the process 

using human data and the FE model. 

4. Predict a test-case of displacements in a clinically relevant region that could be used 

as a pre-operative adjustment. 
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supine images, and subsequently registered to the node space of the segmented MNI 152 

geometry; the same as was used for FEA.  

Some of the code used in this project, particularly in the generation of figures presented later, 

was adapted from the open source GIBBON toolbox (193).  

Nodal displacement processing 
Data points within the cerebellum were excluded due to clearly erroneous displacement resulting 

from poor MRI contrast in this region. For the remaining elements, representing the cerebrum, 

a volumetric weighting ratio 𝑊𝑛 was first calculated for each element (n=361031), according to 

Equation 39: 

𝑊𝑛 = 𝑉𝑜𝑙𝑛/𝑉𝑜𝑙𝑟𝑒𝑔𝑖𝑜𝑛 39 

where 𝑉𝑜𝑙𝑛 is the volume of each element and 𝑉𝑜𝑙𝑟𝑒𝑔𝑖𝑜𝑛 is the total volume being considered, 

in this case the whole remaining brain. This was necessary to account for differences in regional 

elemental density. The displacement at the four nodes of each element were then averaged to 

give the elemental displacement vector 𝑑𝑛 = (

𝑢𝑛

𝑣𝑛

𝑤𝑛

) , where 𝑢, 𝑣  and 𝑤  are the x, y and z 

components respectively. Each elemental vector was multiplied by the weighting ratio such that  

𝐷𝑛 = 𝑊𝑛𝑑𝑛 40 

and the orthogonal global displacement 𝑫𝒏 was defined to be the sum of 𝐷𝑛 in each axis. This 

represents the ‘average’ movement of the brain for each subject. These values are given later in 

Table 5-1.  

Parametric study 
For training of the statistical model within GEM-SA, a single input value was required to describe 

the likeness of the subject and FE data sets. To do this, Equation 41 was used to calculate a scalar 

error value 𝐷𝑒𝑟𝑟𝑜𝑟, referred to as the error magnitude (EM):  

𝐷𝑒𝑟𝑟𝑜𝑟

= ∑√(𝑤𝑛(𝑢𝑛𝑠𝑢𝑏
− 𝑢𝑛𝐹𝐸

))
2
+(𝑤𝑛(𝑣𝑛𝑠𝑢𝑏

− 𝑣𝑛𝐹𝐸
))

2
+ (𝑤𝑛(𝑤𝑛𝑠𝑢𝑏

− 𝑤𝑛𝐹𝐸
))

2
𝑛

𝑖=1

 

41 
 

 

This EM was calculated for each subject, with each FE generation. For clarity, a schematic 

representation of the meaning of the quantities 𝑫 and 𝐷𝑒𝑟𝑟𝑜𝑟 is given in Figure 43. 
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Figure 43 – Schematic of a two-element model, to aid the explanation of the displacement 
calculation methods used.  

In this simplified 2D case, take 𝑊1 ,𝑊2  = 0.5, 𝑢1=-1 and 𝑢2 ,𝑣1 ,𝑣2=1 and the comparison 

displacement to be zero. Therefore, the global displacement, 𝑫 = (0
1
) , whilst according to 

Equation 41 the EM: 

 𝐸𝑀 =  𝐷𝑒𝑟𝑟𝑜𝑟 

= √(0.5(−1 − 0)) 2 + (0.5(1 − 0))2 + √(0.5(−1 − 0)) 2 + (0.5(1 − 0))2 = 1.4 

In essence, 𝑫 captures the general body movement, where opposite vectors can cancel and 

information is lost. On the contrary, 𝐷𝑒𝑟𝑟𝑜𝑟 compares pointwise error across the whole body. As 

such, 𝐷𝑒𝑟𝑟𝑜𝑟 is a more rigorous method of comparing subject and FE displacement fields and 

forms the basis of the material analysis.  

The EM was calculated for each FE model, for each subject. This, paired with the material 

parameters defined for each model were inputted into GEM-SA for the material study.  

 

Figure 44 – Input display and settings used for initial sensitivity analysis in GEM-SA. 

𝑣1 

𝑢1 

𝑣2 

𝑢2 
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Figure 44 gives an example of the options selected within GEM-SA. The 5 inputs: x1, x2, x3, x4 

and x5, refer to the material parameters: the brain bulk modulus, brain 𝑐1 coefficient, brain 𝑚1 

coefficient, pia Young’s modulus and trabeculae spring constant, respectively. Due to the iterative 

nature of the process, further methodological details are given in the results section.  

Surgical Prediction Test Case 
Once final material parameters were identified, the model was used to generate predictions in 

positions which could not be measured as part of the human study but are seen in surgery. At 

this stage the aim was not to generate a full atlas, but to offer an initial estimate of what 

displacements might be likely in key positions relative to a supine imaging position. Figure 45 

shows the six chosen orientations: 1) Supine 2) Semi-supine 3) Upright 4) Semi-prone 5) Prone 

6) Lateral decubitus.  

 

Figure 45 – Schematic of the 6 head orientations chosen to investigate the potential for PBS in 
surgery.  

As with the initial prone-to-supine study, the model was left stationary in the FE space and the 

body load was adjusted to account for gravity in each position. Unlike the full sensitivity analysis, 

the dura layer was reintroduced in these final computations. This was to ensure that the 

1 

2 

3 

4 

5 

6 
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assumption the dura made a negligible impact in sagittal reorientation was valid and assess its role 

in lateral repositioning.  

As this result is intended as proof of concept rather than to be used directly, one node in the 

region of the STN in the basal ganglia was chosen as an example. If required in future, extracting 

displacements from other regions within the brain would be trivial.   
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: Results 

With the FE model developed and refined, each of the 60 parameter sets was computed with 

prone and supine loading. In this chapter, we report the results of the in-vivo testing in general 

terms but focus more on use of the full displacement field in the identification of material 

parameters. The iterative calibration process presented here utilised three sources of data: the 

prone-supine in-vivo testing, the computational model, and material analysis in GEM-SA. This 

is understood to be the first implementation of its kind in the literature. It will be shown that this 

method yielded remarkable results when compared to mechanical testing previously reported.  

In-vivo measurement  
Material parameter identification in soft tissues can be highly context dependant. Models run 

during the development of this project highlighted that some parameters of the material 

representations commonly used in the literature were unable to adequately capture PBS, 

supporting the use of human validation data obtained in the same loading regime. Early in the 

processing of the human data it became clear that poor tissue contrast in the cerebellum led to 

poor registration and clearly erroneous displacement fields. As a result, it was decided that the 

cerebellum would be excluded from this stage of analysis.  

As an additional point of comparison, the EM was also calculated against an artificial 

displacement field of zero. This is now termed the zero-displacement error magnitude (ZDEM), 

which represents the total level of disorder in an uncorrected deformation field.  It can be 

considered the baseline from which any improvement can be measured.  

The global displacements and ZDEM are shown in Table 5-1, where positive X, Y and Z values 

represent right lateral, anterior and superior displacements respectively. As expected, the 

predominant displacement was in the gravitational axis. Averaging the individual results of the 3 

subjects showed a global displacement magnitude of 0.22 ± 0.02 mm (mean ± SD). This ZD 

yielded an average of 0.39 ± 0.02 mm, indicating a non-uniform displacement throughout the 

model. 

Table 5-1 – Global displacements within the cerebrum of the initial training data 
subject group (n=3). 

 

Subject X disp. 
/mm 

Y disp. 
/mm 

Z disp. 
/mm 

Magnitude 
/mm 

ZDEM /mm 

1 0.02 0.20 -0.05 0.20 0.38 

2 0.01 0.26 -0.01 0.26 0.38 

3 0.00 0.20 -0.05 0.20 0.41 

Average 0.01 0.22 -0.04 0.22 0.39 
± 0.01  ± 0.04 ± 0.03 ± 0.03 ± 0.02 
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The displacement fields of each subject were also combined to form an average displacement 

field. In principle this should remove some noise from the data. As expected, the ZDEM was 

slightly reduced at 0.33 mm.  

For illustration purposes, nodal displacements were extracted across a 10 mm region, highlighted 

in Figure 46, spanning the approximate widest point in the sagittal plane.  

 

Figure 46 – Lateral view of the cerebral nodes, highlighting the region used to illustrate the 
subject displacement fields (orange). 

Figure 47, Figure 48 and Figure 49 illustrate the trends reported in Table 5-1, showing nodal 

displacement across the brain. Displacement is generally concentrated in the deep structures of 

the brain with limited movement around the surface.  
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Figure 47 – Nodal displacement of subject 1 over the 10 mm transverse section. Displacement 
vectors have been scaled by a factor of 5 relative to the brain. 
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Figure 48 – Nodal displacement of subject 2 over the 10 mm transverse section. Displacement 
vectors have been scaled by a factor of 5 relative to the brain. 
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Figure 49 – Nodal displacement of subject 3 over the 10 mm transverse section. Displacement 
vectors have been scaled by a factor of 5 relative to the brain. 

Regions displaying rapid changes in vector orientation are concentrated around the surface of the 

brain, potentially due to slight differences in boundary definition between the prone and supine 

images.  
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Material Parameter Identification  
The subject data was next used in the direct validation of the FE model. This process required 

an iterative approach, as sequential processing steps were decided on consideration of the 

previous results. The following terms used frequently throughout this section are explained here 

for clarity: 

1. Constitutive model parameters: 

a. Brain – bulk modulus – 𝑘 – x1. 

b. Brain – shear modulus – 𝑐1 – x2.  

c. Brain – exponential coefficient – 𝑚1 – x3.  

d. Pia mater – Youngs modulus – 𝐸 – x4. 

e. PAC – spring constant – 𝑎 – x5. 

2. Terminology: 

a. Calibration – Identification of material parameters most able to recreate a 

specific displacement field. 

b. Error magnitude (EM) – Elemental sum of error between the FE and subject 

data field. 

c. Emulator – The statistical model that is populated by known material 

parameters and the corresponding EM. 

d. Main effect (ME) – Value generated for each material parameter, describing in 

this case how the EM varies with the value of said parameter at a mean value of 

each of the others. Generally presented graphically over the parameter range.  

e. Simulation – Output generated by the emulator for a given set of untested 

material parameters. The output is not deterministic, but a normal distribution 

of the probability of the ME for a given parameter value. 

f. Iteration – Process of training the emulator and simulating results with a refined 

range of material parameter values. 

The occasional interchanging of material parameter names is largely due to practicality. The ‘shear 

modulus’ described here is actually the value of the 𝑐1 material coefficient; two times the value 

that is defined as per linear theory, as explained on page 55. The term is used here to aid intuition 

of the results, with the true value recalculated when later comparing to the literature.  
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For reasons later discussed, two calibrations of model parameters were required. A summary of 

the process is as follows:  

• Calibration 1 – Concerns the material parameter identification with the entire cerebrum 

and the three subject data sets individually. 

o The calibration consisted of three iterations:  

▪ 1 – Initial analysis of all parameters. 

▪ 2 – Reassessment of material sensitivity with intentionally reduced 

parameter ranges for the brain bulk modulus and spring constant. 

▪ 3 – Removed the 𝑚1 coefficient and pia stiffness from analysis.  

o Final model 1 – Material parameters were identified, but comparison of the 

resulting displacement field to the subject data was unsatisfactory.  

• Calibration 2 – Concerned the material parameter identification with cerebral elements 

near the surface removed and the subject data sets averaged together.  

o The calibration also consisted of three iterations:  

▪ 1 – Initial analysis of all parameters. 

▪ 2 – Reassessment of material sensitivity with intentionally reduced 

parameter range for the brain bulk modulus. 

▪ 3 – Considered only the bulk modulus and 𝑚1 for final sensitivity.  

o Final model 2 – The identified material parameters lead to a significant 

improvement in error reduction across the subject data set.  

The results of the sensitivity analysis are presented throughout this section in the form of ME 

plots. The ME plots which are generated represent error change in each variable assumed at the 

mean value of all other variables used. These ranges were based on some development testing, 

but largely what was available in the literature. The ME plots cannot be used to derive parameter 

values directly until the mean of each parameter is near the true value. However, all results are 

indicative of the potential variance which would be seen in the result displacement fields if 

parameters were poorly estimated.  Variance, joint effect and total effect charts are also given. 

These were used in helping to define the iterative process, but as the parameter ranges were 

initially arbitrary, it should be remembered that latter values bear more significance to the true 

mechanical process at play. As such, only the most noteworthy initial results are highlighted in 

more detail.  

Calibration 1 
For calibration 1, individual processing was undertaken for each subject data set individually, 

considering all the material parameters.  
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Iteration 1 

Of the 60 models generated, a total of 57 converged fully. The range of parameter values from 

the converged models is given in Table 5-2. It is notable that the initially defined range was 

considerably reduced in some cases due to this lack of convergence.  

Table 5-2 – Minimum and maximum values of models that converged in the FE study. 

Parameter Minimum Maximum 

Brain bulk modulus /Pa 21,864 1,000,000 

Brain 𝑐1 coefficient /Pa 1 3000 

Brain 𝑚1 coefficient -30 -1 

Pia Youngs modulus /Pa 254,240 15,000,000 

Spring constant /N/m 0.4336 25 

 

ME plots were generated with these parameter sets and the corresponding EM, which was 

calculated in Matlab. These plots, shown in Figure 50, are the product of 100 simulations at 25 

points spaced evenly over the range. A lower value indicates a lower EM and a greater alignment 

of the FE model and subject displacement field. Of the five parameters considered, the bulk 

modulus and spring constant exhibit minima within the range of variation for all subjects. These 

came at approximate values of: 185,000 Pa and 10.76 N/m, 185,000 Pa and 9.64 N/m and 

185,000 Pa and 10.76 N/m, for subjects 1, 2 and 3, respectively. The results should not be 

interpreted as accurate to the number of significant figures presented as the value was one of 25 

equally spaced points across the entire, very large, range.  
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Figure 50 – Main effect plots for each material parameter and each subject, displaying the 
impact of parameter variation against the EM for each FE model. The ME plot for each 

parameter is generated at the average value of all other parameters. If joint effects exist between 
parameters, change of the range and therefore of the mean value can impact the main effect 
output. Error bars indicate one standard deviation in the normally distributed predictions, 

indicating statistical confidence in the prediction at each point.  

The results of the sensitivity analysis are influenced by the defined parameter ranges. At this point 

these were somewhat arbitrary estimates based on the literature. With this in mind, Figure 51 

demonstrates that the bulk modulus (x1) is the driving factor, accounting for approximately 50% 

of the variance. The spring constant of the arachnoid trabeculae (x5) follows, accounting for 

approximately 5% of variance, and stiffness of the pia mater (x4) next with approximately 3%. 

The data variance resulting from the Ogden parameters 𝑐1  (x2) and 𝑚1  (x3) was effectively 

negligible compared to the others at this stage.  
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Figure 51 – Percentage variance of the main effect data for each material parameter and each 
test subject. The variance not reaching a total of 100% indicates that other sources of variance in 

the data exists outside the 5 material parameters. 

Figure 52 shows that the most significant joint effect was with x1 and x5. It is also notable that 

contrary to the variance, x2 showed a minor contribution to joint effects, predominantly with x1. 

This suggests that alone x2 has little impact on the output but becomes more important when 

other parameters are within certain ranges. It will be shown later that strains throughout the brain 

in PBS are small. This explains the finding that the impact of x3 is almost negligible across all 

measures, as it functions to scale the non-linearity of the strain energy density function at larger 

strains.  

 

Figure 52 – Joint effect for each material parameter and each test subject. Total effect values 
include joint effects between variables - as such total effect can be counted twice and the patient 

total may be greater than 100. 

The combined variance and joint effects for each parameter are displayed as the total effect 

shown in Figure 53. As the bulk modulus (x1) has a total effect of almost 90%, it is apparent that 

attributing an arbitrary value has a significant impact on the result of the model.   
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Figure 53 – Total effect (accounting for variance and joint effects) - between each of the material 
parameters for each test subject. 

Finally, intrasubject variability, for each parameter, across each measure, was low. This suggests 

similar displacement patterns between subjects, dominated by similar mechanics of motion.  

Iteration 2  

Once the initial 57 parameter sets were used to train the statistical emulator in GEM-SA, an 

additional 1000 parameter sets were randomly generated in Matlab within refined ranges. As 

minima appeared in the main effect plots for the bulk modulus and spring constant, the new 

parameter sets for these were defined to contain values within a range of +/- 20% from the 

minima values found.  

For the remaining parameters, the range was kept as the initial parameter set. The GEM-SA 

emulator was then used to run simulations for each of these sets, predicting the value which 

would have been generated as if they had been run in FEBio.  

From the 1000 new parameters and simulated error value sets, the 200 with the lowest error 

values were found and inputted back into GEM-SA for sensitivity analysis and to retrain the 

emulator over a range closer to the expected value. 

The range of input parameters from 1000 generations, and the 200 parameter sets which yielded 

the lowest EM in the simulation are given in Table 5-3. Notably, the brain coefficient 𝑐1 showed 

a narrowing of the total range with this methodology. This suggests that this parameter may be 

more influential when the others (namely the bulk modulus and spring constant) are limited to a 

more realistic range. 
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Table 5-3 – Material parameters used in the first two iterations of processing. The minimum and 
maximum parameter values for iteration 1 are as presented in Table 5-2. Here the parameter 
value which yielded the minimum EM is included. Iteration 2 – 1000 refers to the range over 

which the 1000 prediction sets were generated. Iteration 2 – 200 refers to the range found in the 
parameter sets which predicted the lowest EMs. Minima values in italics indicate this value 

came at one extreme of the initially defined range. Grey lines indicate values from the previous 
iteration.  

Parameter Subject Iteration Minimum Minima Maximum 

Brain bulk 

modulus /Pa 

1,2,3 1 21,900 185,000 1,000,000 

1,2,3 2 – 1000 148,000 -  222,000 

1 2 – 200 153,000 - 220,000 

2 2 – 200 149,000 - 221,000 

3 2 – 200 153,000 - 220,000 

Brain 𝑐1 

coefficient /Pa 

1,2,3 1 1 1 3,000 

1,2,3 2 – 1000  1 - 3,000 

1 2 – 200 354 - 2,950 

2 2 – 200 15.9 - 2,990 

3 2 – 200 241 - 2,950 

Brain 𝑚1 

coefficient 

1,2,3 1 -30 -1 -1 

1,2,3 2 - 1000 -30.0 - -1 

1 2 – 200 -29.9 - -1.15 

2 2 – 200 -29.9 - -1.06 

3 2 – 200 -30 - -1.15 

Pia Youngs 

modulus /Pa 

1,2,3 1 254,000 254,000 15,000,000 

1,2,3 2 – 1000  254,000 - 15,000,000 

1 2 – 200 254,000 - 6,720,000 

2 2 – 200 277,000 - 5,100,000 

3 2 – 200 252,000 - 6,720,000 

Spring 

constant 

/N/m 

1,3 1 0.434 10.76 25 

2 1 0.434 9.64 25 

1,3 2 – 1000  8.53 - 12.8 

2 2 – 1000 7.72 - 11.6 

1 2 – 200 8.51 - 12.7 

2 2 – 200 7.84 - 11.5 

3 2 – 200 8.51 - 12.7 

 

Main effect plots were regenerated using the simulation results of iteration 2. This time the ‘code 

has numerical error’ option was selected, as predicted values are the mean of 100 normally 

distributed simulations and therefore may not be perfectly deterministic. Figure 54 shows the 
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new main effect plots. With the mean value of the bulk modulus and spring constant now much 

closer to what is likely to be the optimum value, the result is considerably more sensitive to the 

shear modulus, which now displays a minima. The Young’s modulus for the pia still does not 

display a minima, indicating the optimum value falls outside of the range of expected values.  

 

 

 

Figure 54 – Main effect plots generated from the 200 parameter sets which yielded the lowest 
error values of the 1000 generated with the simulator. With the range significantly reduced for 

the bulk modulus and spring constant, the shear modulus now exhibits a minima within the plot 
range. The Young’s modulus was plotted on a logarithmic axis due to the large range of values 

which remained. Error bars were removed for clarity.  

When considering the variance plots (Figure 55), the range of variation for x4 was still large, 

leading to a high degree of total effect. However, the low joint effects (Figure 56) suggest that 

the value chosen for x4 will have limited impact on the value at which the minimum EM occurs 

for the other variables. The main effect plot also flattens considerably around the expected value 

range according to the literature, suggesting a minima may not be significantly outside the range. 

Once again, x3 had almost no impact in any measure, the lowest error was found at the least 
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negative values used, -1. The most notable joint effects were found between x2 and x5, potentially 

suggesting that the stiffness of the brain and arachnoid trabeculae had more significant 

interactions now the bulk modulus was at a more realistic level. That said, joint effects were lower 

than the previous iteration. The total effect Figure 57 results broadly mirrored the variance, 

although contained an intriguing reduction in significance for subject 2, x2. 

 

Figure 55 – Variance results for the 2nd iteration. The parameter x4 now yielded a higher variance 
than the other variables for every subject, however the range of values used was still 

comparatively large. 

 

Figure 56 – Joint effect results for the 2nd iteration. This time, the highest joint effects are seen 
with x2. Conversely to the variance, x4 has low joint effects with all variables, including x2. 
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Figure 57 – Total effect results for the 2nd iteration. On average x4 still shows the greatest total 
effect.  

Iteration 3 

With the 2nd iteration using narrowed parameter ranges for the bulk modulus and spring stiffness, 

the shear modulus became more significant overall and an initial value was identified. Once again, 

the exponential coefficient and Young’s modulus did not exhibit minima within the range of 

values defined. Moving forward, they were set at the range limits of -10 and 254,000 Pa 

respectively for the remainder of testing.  

For the three remaining parameters, the bulk modulus, shear modulus and spring constant, three 

new parameters sets were made. In each case, one parameter was fixed at the minima value from 

the last set of main effect plots, whilst the others were generated as to evenly populate a 2-

dimensional grid over the +/- 20% range from the minima found previously. The 200 best results 

from the first iteration were now used to train the statistical emulator in GEM-SA and predict 

the outputs for the new parameter sets.  

Table 5-4 gives the minima values from iteration 2, which were used to define the final 2-

dimensional distributions used to generate surface plots. The surface plots for each subject 

follow. As the parameter ranges are a proportion of the value, the shape of the surface indicates 

true material senstivity.  
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Table 5-4 – Updated parameter values, included the minima from iteration two and the finalised 
ranges for iteration 3. 

Parameter Subject Iteration Minimum Minima Maximum 

Brain bulk 

modulus /Pa 

1,2,3 1 21,900 185,000 1,000,000 

1,2,3 2 – 1000 148,000 -  222,000 

1 2 – 200 153,000 189,000 220,000 

2 2 – 200 149,000 185,000 221,000 

3 2 – 200 153,000 186,000 220,000 

1 3 151,000 - 227,000 

2 3 148,000 - 222,000 

3 3 149,000 - 224,000 

Brain 𝑐1 

coefficient /Pa 

 

1,2,3 1 1 - 3,000 

1,2,3 2 – 1000  1 - 3,000 

1 2 – 200 354 1,650 2,950 

2 2 – 200 15.9 1,750 2,990 

3 2 – 200 241 1,600 2,950 

1 3 1,280 - 1,910 

2 3 1,400 - 2,100 

3 3 1,320 - 1,980 

Brain 𝑚1 

coefficient 

1,2,3 3 -1 

 

Pia Young’s 

modulus /Pa 

1,2,3 3 254,000 

Spring 

constant 

/N/m 

1,3 1 0.434 10.76 25 

2 1 0.434 9.64 25 

1,3 2 – 1000  8.53 - 12.8 

2 2 – 1000 7.72 - 11.6 

1 2 – 200 8.51 11.0 12.7 

2 2 – 200 7.84 10.5 11.5 

3 2 – 200 8.51 10.8 12.7 

1 3 8.77 - 13.1 

2 3 8.37 - 12.6 

3 3 8.63 - 12.9 

 

The surface plots shown in Figure 58 depict a trough, where the bulk modulus is considerably 

steeper sided than the shear modulus. This suggests that the error value is more sensitive to 

change in bulk modulus as a percentage change from the mean value. This feature is also found 
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in Figure 60, again with the shear modulus being the least influential of the two parameters. In 

contrast Figure 59, which plots bulk modulus against spring constant depicts more even 

sensitivity to the two variables.  

 

 

 

Figure 58 – Surface plots showing the EM change resulting from variation of the bulk modulus 
and shear modulus over the ranges defined in Table 5-4 for subjects 1, 2 and 3 [top, middle and 

bottom respectively]. The parameter range shown was fixed for all subjects for ease of 
comparison.  
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Figure 59 – Surface plots showing the EM change resulting from variation of the bulk modulus 
and spring constant over the ranges defined in Table 5-4 for subjects 1, 2 and 3 [top, middle and 

bottom respectively]. The parameter range shown was fixed for all subjects for ease of 
comparison.  
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Figure 60 – Surface plots showing the EM change resulting from variation of the shear modulus 
and spring constant over the ranges defined in Table 5-4 for subjects 1, 2 and 3 [top, middle and 

bottom respectively]. The parameter range was fixed for all subjects for ease of comparison.  

The shape of the surfaces shown above indicate some intersubject variability, but have a largely 

similar shape, showing similar sensitivity trends. The minimum values obtained indicate the 

optimum value for each subject. When compared to the previous estimates, these values, given 

in Table 5-5, indicate the improvement gained by this additional iteration. In each case, the 

refinement induced the least change in x1, and the most in x2, suggesting these parameters are 

the most and least sensitive respectively.  
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Table 5-5 – Parameter values found from the surface plots, generated with one parameter held 
(grey) whilst the remining two were varied. The percentage values indicate the similarity of the 

refined 2D simulations to the initial estimate (grey) which was used when not being varied.  

 Subject 1 

 Error x1 x2 x5 x1 x2 x5 

x1x2 0.16 188,000 1,660 11.0 99% 101% 100% 

x1x5 0.16 188,000 1,650 10.6 99% 100% 97% 

x2x5 0.16 189,000 1,710 10.6 100% 104% 97% 

  Subject 2 

x1x2 0.12 186,000 1,400 10.5 101% 80% 100% 

x1x5 0.12 186,000 1,750 10.0 101% 100% 95% 

x2x5 0.12 185,000 1,500 10.1 100% 86% 97% 

  Subject 3 

x1x2 0.20 187,000 1,590 10.8 101% 99% 100% 

x1x5 0.20 187,000 1,600 10.6 101% 100% 98% 

x2x5 0.20 186,000 1,630 10.6 100% 102% 98% 

 

Once the final values were found they were used to test the improvement gained by FE predicted 

correction to the subject data. Due to the lack of subject data and the similarity between results, 

leave-one-out style testing of the final parameters was not attempted. Whilst averaging of non-

linear constitutive model parameters is not mathematically allowed, it is done here with the 

following justifications: 

• The strain is small and as such occupies a relatively linear region of the stress strain curve. 

• The exponential stiffening coefficient 𝑚1 from which these values have been calculated 

has been fixed and is at a value where the effect is minimal. 

• The values are close enough together that a more methodologically rigorous ‘average’ 

would be negligibly different than a simple average value. 

These mean values over all subjects for each parameter are summarised in Table 5-6 below. 

Table 5-6 – Mean parameter values found in calibration 1.  

Parameter Final value 

Bulk modulus /Pa 187,000 
‘Shear modulus’ /Pa 1,580 

Exponential coefficient -10 
Pia Young’s modulus /Pa 254,000 

Spring constant /N/m 10.4 

  

Final model 1 

The FE model was recomputed with the final parameter values and a new EM was calculated 

between the final FE displacement field and each subject data set. These values are summarised 

in Table 5-7. 
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Table 5-7 – Original global displacement and EM data, along with the reduced EM calculated 
after subtraction of the final FE displacement field. Pre-avg refers to values calculated from the 
three averaged displacement fields, as opposed to the average of the values obtained from each 

subject field as in Table 5-1. 

Subject 
X disp 
/mm 

Y disp 
/mm 

Z disp 
/mm 

Magnitude 
/mm 

ZDEM 
/mm 

Final 
error mag 

/mm 

1 0.02 -0.20 0.05 0.20 0.38 0.31 

2 0.01 -0.26 0.01 0.26 0.38 0.27 

3 0.00 -0.20 0.05 0.20 0.41 0.34 

Pre-avg. 0.01 -0.22 0.04 0.22 0.33 0.25 

FE 0.00 -0.22 0.01 0.22   

In all cases the EM was reduced after correction with the optimised FE model predictions, with 

improvements ranging from 0.07-0.11 mm. Comparison of the initial EM and the reduction in 

EM yielded a Pearson correlation coefficient of -0.13, although the sample size is admittedly 

small. This low correlation suggests that the ability of the FE model to correct the displacement 

field is relatively consistent, regardless of the initial level of non-uniformity in the displacement 

field. The global displacement found in the optimised FE model differed from the subject data 

by 0.01, 0.00 and 0.03 mm in the X, Y and Z axes respectively. This suggests that the parameter 

identification process was successful given the inputs used; however, achieving regional similarity 

was the goal here. Figure 61 compares the displacement fields of the FE and average subject data 

through a sagittal section.  
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Figure 61 – Displacement fields generated by the final FE model and average subject data taken 
through a 10 mm section at the same point as Figure 46. Displacement vectors have been scaled 

by a factor of 5 relative to the brain. 

It is highlighted in Figure 61 and Figure 62, that whilst the FE adjustment does improve the 

result, there is still some deviation between the data sets, focussed mostly towards the centre of 

the brain.  
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Figure 62 – Colour plot proportional to: [Left] the magnitude of the displacement field (in mm) 
in the original averaged subject data and [Right] after correction of the subject data with the 

optimised FE result – highlighting resulting error.  

It was suspected that small variations in the automatically segmented skull region during image 

registration led to boundary artefact and erroneous displacements on the surface of the brain. An 

example of this can be found in Figure 61, where anterior movement is apparent in the posterior 

brain during prone to supine repositioning. As the FE optimisation process considered the entire 

brain equally, this boundary error led to central displacements which were lower than the MR 

data suggests. 

Calibration 2 
To overcome this problem, the parameter identification was repeated, this time considering 

elements >10 mm from the interior surface of the dura region.  Given the similarity between data 

sets, the average subject displacement field was used moving forward. The same methodology 

used in iteration 1 was employed here. For brevity, details of this process are not repeated. The 

initial ME plots of the second calibration are shown in Figure 63. 
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Figure 63 – Main effect plots for each 
material parameter within the averaged 

subject data in elements greater than 10 mm 
from the dural surface. Note that the error 

value for the bulk modulus at 1 MPa is 
approximately equivalent to the zero-

deformation EM.  

 

   

This time, in-range minimas were found with the bulk modulus and 𝑚1, at values of 144,000 Pa 

and -11.8 respectively. The only notable joint affect found was x1x3, with a variance of 10.5%, 

further suggesting the more important role of the exponential coefficient in this case. As done 

previously, parameters with in-range minima were intially varied over a range of ± 20% while the 

other were kept over the orginal range. 1000 random parameter sets were generated, with the 

resulting 200 best sets reprocessed in GEM-SA. This method led to 𝑚1 falling outside of the 

range, and as such it was repeated with the original range instead. With this adjustment, the final 

parameter ranges are given in Table 5-8.  

Table 5-8 – Parameter ranges resulting from 200 best sets from the 1st simulation. 

Parameter Minimum Maximum 

Brain bulk modulus /Pa 118,000 175,009 

Brain c1 coefficient /Pa 5.01 2990 

Brain m1 coefficient -27.8 -5.03 

Pia Youngs modulus /Pa 259,000 12,600,000 

Spring constant /N/m 0.45 22.2 
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Iteration 2 

The 2nd  iteration ME plots are shown in Figure 64. It is interesting to note the increased apparernt 

sensitivity of some parameters with the variation range reduced.  

 

  

Figure 64 – Main effect plots generated from 
the 200 parameter sets which yielded the 

lowest error values of the 1000 generated with 
the simulator. The Young’s modulus was 

plotted on a logarithmic axis due to the large 
range of values which remained, and error 

bars were removed for clarity. 

 
 

 

Results from the 2nd iteration yielded in-range minimas for three parameters, the bulk modulus, 

shear modulus and 𝑚1, with values of 133,000 Pa, 1,250 Pa and -17.3 respectively. Joint effects 

were reduced on the previous iteration; again x1x3 was the highest this time at 3.1%. Whilst the 

shear modulus displayed an in-range minima, it’s total effect was at least an order of magnitude 

less than the other parameters. The Young’s modulus displayed a similar trend to the full 

cerebrum analysis suggesting the range was too low; however, this was also the case this time for 

the spring constant. To continue, the shear modulus, Young’s modulus and spring constant were 

fixed at the minimum values from this iteration and surface plot points were generated for the 

bulk modulus and 𝑚1.  

Iteration 3 

Figure 65 shows that once again, error is most senstive to the bulk modulus. Illustrated by the 

red points, the error value variation for 𝑚1 at the optimum bulk modulus was 0.0862-0.0964 mm, 



115 
 

whilst the converse had a range of 0.0862-0.1345 mm. This indicates a senstitivity to the bulk 

modulus almost 5 times greater than 𝑚1, over the range used.  

 
Figure 65 – Surface plot of the bulk modulus and exponential coefficient, 𝒎𝟏. Red points 

indicate the value at which the minima occurs.  

Final model 2 

The new optimised parameters are given in Table 5-9 below. 

 
Table 5-9 – Optimised values from the second calibration 

Parameter Final value 

Bulk modulus /Pa 127,000 
‘Shear modulus’ /Pa 1,250 

Exponential coefficient -16.9 
Pia Young’s modulus /Pa 250,000 

Spring constant /N/m 0.5 

 
Considering only the elements used in the second optimisation (>10 mm from the boundary), 

global displacements and EMs were recalculated for the average subject data, the FE results from 

the first set of optimised values and the FE results from the final set of optimised values. We 

recall that averaged subject displacement field had a ZDEM of 0.33 mm. When using the 
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optimised values found in calibration 1, the EM calculated from the reduced brain volume was 

0.25 mm. With the new parameters from calibration 2, this was significantly improved to 0.05 

mm.  

 

Figure 66 – FE displacement field (showing elements >10 mm from the boundary) generated 
from calibration 2, compared to the full region of the average subject field. Whilst there is still 

deviation towards the boundary, the central structures show considerable improvement 
compared to the results of calibration 1. Displacement vectors have been scaled by a factor of 5 

relative to the brain. 

Parameters identified from the calibration 2 have been shown to offer a significant reduction in 

error value compared to those obtained over the entire cerebrum. This is supported visually by 

the new displacement field. Further analysis was conducted at 44 points defined in the concurrent 

phantom study, which intentionally used the same segmentation. These points, shown in Figure 
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67, were chosen based on what was physically possible to achieve in the phantom whilst offering 

a good coverage of the brain area.   

 

  

Figure 67 – Marker distribution throughout the brain, as used in the phantom study. The top 
image shows only the right-hand side for clarity. The bottom image shows a transverse view of 

both sides. The marker designation was based on the approximate anatomical location:  
C - Cerebellum, O - Occipital, P - Parietal, T - Temporal, F - Frontal, SN - Substantia nigra. 
Green regions show structures of the basal ganglia, clinically relevant to Parkinson’s disease. 

Left images reproduced from doctoral thesis of Matthew Potts; currently unpublished. 
Displacement vectors have been scaled by a factor of 10 relative to the brain. 

By using points defined in the phantom, comparison of all three methods was possible. The 

vector plots of these three sets of results are also shown in Figure 67. Regions most relevant to 

DBS are likely to be SN, T2 and F2; these are highlighted on the lateral image. In general, good 

alignment was achieved between the FE and phantom studies, with the subject data being more 

similar in regions more distant from the boundary, as was previously the case. Full details of the 

marker displacements for each data set are given in Table 5-10. 
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Table 5-10 – Components of the marker displacement in the phantom, FE and subject data. 

Marker 
Phantom FE Subject 

X Y Z X Y Z X Y Z 

R-C1 0.00 0.39 -0.33 -0.01 0.24 -0.03 -0.01 0.12 -0.17 

C2 0.01 0.47 -0.17 0.01 0.35 0.00 0.10 0.94 -0.42 

O1 -0.10 0.60 -0.12 -0.19 0.57 0.16 -0.10 -0.09 0.16 

O2 -0.28 0.57 -0.17 -0.22 0.69 0.20 0.01 0.15 0.01 

P1 -0.12 0.64 -0.25 -0.11 0.85 0.09 -0.07 0.35 -0.07 

P2 -0.29 0.47 -0.01 -0.11 0.72 0.12 -0.12 0.22 0.11 

P3 0.01 0.67 -0.39 -0.01 0.82 -0.01 0.25 0.02 -0.06 

P4 -0.10 0.57 -0.36 0.01 0.90 -0.04 -0.08 0.27 0.02 

P5 0.02 0.53 -0.28 0.06 0.96 -0.07 -0.08 0.79 -0.22 

P6 -0.04 0.59 -0.17 0.04 0.83 -0.09 0.00 0.41 -0.20 

T1 -0.03 0.54 -0.18 -0.07 0.70 0.07 -0.01 -0.01 0.12 

T2 -0.03 0.45 -0.20 0.06 0.80 -0.06 -0.08 0.50 -0.15 

T3 -0.05 0.65 -0.51 0.11 0.68 -0.08 0.08 -0.02 -0.08 

T4 0.00 0.47 -0.35 0.09 0.40 -0.06 0.01 -0.08 -0.08 

SN -0.04 0.10 -0.05 0.00 0.41 -0.01 -0.07 0.12 -0.05 

F1 -0.03 0.49 -0.48 0.12 0.87 -0.12 0.02 0.17 -0.13 

F2 0.06 0.39 -0.38 0.09 0.78 -0.10 -0.36 0.22 -0.16 

F3 0.01 0.65 -0.48 0.14 0.84 -0.18 0.10 0.17 0.05 

F4 0.11 0.56 -0.49 0.14 0.86 -0.17 -0.11 0.54 -0.11 

F5 0.06 0.53 -0.37 0.13 0.73 -0.19 0.05 0.32 -0.11 

F6 0.29 0.43 -0.42 0.11 0.62 -0.09 0.02 -0.05 0.08 

F7 0.26 0.56 -0.43 0.18 0.68 -0.19 0.08 0.21 0.06 

L - C1 -0.07 0.45 -0.08 0.00 0.24 -0.04 0.04 0.21 -0.16 

C2 -0.02 0.45 -0.07 -0.01 0.36 0.00 0.04 0.94 -0.47 

O1 0.04 0.77 0.16 0.19 0.59 0.15 0.07 -0.01 0.08 

O2 0.49 0.76 0.37 0.22 0.66 0.19 0.12 0.09 -0.05 

P1 0.35 0.90 0.08 0.13 0.83 0.10 0.04 0.49 -0.12 

P2 0.60 0.74 0.27 0.11 0.69 0.11 0.03 0.22 -0.11 

P3 0.22 0.95 -0.19 0.05 0.80 0.02 -0.10 0.01 -0.03 

P4 0.33 1.04 -0.27 -0.02 0.90 -0.06 -0.04 0.23 -0.17 

P5 0.14 0.85 -0.17 -0.04 0.94 -0.06 -0.15 0.67 -0.08 

P6 0.33 1.01 -0.14 -0.04 0.81 -0.09 -0.10 0.56 -0.02 

T1 0.00 0.66 0.04 0.08 0.72 0.07 0.13 0.19 0.01 

T2 -0.02 0.73 -0.13 -0.05 0.80 -0.06 -0.04 0.50 -0.11 

T3 -0.02 0.85 -0.33 -0.13 0.61 -0.08 0.04 -0.07 -0.05 

T4 -0.26 0.58 -0.29 -0.08 0.40 -0.06 0.04 -0.17 -0.23 

SN -0.02 0.13 0.01 -0.01 0.48 0.01 0.05 0.27 0.00 

F1 0.03 0.90 -0.38 -0.10 0.85 -0.11 -0.05 0.13 -0.02 

F2 -0.25 0.78 -0.43 -0.08 0.79 -0.11 0.16 0.17 -0.17 

F3 0.14 1.08 -0.52 -0.12 0.88 -0.16 -0.22 0.13 -0.13 

F4 -0.08 0.96 -0.61 -0.14 0.85 -0.18 0.05 0.38 -0.04 

F5 -0.05 1.03 -0.48 -0.15 0.74 -0.20 0.03 0.35 -0.04 

F6 -0.42 1.00 -0.60 -0.11 0.65 -0.12 0.05 0.08 0.03 

F7 -0.23 1.01 -0.65 -0.19 0.70 -0.20 0.08 0.11 0.05 
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Biomechanical Analysis of the Final Model 
It was previously shown that the developed FE model and identified material parameters offer 

excellent correlation to the limited cerebral region of the subject data used in calibration 2. As 

confidence in the subject data was greater in the central regions than near the boundary, it was 

considered that the mechanical constraints of FEA may indeed offer an improved prediction of 

the boundary displacements than the subject data itself. As such, analysis of final FE models was 

undertaken to help understand the biomechanical process of brain shift.  In this analysis we first 

recall the expanded form of Equation 16 in Equation 42: 

where the hydrostatic stress 𝜎ℎ𝑦𝑑 is 
1

3
𝑡𝑟(𝝈) and 𝝈 is the Cauchy stress tensor. The component 

plots of the Cauchy stress tensor in the prone position are shown in Figure 68. 

   

 

 

             

 
 

 

 
Figure 68 – Stress plots from the prone FE model, arranged 

such that the image occupies the location in the stress tensor 
which it represents. The x, y and z components range from  

-927 to 847, -930 to 853 and -928 to 846 Pa respectively. Colour 
plots for the shear components were fixed at -8 to 8 Pa for 
ease of comparison. The similarity between the x, y and z 

components and low shear stresses indicate that hydrostatic 
stress dominates the mechanical process. 

 

 

𝝈 = [

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧

𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧

𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

] = [

𝜎ℎ𝑦𝑑 0 0

0 𝜎ℎ𝑦𝑑 0

0 0 𝜎ℎ𝑦𝑑
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The pressure distribution follows the same pattern as the x, y and z components ranging from  

-848 to 928 Pa. Recalling that 𝑝 = −𝜎ℎ𝑦𝑑, this becomes -928 to 848 Pa, values almost identical 

to the x, y and z components.  The same pattern is present in the supine examples given in Figure 

69, where the hydrostatic stress ranged from -839 to 947 Pa.  Considering this and the 

comparatively low shear stresses in both cases, we conclude that the deviatoric stress is low 

throughout the brain area and the mechanical process is dominated by volumetric change within 

the brain tissue. Figure 69 shows the equivalent plots in the supine position, demonstrating a 

similar mechanical response.  

   

 

 

             

  
 
 

Figure 69 – Stress plots from the supine FE model, arranged 
such that the image occupies the location in the stress tensor 
which it represents. The x, y and z components range from -
838 to 946, -840 to 951 and -838 to 945 Pa respectively. Colour 
plots for the shear components were again fixed at -8 to 8 Pa 

for ease of comparison. 
 

 
 

Of the shear stresses, the most interesting is the 𝜎𝑥𝑦 component in both cases, which show peaks 

in regions along the sagittal plane which are close to the dura. This suggests tethering of the 

surface of the brain with sagging in central unsupported regions as is highlighted in Figure 70.  

Pa Pa Pa 

Pa 

Pa 

Pa 
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Figure 70 – Zoomed imaged of the anterior midline region of the supine model, where the PAC 

region is shown in solid blue. The colour scale shows 𝝈𝒙𝒚 component of the Cauchy stress, 

highlighting a peak near the external boundary of the PAC.  

The 1st deviatoric pricinple stress (Figure 71) was low as expected, with peaks of around 5 Pa in 

each position. Being the deviatoric component, stresses were sensitive to shape change, with the 

ventricles and boundary inflencing the distibution. In each case, stress was greatest in the top side 

relative to gravity and around the surface, suggesting this tissue was in mechanical tension due to 

tethering of the PAC.  

 

Figure 71 – 1st deviatoric principle stress for the prone [left] and supine [right] FE models.  

1st principle strain patterns were similar to the 1st deviatoric principle stresses. Most notably, even 

in areas of local stress concentration and increased strain, peaks were still in the order of 1%. 

Volume change in each loading case varied by approxmately ±0.7%, in a linear manner over the 

gravitational axis of the brain, mirroring the hydrostatic stress distribution. Whilst this volume 

change appears negligible it is inextricably linked to the bulk modulus, which has already been 

shown during sensitivity analysis to be the most significant factor driving brain shift.  

Pa 
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The 1st princple strain, shown in Figure 72, suggests that in both the prone and supine cases, 

strains were greatest in the top region relative to gravity; however, these are realtively small, in 

the order of 0.5%.  

 

   

Figure 72 – Sections of the final FE model showing 1st principle strain [top] in the prone [left] 
and supine [right] positions, elemental Jacobian [bottom] respectively. 

 Displacements were in the order of 0.1-0.2 mm and up to 0.5 mm on the ‘top’ and ‘bottom’ 

surfaces respectively. Even though the strains are small, they are sufficient to lead to surgically 

significant non-rigid displacement. This pattern can also be seen in Figure 73. Also shown is the 

volume change in the PAC from the neutral to loaded and prone-to-supine reorinetations. 

Regions normal to the loading direction exhibited highest strains, peaking at approximately ± 60 

% by volume in some elements. 
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Figure 73 – Neutral to prone [top], neutral to supine [middle] and prone to supine [bottom] 
displacement fields (scaled by a factor of 10), superimposed with the Jacobian of fluid regions 

(shown in colour). The prone to supine image treats the prone elemental volume as the starting 
point rather than calculating J from the neutral position.  
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As suggested throughout this section, the arachnoid trabeculae appear to tether the surface of 

the brain to more rigid structures. The force generated by each individual element was very small, 

with peak forces, predominantly located on gyri, in the order of 0.2 mN. However, as the effective 

weight of the brain is only 0.5 N a stiff layer is not required to maintain a relatively stationary 

position of the brain in quasi-static loading. This said, if the PAC was not represented, the 

‘bottom’ surfaces of the brain would come into contact with the skull, leading to larger than 

expected displacements. The force exerted by the springs over the surface is displayed in Figure 

74, which demonstrates tethering on the top surfaces relative to gravity.  

 

 

 

Figure 74 – Prone [top] and supine [bottom] images of the pia mater, where the colour 
represents the reaction force (mN) in each spring element of the arachnoid trabeculae, averaged 

over the three nodes of each surface element, not accounting for elemental area. 

The pia mater also plays an important mechanical contribution, even though the stiffness 

suggested by the parametric analysis was lower than expected. As with the trabeculae, the stress 

is greatest on the ‘top’ surface, this is shown in Figure 75. The stresses in the pia mater are in a 

mN 
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different order of magnitude to deviatoric stresses in the brain, with levels in the order of 2,000 

Pa. This is depicted in Figure 75.  

 

Figure 75 – 1st Principle stress (kPa) in the pia mater, in supine [left] and prone [right] loading.  

Surgical Prediction Test Case 
Prediction was performed in 6 orientations common to neurosurgery. As a reminder, a modified 

version of Figure 45 is included below in Figure 76. 

 

Figure 76 – Modified schematic of the prediction test case positions. 

As the right decubitus position was predicted, displacement in the approximate location of the 

left STN was measured. It was assumed that presurgical imaging is undertaken in the supine 

position; orientation 1.  Displacement between the supine and other orientations is shown in the 

sagittal and axial planes in the left and right graphs of Figure 77 respectively. As expected, the 

peak displacement was found between the supine and prone position, with X, Y and Z vector 

components of 0.00, 0.65 and 0.03 mm respectively. Whilst not the greatest absolute 

displacement, the decubitus position exhibited the greatest displacement relative to the overall 

change in load with displacements of 0.31, 0.30 and 0.02 mm.  

 

kPa 
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Figure 77 – Sagittal (left) and axial (right) plots illustrating the vector displacements between the 
supine and other orientations as predicted by the final parameter sets. 
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: Discussion  

It has previously been shown how PBS was identified as a key component of error within 

stereotactic neurosurgery and the necessary starting point for any future modelling efforts. The 

model developed according to this finding and results obtained from it, constitute the main 

contributions of this work. To recap, they can be summarised as: 

• The development of the model itself, utilising the state-of-the-art in terms of modelling 

techniques. 

• The identification of material properties through direct use of the adjacent human study, 

whilst also considering the existing literature. 

• A biomechanical analysis, yielding new insight into PBS as well as head modelling and 

brain shift as a whole. 

• A proof of concept test prediction which confirms PBS to be a clinically significant 

source of potential error in stereotactic neurosurgery.  

These key areas will be expanded upon in the following discussion. 

Development of the model 
As noted in Chapter 3, efforts within computational modelling of stereotactic procedures have 

so far been limited to ensuring procedure safety. This was achieved through modelling the worst 

case of CSF loss and adapting the trajectory to avoid a danger region defined as the space between 

the initial and worst-case final positions. These are certainly useful works to consider clinically, 

as minimising risk of haemorrhage is desirable, even if it does not lead to improved accuracy. 

However, the long-term goal of this work is to offer such improvements and therefore required 

considerably different methods.  

Upon review of the literature, discussed in Chapter 2, it was concluded that an improved 

understanding of the mechanics of small-scale brain movement was required. The study of 

positional brain shift offered a unique opportunity to directly calibrate and validate the developed 

model. This was especially important, as to the best of the author’s knowledge, PBS had not been 

the focus of a computational model to date.  

Although largely undocumented here, the final model was the result of hundreds of 

developmental iterations and thousands of computations. Early in this development it became 

clear that typical methods used in other areas of modelling would not apply in this case. 

Furthermore, with no previous works to build upon, generation of the model required full manual 

segmentation in order to meet the requirements of both the computational and phantom study.  
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When considering geometry, the PAC is often oversimplified or left out entirely in other 

modelling works. Approaches include direct attachment of the brain to the surface of the skull,  

sliding contacts or various stages in between (178). As the maximum potential movement in this 

layer is approximately 2 mm, this may be insignificant compared to the levels of deformation 

expected and therefore not worth the increased complexity (162).  

In the early stages of this study, a transversely-isotropic fibre stiffened layer with a very low bulk 

modulus was used, with initially positive results. However, mathematical definition of the fibre 

distribution around three fibre centres in each cerebral hemisphere and the cerebellum led to 

stiffness discontinuity and erroneous results. In late 2018, the inclusion of FSI into FEBio 

enabled a new method, where the CSF was modelled as a fluid and the arachnoid trabeculae were 

included as spring elements spanning the subarachnoid space. These methods have been used 

separately in other modelling efforts (133, 153, 168, 194), but to the best of our knowledge this 

is the first implementation where these features have been combined.  

Although it was not possible to implement this in Preview directly, it was achieved through 

manipulation of the ‘.feb’ file in Matlab; a method that would facilitate easy experimentation with 

different spring distributions in the future. This work would not have been possible without this 

PAC representation, which provided a stable model capable of converging with the vast majority 

of material parameter combinations.  

There is considerable literature regarding the material properties of the brain in other intracranial 

structures. However, many groups chose a seemingly arbitrary value to represent the 

compressibility of the brain (166). Applying these values generated displacements far from the 

order of magnitude that was expected with PBS. In fact, the literature appeared to be absent of 

appropriate values for the boundary conditions concerned with this mechanical process. Some 

groups previously had identified the importance of bulk compressibility and implemented this 

computationally using consolidation theory (126). However, this implementation was 

unnecessary due to considering only the equilibrium state. As it became apparent that the bulk 

modulus of the brain was important to this process, focus of the project moved from one based 

on assessing the impact of geometric variation, to the understanding of material sensitivity.  

It was from this point that the decision to use GEM-SA and undertake sensitivity analysis 

stemmed. It was felt that determining material parameters applicable to quasi-static loading would 

not only be necessary to facilitate any continuation of this work, but also to add to the body of 

knowledge with results being obtained entirely from in-vivo images rather than the usual methods 

of mechanical testing. These results form one of the major contributions of this work.  
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Kinematics of Positional Brain Shift 
Displacement and deformation of the brain result from the loading of various anatomical 

structures, each with different geometry and material properties. The methods employed in this 

study utilise measurements of these patterns to derive said properties. As such, the results are 

directly linked to this data and rely greatly upon it being a true likeness of what occurs in-vivo. 

Given that displacement is the input and ultimately the output of the modelling works described 

here, the results found in the present study are first considered in the context of the other 

measurements presented in the literature.  

PBS measurement in the literature 
Whilst the literature on PBS is somewhat limited, past notable contributions include those from 

Hill (78), Schnaudigel et al. (4), Monea et al. (93) and Mikkonen and Laakso (94). Although the 

accompanying human study was used directly for calibration of material parameters, the 

published data must also be considered when assessing the validity of the final parameters. That 

said, as the human data was not generated as part of this study directly, it will not be the focus of 

discussion. To recap, Hill was limited by technological limits on image resolution, but concluded 

that brain shift in PBS was less than 1 mm. Schnaudigel et al. assessed the brain area as a whole 

with improved resolution using magnetic resonance morphometry. They found brain shift in PBS 

to be between 0.6-1.3 mm in the sagittal plane which supports the findings of Hill’s study when 

considering the resolution involved. Importantly, they also posed that brain shift is not a rigid 

body displacement of the brain within the subarachnoid space, but a more complex deformation. 

Monea et al. presented findings suggesting peak magnitudes at the cortical and ventricular 

surfaces which were higher than other groups, although displacements were less than 3 mm at 

the majority of points. A more detailed account of the general direction of movement was also 

given and is reproduced in Figure 78.  
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Figure 78 – Cortical and ventricular surface displacement due to reorientation from supine to 
prone in the sagittal plane. Gross displacement is indicated by the red arrows, with local change 

corresponding to the colour code. Reproduced from (93). 

While this pattern of displacement is interesting, it seems that the level of surface displacements 

of the levels reported were unlikely, given typical PAC thickness. Most recently, Mikkonen and 

Laakso reported asymmetrical, predominantly inferior displacement with supine-to-prone 

repositioning, as is shown in Figure 79. 

 

Figure 79 – Surface displacement colour plot resulting from supine-to-prone repositioning. 
Adapted from (94). 

In the gravitational axis, displacement appears to be greater in the anterior regions than the 

posterior, however the inferior component is significantly larger in magnitude, contradicting both 

the results of Monea et al. and what one would expect.  

Perhaps the most meaningful conclusion from previously reported accounts of PBS is that it is 

an incredibly difficult phenomenon to measure, with the variation found by different groups 

probably linked to the methods used more than intrasubject variability itself.  
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Accompanying in-vivo human study 
Whilst much effort was put into making this study as accurate as possible, it appears on balance 

that the surface displacements found may not be reliable. For example, the section shown in 

Figure 80 suggests the anterior surface of the brain moves against the direction of gravity when 

moving to the supine position, whilst the midline region around the falx cerebri displays 

predominantly lateral movement. A similarly unexpected pattern can be seen in the posterior 

region.  

The registration method employs continuity of displacement to reduce the influence of noise, 

which may introduce small levels of artificial deformation. Furthermore, it may act to enforce 

other erroneous displacements, for example those caused by partial volume errors at the 

boundaries.  It is expected that these factors contribute to the unusual displacement pattern 

shown in Figure 80. Although, these potential sources of error are known, the subject data is still 

likely to contain some true, local displacement variation, induced by anatomical structures which 

are not captured in the FE model.     

 

Figure 80 – Anterior transverse section, highlighting the variation in cortical surface 
displacement in the subject data obtained as part of the accompanying human study. 

As previously mentioned, the magnitudes reported in the literature may be questionable. 

Although, the displacement pattern presented by Monea et al. (93) represents what one would 

most likely expect. In an effort to avoid the difficulties of generating a 3D deformation field, 

Tsutsumi et al. (141) instead analysed the movement of cerebral bridging veins and volume 

change within the PAC on 2D images, again with supine to prone repositioning. Figure 81 

illustrates the methodology, where anatomical landmarks were used to help define CSF regions 

manually. In doing so, this method eliminated the potential error associated with automatic 

definition of the skull boundaries. Although out of plane motion may impact the measurement, 

it is likely that this is a good compromise and the results are relatively reliable. Their analysis 

found that, whilst venous sections remained stationary, the parasagittal frontal convexity 

underwent a volume change of 17.8% ± 11.7% (range 2-43%).  
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Figure 81 – 2D CSF area measurement in the prone and supine positions, identified by manual 
tracing of the bright CSF filled region. Reproduced from (141). 

It is difficult to equate this volume change to a surface displacement directly as portions of the 

region considered were not normal to the direction of movement. However, the data strongly 

suggests that the displacement is predominately in the direction of gravity. Whilst it’s understood 

that age plays an important role in PAC thickness, the patients analysed in this study had a mean 

age of 46.8 years, suggesting the result is not skewed by only considering young or elderly patients.  

Due to the technical difficulty of acquiring volumetric data, it is even more scarce than surface 

data. Schnaudigel et al. (4) presented the deformation field shown in Figure 82, in which there is 

a predominately posterior to anterior displacement. The authors also note an inferior component, 

in their view probably due to bending of the subject’s neck in the scanner.  

 

Figure 82 – Midsagittal deformation field with supine to prone repositioning presented by 
Schnaudigel et al. (4).  

An equivalent section from the accompanying human study (Figure 83) shows similar (but 

oppositely loaded) patterns. However, the pattern does not remain in regions close to the falx 

cerebri, shown approximately by the black line. More work is required to understand the cause 

of such an effect, but it should be noted when considering these results. 
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Figure 83 – Subject displacement field from a sagittal plane just off midline (as midline has no 
limited brain nodes), presented as comparison to Figure 82. Note the displacements depict 

prone-supine reorientation as opposed to supine-prone. Midbrain/cerebellum is also not shown 
due to poor results. The black line indicates the approximate inferior boundary of the falx 

cerebri. Scaled by a factor of 10.  

Figure 84, shows a histogram of the sagittal components of the nodal displacements across the 

cerebrum as a whole, and the limited list >10 mm from the boundary. These represent the data 

sets used in calibration 1 and calibration 2 respectively. The histogram highlights how the 

elements close to the boundary produce unexpected results. Although some positive values 

remain the in middle region subset, these values fall close to the 0.6 to 1.3 mm reported by 

Schnaudigel et al. (4). Judging by the limited vector field in Figure 82, the lower limit of 0.6 mm 

may not represent the actual minimum level of displacement, but only the minimum in the 

regions considered by their analysis. Considering the small numbers of subjects in the human 

study conducted here, these results are remarkably similar, especially given that the histogram 

shape may be skewed as nodal data is not weighted by element volume. 

 

Figure 84 – Histogram of the gravitational component of the nodal displacements in the entire 
cerebrum vs the reduced cerebral area of the averaged human data set. For reference, 

Schnaudigel et al. (4) reported displacements between 0.6-1.3 mm.  
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FE study 
The FE model developed in this study was calibrated twice against the human data, once with 

the entire cerebrum and once with nodes <10 mm from the surface excluded due to the boundary 

effects in the human data. This yielded distinctly different results, with the sagittal component of 

the global displacement 0.26 and 0.80 mm for first and second calibrations respectively.  

This difference in displacements is shown in Figure 85, again comparing the reduced subset of 

nodes for each.  The initial displacement field resulting from calibration 1 was not able to capture 

the more significant displacements but was similar in mean magnitude to the whole cerebrum 

subject data. The displacement field resulting from calibration 2 yielded results more similar to 

the displacements found by Schnaudigel et al. (4). Although the proportions of the histogram are 

skewed by using nodal data (not accounting for node density), it provides a more meaningful 

comparison between the different groups of data within this, the human study and the reported 

range. Due to differences in reporting, it is difficult to compare to the distribution of 

displacements found in the other published works. If it is assumed that the general displacements 

patterns given by Monea et al. in Figure 78 hold true for deeper structures in the brain, there is 

remarkable similarity to the marker displacements in Figure 67, particularly for the FE and 

phantom.   

 

Figure 85 – Sagittal component of the vectors in the reduced ‘middle cerebrum’ nodeset, for 
both optimisations of the FE model and the human data. Change of the material parameters led 

to significant change in magnitude of displacement but had little impact on the distribution. 
Again, for reference, Schnaudigel et al. (4) reported displacements between 0.6-1.3 mm.   

The displacement of the brain surface in the FE results is perhaps best visualised as volume 

change in the PAC, as was shown in Figure 73. In this figure, the volume change was calculated 

against the prone elemental volume instead of the neutral position such that results were 

comparable to the literature. Peak elemental volume changes in the PAC for calibration 2 were 

in the order of ± 60%. Further analysis was conducted to compare this to the data from Tsutsumi 
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et al. (141) more directly. In that study, volume change was measured over a midsagittal region 

from the anterior to a line defined by the coronal suture. It was estimated that this defined a 

region approximately equivalent to the anterior third of the brain. Considering only elements in 

this region, the prone and supine volume was 3,860 and 4,300 mm³, respectively. With 

reorientation from prone to supine, this equates to a volume change of 11.3% in the FE model, 

compared to that of 17.8% ± 11.7% found by Tsutsumi et al. Bearing in mind that the 

approximation of the region of interest will affect this comparison, the PAC volume change 

resulting from the calibration 2 falls well within a realistic range. In contrast, calibration 1 yielded 

a peak volume change in the order of 5%. This indicates that the volume change within the PAC 

as a whole would be considerably lower than that expected according to Tsutsumi et al.  

With confidence that realistic levels of PAC volume change occur in the model generated by the 

results of calibration 2, we now consider the surface displacement which drives this. Figure 86 

shows the surface displacement magnitude of the final model from a number of viewpoints.  

  



136 
 

  

     

 

 

Figure 86 – Surface displacement magnitude in mm from the calibration 2 final FE model. 

mm 
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The anterior and posterior poles of the brain exhibit relatively low displacement, in the order of 

0.4 mm. In contrast, the PAC had the greatest volume change in these regions, as the 

displacements acted normal to the surface. In general, the superior, parasagittal regions 

experienced the greatest displacements, peaking in the order of 1 mm. Although it is 

acknowledged that the model did not incorporate the relatively stiff bridging veins which are 

present in this region. The relatively constrained and geometrically complex inferior regions 

moved the least, with the cerebellum indicated to be most stable. This is likely an underestimation 

as no neck bend was simulated in the model and this is known to induce cerebellar movement 

(195). Surface displacement patterns can be inferred by the displacement vectors; sampled across 

the volume of the brain, as shown in Figure 87. In general, there is remarkable similarity between 

the FE model, the trends annotated by Monea et al. (93) in Figure 78 and the phantom study, but 

not with Mikkonen and Laakso (94), shown in Figure 79. However, all MR studies are impacted 

by an unknown quantity of image distortion. This has a potentially significant impact on the 

measured displacement field.  

 

 

 

 

Figure 87 – Vector plot of displacement induced with prone-to-supine reorientation across the 
volume of the cerebrum, shown from superior [left] and lateral [right] viewpoints. Arrows are 
intended to show the displacement pattern and have been scaled by a factor of 10 for clarity.   

The intention of this work was to highlight a likely set of material parameters over which realistic 

displacements can be achieved. When considering the accompanying human study, the published 

data and all the associated limitations, it appears that the displacement field generated with the 

material parameters found in calibration 2 fits with what could be expected within a typical 

person. In the future, should more patient data become available and the boundary issue with the 

image processing be resolved, the methods here could be readily applied and used to generate 

enough data for form a more statistically significant representation of variation across a wider 

population. However, in the context of this study that is not possible, and the results generated 

here are instead intended to present a realistic example.   
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Material Parameters and Sensitivity 
Due to uncertainty in the validity across the entire volume of the validation data, calibration was 

performed over the whole cerebrum and a subset where the exterior nodes were removed, leading 

to two parameter sets. In excluding such significant portions of the volumetric displacement data, 

the author concedes that this raises questions about the validity of using any of it. However, upon 

comparison to other literature, confidence was established that the second set was likely to 

represent the displacement pattern of a typical person. In this section, we consider the parameter 

identification method and compare the results obtained to the literature. To recap, the parameters 

found are re-presented in Table 6-1. 

Table 6-1 – Material parameters identified after calibration with the entire cerebrum and reduced 
volume.  

Parameter Calibration 1 Calibration 2 

Bulk modulus /Pa 187,000 127,000 
‘Shear modulus’ /Pa 1,580 1,250 

Exponential coefficient -1 -16.9 
Pia Young’s modulus /Pa 254,000 250,000 

Spring constant /N/m 10.4 0.5 

Brain 
The brain itself has received considerably more attention in the literature than any of the 

surrounding structures. Numerous constitutive models have been developed to capture its unique 

properties, each better or worse at doing so in specific loading scenarios. These can use as few as 

three, but as many as 20 material parameters (10). As mentioned in Chapter 3, the material 

parameters which can be identified for any model are normally only valid for the specifics of 

loading and constraint in which they were obtained. As such, when choosing a constitutive model, 

one should carefully consider the physiological process at hand (10). 

When choosing the constitutive model to study PBS, the desired outcome was first considered. 

This was namely to understand displacement throughout the brain with reorientation relative to 

a supine position. After some initial investigation, it was concluded that equilibrium would be 

reached in a relatively short time (~<10 minutes); although measurement could not be made in 

a shorter time than this due to practicalities of MR imaging. This settling time contradicted one 

previous report (4). The source of this discrepancy has not yet been identified, but it was felt that 

even if the brain had not completely settled over this time frame, any further displacement would 

be negligible. Within surgery it is certain that the time between final fix of head orientation and 

the beginning of the procedure would be greater than 10 minutes and therefore only the 

equilibrium shift is clinically relevant.  

Time dependency does not need to be considered in the constitutive model when only concerned 

with the equilibrium displacement. This reduces the number of parameters needed to characterise 

the material response. This was important, as it is difficult to achieve a meaningful fit with a 

highly parameterised model when inverse modelling with equilibrium in-vivo displacement data 
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alone. It was also assumed that displacements would be relatively small and other considerations 

such as tissue preconditioning would not apply.  

The Ogden constitutive model is often suggested when considering the elastic response of brain 

tissue (10). Although there will always be debate, a lack of clear consensus about a better 

alternative makes it difficult to conclude that it is not a good option. Furthermore, the relatively 

simple formulation with as few as three material parameters and successful implementation in 

some of the prominent studies within the field (112, 117) provided sufficient grounds to use the 

Ogden model for this study.  

Ogden coefficient - 𝑐1 

The original formulation by Ogden has been modified by many groups over the years. Such 

additions considered the time dependant response (112) and material compressibility (115). Some 

small manipulation of these models is often required to compare the results across different 

studies. Equation 43 gives the strain energy function as is used in FEBio: 

𝜓 = ∑
𝑐𝑖

𝑚𝑖
2

𝑁

𝑖=1

(�̃�1
𝑚𝑖 + �̃�2

𝑚𝑖 + �̃�3
𝑚𝑖 − 3) + 𝑈(𝐽) 

43 

Here, 𝑖 allows up to 6 sets of parameters to be defined. This has been shown to improve the fit 

of experimental data, especially under complex loading regimes such as combined shear and 

compression/tension (11, 118). However, given the small strains expected, a one term was used 

here and compared to the literature.  

Studies 1-3 of Table 6-2 all use the same formulation, whereas study 4 uses one more similar to 

the original Ogden version (116).  For ease of manipulation, some parameters have had their 

symbol changed from the original manuscripts. In 1-3, 𝜇  is defined to be equivalent to the 

classical shear modulus according to linear theory (98, 119). Considering first that 𝛼 = 2𝛼0, this 

shear modulus relates to 𝐶0, according to 𝜇 =
𝐶0𝛼

2
. 
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Table 6-2 – Literature values for material parameters of the time-independent, one-term, Ogden 
strain energy density function.  

Study Formulation Parameter values 

1) Miller and Chinzei (112). 𝜓 =
2𝜇

𝛼2
(𝜆1

𝛼 + 𝜆2
𝛼 + 𝜆3

𝛼 − 3) 
𝜇 = 842 𝑃𝑎 

𝛼 =  −4.7 

2) Prange and Margulies (117) 𝜓 =
2𝜇

𝛼2
(𝜆1

𝛼 + 𝜆2
𝛼 + 𝜆3

𝛼 − 3) 𝜇 = 296  𝑃𝑎 

𝛼 =  0.0323 

3) Budday et al. (119) 

 

𝜓 =
2𝜇

𝛼2
(𝜆1

𝛼 + 𝜆2
𝛼 + 𝜆3

𝛼 − 3) 

𝜇 =  350 𝑡𝑜 1,430 𝑃𝑎 

𝛼 = −25.3 𝑡𝑜 − 19.0 

4) Mihai et al. (11) 

 

𝜓 =
𝐶0

2𝛼0

(𝜆1
2𝛼0 + 𝜆2

2𝛼0 + 𝜆3
2𝛼0 − 3) 

 

𝐶0 = −93.9 𝑃𝑎 

𝛼0 = −4.0250 

𝜇 = 378 𝑃𝑎 

𝛼 =  −8.05 

With the format presented in Table 6-2, and formula used in FEBio, a simple conversion is 

possible: 𝑐1 = 2𝜇 and 𝑚1 = 𝛼. As mentioned previously, the quantity 𝑐1 in the results section 

was referred to as the shear modulus, whereas 𝑐1 is actually two times this quantity. Therefore, 

calibrations 1 and 2 yielded shear modulus values of 790 and 625 Pa, respectively. The values 

found here show notable similarity to the results of mechanical testing in the literature. This is 

especially the case when considering the known levels of variation that exists both between 

subjects, and regionally over the brain volume.  

The regional analysis by Budday et al. (119) considered samples from the corpus callosum, corona 

radiata, basal ganglia and the cortex. The model was fit to combined loading, yielding mean shear 

modulus values of 350, 660, 700 and 1,430 Pa, respectively. Without calculating the exact 

volumetric ratios within the brain, it can safely be said that the corpus callosum is very small in 

volume compared to the other regions. If these figures are representative of the rest of the brain, 

an average value would likely be towards the higher end.  

When comparing the results of this study to others, it must be remembered that the brain was 

modelled as an isotropic, homogeneous body, with no inclusion of the cerebral vasculature. 

Therefore, the stiffness found is likely to be a slight overestimate compared to mechanical testing 

on samples with no vasculature.  Interestingly,  calibration 2 did not consider the cortex, which 

is known to be twice as stiff as the other structures (119), with the obtained value dropping by 

over 150 Pa compared to calibration 1. Much future work would be required to determine if this 

is just a coincidence. If not, this result supports the mechanical testing data and also shows the 

method to be potentially sensitive to regional property change.    
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The final sensitivity plots of Figure 64 show variation in the order of 0.01 mm due to full range 

(0 to 1500 Pa) variation of the shear modulus. This suggests that the shear modulus is not a highly  

influential variable in PBS, and that the impact of regional variation or anisotropy might be 

limited. On the other hand, the combination of a lack of sensitivity and a result which is very 

much in line with the literature is extremely encouraging evidence towards the efficacy of the 

experimental method developed here.  

Ogden coefficient - 𝑚1 

The exponential coefficient 𝑚1 , often referred to as 𝛼 , was identified in calibration 2. This 

parameter functions to scale the stresses as the stretch changes, allowing models to capture the 

complex non-linear behaviour that is often found experimentally. The effect of this is illustrated 

in Figure 88, which shows the impact of variation in the value of 𝛼 on the second derivative of 

the strain energy function (instantaneous deviatoric stiffness), with 𝜇 at a value of 750 Pa.  

 

Figure 88 – Plot demonstrating the effect of exponential coefficient variation on the 
instantaneous deviatoric stiffness, using a realistic corresponding shear modulus.   

There are two key things to note from this. Firstly, at small stretches, variation in the value of 

this coefficient has a small impact on the deviatoric stiffness. This effect is almost negligible when 

considering variation over a range of -5 to -15, for example. Secondly, it illustrates the reason 

most groups have identified the parameter to be negative for the brain, as testing has shown the 

tissue to have increasingly greater stiffness in compression and reducing stiffness in tension (119).  

In calibration 1, this coefficient was found to have no effect on the result, probably due to the 

very small average strains involved. In the calibration 2, a value of -16.9 was identified, falling 

very much in the range of commonly reported values in the literature. Sensitivity was significant 

after the initial iteration obtained more realistic parameter ranges for the bulk modulus. 
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Bearing in mind that 𝜇  and 𝛼  should not be interpreted alone, but together, the identified 

combination of 625 Pa and -16.9, respectively, represent a realistic approximation of whole brain 

behaviour.  

Bulk Modulus 

It is now well established that the incompressibility assumption is only valid in certain 

circumstances (10, 115). During mechanical testing, Budday et al. (119) found a clear pre-

conditioning effect over three consecutive cycles. After soaking the sample with phosphate-

buffered saline solution for 60 minutes, they found the impact of pre-conditioning to effectively 

disappear. This suggests that the effect is down to fluid loss, rather than damage to the tissue 

itself, further emphasising the influence of relative volume change.  

When not interested in the time-dependant modelling of consolidation theory, the bulk modulus 

and Poisson’s ratio can be used to account for volume change within a material. Conversion 

between the quantities is only valid with certain measures of stiffness and at small strains, but this 

is the case with PBS. The bulk modulus was determined to be 127 kPa in the final model. With 

the shear modulus of 625 Pa, the Poisson’s ratio ν can be found according to Equation 44: 

𝜈 =
3𝑘 − 2𝜇

2(3𝑘 + 𝜇)
 

44 

yielding a result of 0.497. Assessment of the bulk modulus directly in the literature has been 

limited. Values for the bulk modulus in the order of 40,000 Pa (ν ~ 0.4) were initially reported 

(127, 131, 132), but are thought to be incorrect due to methodological assumptions. In direct 

consolidation testing of real human tissue, Franceschini et al. determined a drained Poisson’s 

ratio of 0.496 (115), with full consolidation occurring with volumetric strain in the order of 3%.  

The lack of attention given to the bulk modulus in most modelling implementations initially gave 

the suggestion that it was an unimportant factor purely required for mathematical stability in 

modelling. It quickly became clear that it is arguably the most influential factor in PBS, at least 

when varied over commonly used ranges. With a bulk modulus in the order of 500,000 Pa (ν ~ 

0.499) and up, brain shift is limited to small scale, rigid body displacement. On the other hand, 

much lower values lead to unrealistically large displacements. The obtained value of 0.497 

strongly supports the findings of Franceschini et al. (115); especially when considering that the 

volumetric strains found here peaked at 0.7%, suggesting full consolidation was not achieved. 

Although the difference between 0.499 and 0.497/0.496 is small in terms of Poisson’s ratio, it is 

very large in terms of bulk modulus and this study confirms that in confined loading scenarios 

such as PBS it is very influential.  

Whilst is unlikely that local anisotropy would impact PBS significantly (119), regional variation 

of bulk properties might offer interesting insight into local displacement patterns, especially when 

considering the non-equilibrium state at a similar strain rate to that studied here.  
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Arachnoid trabeculae  
The arachnoid trabeculae have probably received the least attention of all the intracranial 

structures and have been all but ignored until recently. The method employed utilised thousands 

of discrete spring elements, spaced in a relatively consistent pattern across the surface of the 

brain. The stiffness of the structure as a whole depends on the stiffness of each element and 

various geometric details. Using the quantities detailed in Table 6-3, the calculation provided in 

Equation 45 allows conversion of the spring constant obtained in the material study to an 

approximate value for the Young’s modulus of the layer.   

Table 6-3 – Parameter values used in the calculation of the layer stiffness of the PAC.  

Symbol Quantity Value 

𝜎 Tensile stress N/A 

𝜀 Tensile strain N/A 

𝐹 Reaction force N/A 

𝐴𝑠𝑝𝑟𝑖𝑛𝑔 Area per spring N/A 

∆𝑥 Change in spring length N/A 

𝐴𝑡𝑜𝑡𝑎𝑙 Total surface area 0.083 m³ 

𝑥 Original spring length 0.0021 m 

𝑎 Spring constant 0.5 N/m 

𝑛𝑠𝑝𝑟𝑖𝑛𝑔𝑠 Number of springs 38,000 

E Young’s Modulus 480 Pa 

Some of the quantities are not actually needed in the final calcuation as they cancel out or can be 

decomposed to simplier components. This derivation is summarised in Equation 45:  

∴  𝐸 =
𝜎

𝜀
=

𝐹
𝐴
∆𝑥
𝑥

=
𝐹𝑥

𝐴𝑠𝑝𝑟𝑖𝑛𝑔 ∙ ∆𝑥
=

𝑎 ∙ ∆𝑥 ∙ 𝑥

𝐴𝑡𝑜𝑡𝑎𝑙
𝑛𝑠𝑝𝑟𝑖𝑛𝑔𝑠

∙ ∆𝑥
=

𝑛𝑠𝑝𝑟𝑖𝑛𝑔𝑠 ∙ 𝑎 ∙ 𝑥

𝐴𝑡𝑜𝑡𝑎𝑙
 

45 

As the spring elements only offer stiffness in tension, the value obtained here also only applies 

in tension. The resulting average stiffness is only dependant on four quantities: the number of 

springs, spring constant, average PAC thickness and total surface area of the brain. The 

conversion yielded a equivalent Young’s modulus of approximately 480 Pa.  

In comparison, direct measurement by Jin et al. (60, 97, 134, 135) estimated the minimum tensile 

stiffness to be in the order of 61 kPa, increasing with increasing strain rate. Mazumder et al. (136) 

used inverse modelling methods based on indentation of sheep brain.  The schematic in Figure 

89 represents the physical test, which generated a load displacement curve as the indenter was 

progressed into the tissue through a cavity in the skull. 



144 
 

 

Figure 89 – Schematic of the experimental set-up used by Mazumder et al., adapted from (136).  

Brain displacement was measured by tracking markers placed into the brain tissue with  

X-ray images. Inverse modelling involved the generation of a homogeneous brain structure, 

attached to the rigid skull with approximately 5,000 spring elements, 0.3 mm in length, 

representing the estimated thickness of the PAC. Results suggested a stiffness of the ‘brain-skull 

interface’ of 11.45 Nmmˉ¹/mm². For ease of comparison, this was converted to meters, yielding 

a value of 11,450,000,000 N mˉ¹/m². 

Results from the current study were also converted to these units. Considering the spring 

constant: 𝑎= 0.5 N mˉ¹ per spring, and the total springs per unit area: 38,000/0.083 = 460,000 

springs/m², the equivalent stiffness is the product of these two quantities, yielding a value of 

230,000 N mˉ¹/m². If the stiffness obtained by Mazumder et al. was applied to the same geometry 

used in this study, the ratios of known values found here can be used to calculate an equivalent 

tensile Young’s modulus of approximately 24 MPa. These results are summarised in Table 6-4. 

Table 6-4 – Comparison of the difference between value found for the tensile stiffness of the 
PAC found in the present study and the literature.  

Study Approx. Young’s Modulus /Pa Factor of difference 

Present 480 1 

Jin et al. (97) 61,000 127 

Mazumder et al. (136) 24,000,000 48,000 

Whilst considering that these calculations are an approximation, a significant discrepancy exists 

between the results, particularly with those by Mazumder et al. When considering the 

implementation of this value, Wang et al. (178) commented: 

“[the Mazumder et al. experiment was] … conducted under loads compatible with neurosurgery 

in a direction tangential to the skull … [therefore containing] … very limited information about 

the brain-skull interface stiffness in direction normal to the skull …” 

This is a particularly interesting comment, as the two papers share a number of co-authors, but 

this limitation is not mentioned in the paper by Mazumder et al. itself, aside from a caution in 

extrapolating this sheep data to humans. To add to this, assuming the calculations are sufficiently 

accurate, it is unlikely that a fluid layer sparsely populated with fibrous strands and vessels is likely 
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to have a stiffness of 24 MPa; greater than what some consider to be the stiffness of the dense, 

fibrous dura mater (14). In fact, the solid volume fraction of subarachnoid space has been shown 

to be as low as 13.8 % in some regions, although normally more in the region of 30 % (196). 

Considering this, and as the authors of the paper itself have later stated that the result is 

inapplicable to normal stiffness, using a spring stiffness/distribution of 11.45 Nmmˉ¹/mm² is 

not advisable. 

The differences between the present results and those of Jin et al. (97) are more difficult to 

explain. One factor might be strain rate; Jin et al. used rates of 0.22 sˉ¹ to 49 sˉ¹. If a very crude 

approximation of the present results is taken, assuming that elements undergo a strain of 0.1 over 

a period representing 5 minutes (300 s), the resulting strain rate is over 600 times slower than that 

used experimentally by Jin et al. The PAC does not appear to be as sensitive to strain rate as some 

other intracranial soft tissues (97, 119), probably due to its relatively sparse solid distribution in 

its drained state. However, the experimental results do suggest greater stiffness at higher strain 

rates, possibly explaining some part of the difference.  

Another source of the deviation might be in the experimental method itself. Testing out-of-plane 

tensile properties on thin, membranous structures is inherently difficult, as each side must be 

bonded to the testing rig, in this case using cyanoacrylate. Whilst care was taken to ensure that 

there was no adhesion of the sides, it would prove extremely difficult to ensure this did not 

happen to any extent with such a delicate, thin structure.  

Finally, immature bovine tissue was obtained for this mechanical testing. Little information about 

the details of testing is known, as the full paper could not be obtained. Assuming similar methods 

to other experiments in their series were used, the initial thickness, 𝑥, of the PAC samples was 

only 24 µm. Engineering strain, 𝜀, was calculated for all samples, such that 𝜀 =
∆𝑥

𝑥
, with peak 

strains of approximately 0.3. It is inferred from this that the total extension in the tissue, ∆𝑥, was 

only in the order of 8 µm. When using engineering stress and strain to calculate the Young’s 

modulus, results are highly sensitive to the initial thickness that is defined. At such small scales, 

ensuring accuracy in these measurements is difficult, especially when attempting to capture the 

gradual engagement of numerous material fibres. In a later paper, this gradual fibre recruitment 

is considered in a proposed constitutive model, developed to capture the unique behaviour of 

the PAC. As such, it is difficult to have confidence that the values obtained for large strains in a 

thin bovine layer are applicable to the adult human with small strains.  

With the other studies considered, the results of the present study must also be critically assessed. 

Volume change in the PAC was actually marginally lower than the average found by Tsutsumi et 

al. (141). When also considering the sensitivity analysis of the spring stiffness, the curve did not 

reach a minima before the lowest value of 0.5 N/m. therefore, it appears that the results of the 
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present study may still be an overestimate, although more data is required to give confidence in 

this finding.  

The mean elemental surface area, which relates directly to the spring distribution and therefore 

stiffness, was relatively consistent at 1.3 ± 0.5 µm², with no apparent regional bias. Of course, 

this study is open to the same error resulting from the use of an average initial thickness, however 

in this case it is directly measurable to a high degree of confidence. Anatomically, the design used 

did not incorporate bridging veins individually, which are of considerably greater stiffness than 

the combined stiffness of distributed arachnoid trabeculae (18). Therefore, the obtained value for 

trabeculae is potentially an overestimate of what would be expected with no bridging veins and 

instead represents a combination of all structures within the PAC.  

Whilst it is difficult to rebuke the results of direct mechanical testing, the results found here 

indicate that the PAC stiffnesses indicated by Jin et al. (97) and especially by Mazumder et al. 

(136) are overestimates, potentially by a significant margin. If employed in this model, this level 

of stiffness would lead to an immobile brain surface, which is known not the be the case in PBS 

(141). That said, care should be taken when applying the stiffness found in the present study to 

higher strain-rate loading scenarios. It is also critical to remember that this value was found using 

a combined model with spring representation of the PAC and FSI modelling of the CSF. In this 

case, the CSF supported all but ~0.5 N of the weight of the brain in total. If this was not included, 

the optimum value of the spring stiffness would have been considerably higher, and the 

mechanics of the deformation would have changed. It should be noted that similar spring 

representations have been used in the past, but intentionally defined to be a higher value due to 

the lack of a fluid component in the model (153, 194). Values obtained with this adjustment were 

not considered in this analysis.  

On this basis, it is recommended that if using a spring connector representation of the PAC with 

combined FSI in quasi-static loading, a spring stiffness of 230,000 N mˉ¹/m² or equivalent 

Young’s modulus of 480 Pa should be used.  

Pia mater 
The pia mater is often included in high-strain-rate models, but with inconsistent parameter values 

and thickness, with some suggesting stiffness of 10 MPa (109, 161, 178). The results of the 

present study suggested a much lower value. In fact, this value was so much lower that the range 

defined for the training models was insufficient to capture a minima, with the lowest value within 

the range being 250 kPa. This may be in part due to the boundary effects once again, as the pia 

mater lines the surface of the brain. However, it is suspected that it plays an important mechanical 

role in limiting the non-rigid deformation of the brain.  
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In identifying an approximate value of 250 kPa, this study presents a finding contrary to what is 

commonly implemented in the literature. A greater understanding of displacement at the 

boundaries is required before more confidence can be had in the value.  

Dura mater 
The dura mater was not included in the parametric study, it’s expected stiffness was initially found 

to have a negligible influence on the displacement field when considering sagittal reorientation. 

This was reassessed within the analysis of the surgical prediction test case and as such not 

discussed here. 

Model Derived Mechanics of Positional Brain Shift 
As this is, to the best of the author’s knowledge, the first computational analysis of positional 

brain shift, it is difficult to compare the results found here to the literature. Once again, works 

from adjacent fields are not applicable. For example, low acceleration impacts have been shown 

to generate near-rigid body displacement, with greater accelerations inducing non-rigid 

deformation (197). That said, apparent rigid body displacements were reported to be in the order 

of 4-5 mm. However, this is not conducive with typical SAS thickness and is therefore unlikely. 

Further studies on the mechanics of high strain rate brain deformation have suggested 

mechanisms which are unlikely to apply here (198).  

Based on the results found in this study, the mechanical role of the intracranial structures is 

considered. Although displacements are small, PBS displays a complex pattern, that is not just 

rigid body translation. The dura mater is a relatively thick layer with high stiffness. Under the 

loads induced by gravity, deformation in this layer was negligible, apart from when loaded 

laterally. On this basis, the dura mater should be included when considering higher loads, or with 

non-sagittal loading. 

The most influential component stabilising the brain is the CSF, which generates a buoyancy 

force almost entirely counteracting the weight of the brain. The remaining physical stabilisation 

on the surface of the brain comes from the arachnoid trabeculae. The surface displacement is 

indicative of the rigid body component of displacement. In a typical person, this may account for 

approximately 0.5 mm of translation when reorienting from supine to prone. When analysed 

from a neutral position, it was shown that stretch of the arachnoid trabeculae is only in the order 

of 0.1 – 0.2 mm, on the side in tension. The relatively even displacement on the sagittal extremes 

stem predominantly from the trabeculae which are compressed in the initial loaded orientation 

returning to a more neutral position in the second loading orientation. This concept is 

represented schematically in Figure 90.  
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Figure 90 – Schematic representation of the extension and compression of the PAC in neutral – 
prone/supine and the resulting supine – prone displacement.  

Although the stiffness off the PAC was found to be very low in tension, it is still critical to 

stabilise the brain position, as left unattached it would sink towards the surface of the skull. 

Displacement in superior regions of the brain are greater than inferior regions. This is likely due 

to increased thickness of the subarachnoid space near the superior sagittal sinus. This difference 

in displacement generates a component of rotation in the sagittal plane.  

The pia mater is in direct contact with the arachnoid trabeculae. In this model, a lower stiffness 

than expected of 250 kPa yielded the best results. This was surprising given the thickness used 

here was orders of magnitude lower than other works (178). The results suggest that a stiffer pia 

mater is responsible for distributing stress across the surface of the brain, but also in limiting the 

stretch of brain along the gravitational axis and in doing so, reducing stress on the brain itself.  

That said, stress in the brain tissue has almost negligible deviatoric components when compared 

to volumetric equivalents. In reorientation, a fluid pressure head develops over its depth. Whilst 

the interstitial fluid itself and blood are highly incompressible on their own, the results suggest 

that fluid redistributes throughout the bulk of the brain. This redistribution is the source of the 

non-rigid deformation, which presented as increased deformation in the deeper structures of the 

brain. In this quasi-static scenario, a bulk modulus of 127 kPa best represented the displacement 

seen in the subject data. However, it is fully acknowledged that the potential intersubject 

variability in this figure could be significant.  

~ 0.5 ~ 0.5 

~ 1 mm 

Neutral - Supine 
Neutral - Prone 

Supine - Prone 
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The small deviatoric stresses in the brain corroborate the findings of the sensitivity analysis, which 

showed relatively low sensitivity to the shear modulus. Although the model used did not 

incorporate any regional property variation or local anisotropy, this low sensitivity indicates that 

the displacement field would not be significantly impacted by this additional detail anyway.  

Implications for Modelling 
The purpose of continuing to develop constitutive models and further characterise soft tissues is 

to enable more realistic and accurate computational models. Therefore, it is useful to briefly 

consider how the in-vivo identification of material parameters and mechanical analysis of PBS 

presented here may impact future works.   

Brain 
In some areas of research, such as the study of infusions to the brain, a non-linear poroelastic 

material model is necessary (159). This thesis is also not the first to discuss the potential 

importance of the bulk modulus itself (129). This level of complexity is not always essential, and 

it is accepted that in some areas of modelling the impact of bulk modulus is likely to be negligible 

(162). However, the value of bulk modulus used is often varied inexplicably (129). An in-depth 

review of the literature in (130) reports values for the Poisson’s ratio to be  

0.4 ≤ ν ≤0.495. Due to the number of these studies that have obtained acceptable results with 

such varying values, it cannot be said that all future works should consider the value determined 

in the present work.  On the other hand, if one is considering loading in the order of minutes to 

hours, like the majority of neurosurgical cases, it is likely that the bulk modulus could play an 

important role in the mechanics of the deformation. With the impact in PBS in the order of 

tenths of millimetres, this is especially the case as the research community strives for increasingly 

accurate models.  

The Ogden coefficients identified here add to an already well documented area of research (11, 

112, 119). Whilst not necessarily offering a new assessment of the values, it was instead 

encouraging to show the methodology developed here was able to so accurately reproduce 

commonly accepted results based on MR data alone. Probably more significant a finding is the 

lack of sensitivity to the deviatoric stiffness parameters seen in PBS. This would suggest that 

complex dispersions of anisotropic tissue are potentially unnecessary; however, this is said with 

caution, as the premise of this work is based on ever improving accuracy.  

Pia-arachnoid complex 
Arguably the most significant contribution of this study is the implementation of a full spring/FSI 

representation of the PAC and identification of the representative layer stiffness. Studies 

concerning TBI are generally more concerned with the PAC and bridging vessels, but have often 

relied on the work of Jin et al. (97) for defining the stiffness of trabecular components (133).  
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If the findings of this study prove correct, this level of stiffness is an overestimate. Due to the 

methods of modelling often used, this may not have been apparent in previous studies (153, 194). 

For example, if the PAC is modelled with spring connectors but no FSI or other representation 

of the CSF layer, the important mechanical role of the CSF will instead be taken solely by the 

springs in the model. This would mean that the impact of the overestimated spring stiffness will 

be counteracted by unrealistically high loading, leading to similar overall displacement. This 

would greatly impact the distribution of stress on the surface of the brain, which is the main area 

of interest.  

Intuitively, it seems logical that a layer of similar stiffness to the brain tissue would contribute to 

energy absorption in impact scenarios, reducing the forces experienced by the surface of the 

brain. As such, the contrary exists for a layer with considerably higher stiffness, presenting an 

evolutional disadvantage. This explanation would support the PAC stiffness values obtained in 

this study; however, it is important to note that this is speculation and is not the author’s area of 

knowledge.  

This concept was recently demonstrated by Scott et al. (133), who found that a spring connector 

model was not able to distribute loads efficiently over the surface of the brain. Instead, it was 

found that representing the PAC as a solid transversely isotropic layer, with regional stiffness 

calibrated to regional trabecular volume fraction, yielded a more representative stress distribution. 

Whilst discussing their results, it was considered that the impact of CSF in this interaction would 

be minimal. However, it would be very interesting to repeat the tests with the combined 

spring/FSI model, a spring distribution representative of trabecular volume fraction and stiffness 

of the order found in the present study. Again, if PAC stiffness is lower than previously reported, 

it may be demonstrable that the CSF layer is in fact the most important mechanical contribution, 

and the trabeculae may act in a secondary role to stabilise the impact. Recent works implementing 

FSI layers have shown promising results (168); however, publications using this method are still 

limited.  

On this basis, it is proposed that modelling the brain-skull interface as a tied contact, sliding 

contact, or anything in-between (178) may not be advisable in all circumstances. With increasing 

computational power, combined spring/FSI models or similar should be considered, where 

possible. Whilst the mechanism of deformation between quasi-static and impact scenarios are 

likely driven by poroelastic and viscoelastic responses, respectively, it is likely that this improved 

representation of the PAC will benefit all brain model studies.  
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Surgical Prediction Test Case 
To address the potential future applications, simulations were run with the final material 

parameters in a series of 6 orientations. These positions represented what is commonly seen in 

surgery, based both on the literature available and the author’s experience. Displacement in the 

STN was analysed as it is a common target location for DBS procedures (33).  

Throughout development it was found that inclusion of the dura mater increased computational 

time and made negligible impact to the displacements found in sagittal reorientation. The first 

intention of the test case was to reassess the assumption and confirm it held true. Comparison 

of model results with the dura included and excluded, with the final material parameters, showed 

discrepancies in the order of 20 µm, a result which was still considered to be negligible.  

Although not tested in the early stages, it was suspected that due to its geometry, the dura may 

play a more important role in coronal plane reorientation. Figure 91 shows a view of the dura 

from inside the intracranial cavity with all other structures removed. The arrows indicate 

displacement induced from neutral to right decubitus orientation, peaking in the order of  

0.35 mm.  

Recap: Objectives 

1. Understand the key factors involved in brain shift, and which should be considered in the FE model. 

2. Develop a FE model incorporating key anatomical structures (which can also be used for the phantom 

model).   

3. Investigate the material sensitivity of brain shift and the mechanics of the process 

using human data and the FE model. 

i. There is no conclusion in the literature about the magnitude or displacement 

pattern seen in sagittal reorientation PBS.  

ii. The likely displacement pattern in a typical person involves surface 

displacement which is greater in superior regions, away from supporting 

structures and sagittal poles. Displacement is greatest in deeper structures, 

in the order of 1 mm, suggesting a non-rigid deformation.  

iii. Material parameters were identified using statistical methods. Results 

indicated that the deviatoric stiffness of the brain is less important than 

compressibility and that the arachnoid trabeculae are less stiff than has 

previously been reported in the literature.  

4. Predict a test-case of displacements in a clinically relevant region that could be used 

as a pre-operative adjustment. 
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Figure 91 – Interior view along the midline of the falx cerebri and cranial dura mater, showing 
the displacement (peak 0.35 mm) induced from neutral to right decubitus reorientation.  

Whilst the displacement is small, it is well within the order of magnitude considered to be 

significant and therefore is an important inclusion when considering non-sagittal reorientation.  

Test case displacement in the STN indicated supine to prone displacement of up to 0.65 mm in 

the direction of gravity. A typical electrode has a diameter of 1.27 mm (199), meaning an 

implantation might have a radial error of half the electrode width itself with an implantation 

trajectory normal to this displacement. To put this into context, not correcting for this magnitude 

of brain shift could almost double the targeting error in state-of-the art systems (6). Reorientation 

from supine to semi-supine positioning is commonplace in the literature, with some groups 

advocating this approach to limit brain shift (29, 200). When 45° from horizontal, the STN was 

displaced by approximately 0.2 mm to the inferior. Interestingly, this is a similar magnitude to 

the difference in accuracy between iMRI systems and the best performing systems not using this 

technology (6).  

Finally, the test case supported previous reports which found greater displacement with lateral 

reorientation compared to sagittal (4, 93). This is potentially explained by the finding that the falx 

cerebri only undergoes significant deformation when not loading along its long axis. Mechanically 

this is logical, as its second moment of area is considerably higher when loaded in the sagittal 

plane. However, it is still meaningful to confirm what was expected.  

Although this final example of a test case is brief, it utilises all that has been presented in this 

thesis whilst demonstrating the future potential of this method.    
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Limitations 
The model developed as part of this study has a number of simplifications and limitations. 

Geometrically, the model required smoothing at the segmentation phase, both to allow for 

creation of the physical phantom and to increase the computational stability. The area most 

affected by this was the surface of the brain, where in some regions the gyri and sulci were difficult 

to distinguish. However, it must be noted that as the MNI 152 data set used was obtained in the 

supine position, PBS might explain the reduced extent of these features on the posterior brain 

compared to the anterior.  

Whilst care was taken to follow the true shape as consistently as possible, Boolean shape change 

functions were needed to ensure minimum thickness in some structures. This practice is common 

in modelling (133) and the remaining geometry still shows visual likeness to the MR images from 

which it was based. A considerable assumption applied to both the geometry and loading, was 

the ‘neutral’, unloaded state, employed as a starting point for all simulations. This took the form 

of a relatively even thickness PAC layer and loading from neutral to prone and neutral to supine 

independently. This was justified, as imaging in an unloaded state is not possible and accurate 

segmentation of a loaded state would then encounter issues in defining pre-stresses in the 

structure. Estimating these pre-stresses would arguably be more of an estimation than the neutral 

position used here. In future, experiments such as inclusion of pre-stresses in the spring elements 

would be interesting. However, if the model is able to recreate in-vivo displacement without this 

accounted for, it may be an unnecessary complication.  

The use of spring elements is not new, but also not very common (133, 136, 153). To the best of 

the author’s knowledge, this study is like others in using straight 2D springs to represent the 

Recap: Objectives 

1. Understand the key factors involved in brain shift, and which should be considered in the FE model. 

2. Develop a FE model incorporating key anatomical structures (which can also be used for the phantom 

model).   

3. Investigate the material sensitivity of brain shift and the mechanics of the process using human data and 

the FE model. 

4. Predict a test-case of displacements in a clinically relevant region that could be used 

as a pre-operative adjustment. 

i. A test case was computed, considering the effects of six orientations on PBS 

in the STN; a typical target in stereotactic neurosurgery.  

ii. Of the positions tested, supine-to-prone reorientation led to the greatest 

displacement around 0.7 mm. Orientation change as little as 45° rotation in 

the sagittal plane still induced meaningful displacement.  
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complex trabeculae. Exceptions come in studies like that of Scott et al. (133), where multiscale 

models were used to characterise solid elements. Studies such as this have shown that good results 

can be achieved if the stress/strain response is appropriate, mitigating the impact of the geometric 

representation itself. That said, much could be done in the future to experiment with different 

distributions. For the brain an Ogden model, popular with much of the literature, was used here. 

As only an equilibrium state was concerned, it was felt that a single-phase representation was 

acceptable, although this is understood to be a simplification. A further limitation is the use of 

homogenous brain tissue. Whilst the literature has not found statistically significant levels of 

anisotropy, there is strong support for regional differences in stiffness which were not included 

in this model (119).   

Whilst the methods used here proved to yield remarkably positive results, this study is still 

significantly limited by the sample size analysed and uncertainly surrounding the true nature of 

PBS in humans. With only three subjects, statistical analysis of the resulting material properties 

has largely not been possible, meaning reported values cannot necessarily be considered to 

represent the population as a whole.  

One of the most significant limitations of MR based measurements is image distortion, due to 

non-linearity in the gradient fields when acquiring the images (53). This distortion can be a 

significant source of error. For example, during development of the human study methodology, 

images not corrected for distortion yielded displacement in the brain of up to 8 mm, a magnitude 

which we now consider to be a gross overestimate. Whilst all MR images used in the present 

study were corrected for image distortion, it cannot for said for certain that this correction is 100 

% accurate and that no artefact remains.  

.  
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: Conclusions 

The clinical effectiveness of stereotactic neurosurgery is directly related to the achieved proximity 

of the surgical device to the anatomical target. Significant investment is being made to improve 

the accuracy of the surgical systems, but efforts to mitigate the impact of brain shift have been 

relatively limited. Upon reviewing the literature, positional brain shift, induced by reorientation 

of the head, was identified as a potentially significant source of surgical error. It was decided that 

understanding PBS through computational methods would be the primary focus of this thesis.  

A bespoke, biofidelic head model was generated from the MNI 152 dataset, such that the 

geometry was representative of an average person. Upon reviewing the literature, material and 

geometric representations of the relevant intracranial soft tissues were identified, with the 

intention of combining multiple state-of-the-art features. For the brain, the Ogden constitutive 

model is widely accepted and was used in this work in its commonly apply single term, single 

phase formulation.  This was chosen in the expectation that the bulk modulus could be used as 

surrogate for fluid redistribution from the base matrix of brain tissue, as is the case in the 

mathematical representation of consolidation theory. The other intracranial soft tissues were 

modelled using commonly accepted constitutive models from the literature.  

When looking at FE implementations from other types of neurosurgery, it became clear that the 

dominant boundary conditions in open neurosurgical cases differed greatly from the constrained 

case of PBS. In fact, more insight was gained through looking at previous models used for head 

impacts, identifying the brain-skull interface as a key structure in need of improvement in most 

models. The model developed for this study used FSI functionality within FEBio in conjunction 

with spring elements, in what is thought to be first full implementation of its kind.  

After overcoming notable difficulties associated with 3-dimensional elastic registration, the 

displacement fields of human prone-supine reorientation generated by Stefano Zappalá were 

used in identification of material parameters. GEM-SA, free-to-use emulation software, was 

trained with a set of 60 parameter sets with values defined by the space filling Latin Hypercube 

algorithm over an initial range estimated from the literature. From this, estimate levels of error 

from combinations of parameters not tested could be generated, allowing for the identification 

of optimal parameter sets. Similar techniques employing GEM-SA to derive material parameters 

for biomechanical models have not been identified in the literature, yet the technique has great 

potential for future application.  

Results for the brain Ogden parameters of 𝜇 , 𝛼  and 𝑘  yielded values of 675 Pa, -16.9 and  

127,000 Pa. Values in the order of 250,000 Pa and 480 Pa were obtained for the in-plane stiffness 

of the pia mater and out-of-plane stiffness of the pia arachnoid complex (PAC) respectively. The 

values found for 𝜇 and 𝛼 fall in line with mechanical testing of the literature to a remarkable 



156 
 

degree, especially considering that derivation was based entirely on the fitting of the model to the 

measured displacement fields. Converting the bulk modulus to Poisson’s ratio yielded a value of 

0.497. When compared to the most trustworthy literature value of 0.496 (115), this is once again 

a significant result. Whilst the obtained value is very close to the mathematical definition of 

incompressibility (ν = 0.5), it represents high levels of compressibility in terms of soft tissues. 

Most importantly, this finding has shown that with the enclosed-cranium and quasi-static loading, 

displacement fields are highly sensitive to the bulk modulus and a value cannot be chosen 

arbitrarily as is often the case. Although only the equilibrium case is considered here, future work 

could incorporate a biphasic model when time-dependant calibration data becomes available. 

The out-of-plane Young’s modulus calculated for the PAC was notably different from values 

available in the literature. It may the case that experimental assumptions in the literature may 

have led to overestimates of this stiffness, therefore further testing should be carried out to 

confirm this. Should further work confirm the value derived here, this finding represents a 

marked change in what has previously been accepted and is arguably the single most significant 

finding of this work.  However, in practical terms it is important to note that a stiffness of this 

level is only applicable when the CSF is accounted for in a model through the use of FSI.  

The derived material parameters were used in a final model which formed the basis of a kinetic 

and biomechanical analysis. Examining stress components in the brain tissue confirmed that the 

process of PBS is dominated by hydrostatic stress, with redistribution of fluid leading to 

displacement within the tissue. As such, deviatoric stiffness within the tissue offers relatively little 

support. A rigid body component of displacement was also identified. Tensile forces in the spring 

elements were concentrated in upper elements relative to gravity in each loading position. Even 

with the surprisingly low stiffness, the spring elements experience very low strains in tension, due 

to support of the brain coming almost entirely from the buoyancy force of the CSF. As such, 

surface displacement was almost entirely due to compression on the lower surfaces in each 

orientation, with respect to gravity.  

The resulting displacement field showed peaks in the order of 1 mm in central structures, with 

surface displacements in the order of 0.5 mm. Although small, these surface displacements 

corresponded to volume changes in the order of ± 50% in the anterior and posterior poles. These 

levels corresponded with 2D measurements reported in the literature, further supporting the 

validity of the method. In clinically relevant regions, such as the STN, displacement was found 

to peak at 0.65 mm when transitioning from supine to prone but was clinically significant with 

all orientation changes. As such this confirms PBS as a considerable source of error in stereotactic 

neurosurgery and provides a basis for a possible correction that could be incorporated into 

surgical planning systems in the future.  
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Whilst intended to focus upon stereotactic neurosurgery, the findings of this study have direct 

implications elsewhere. For example, the thickness of the subarachnoid space is known to 

influence the results of transcranial magnetic stimulation, presenting a direct application for a 

model of this kind (94). In other areas of head modelling, the success of the combined spring/FSI 

representation of the PAC was such that it should be strongly considered by those moving 

forward.  

More than anything, this thesis highlights the great difficulty involved in any computational 

modelling of biological tissues. Regardless of this, great progress has been made in the 

development of a computational tool able to derive material parameters based on in-vivo data 

and predict brain displacements in orientations which would be otherwise immeasurable. With 

refinement, this could offer a meaningful reduction to surgical expense with improved patient 

outcome.   
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Future work  
Although much work has gone into developing a model that is as realistic as possible, the main 

effort has been focused on developing a methodology capable of obtaining material parameters. 

With this process now established, future work could focus on addressing some of the limitations 

of the model discussed. 

Firstly, it is accepted that the surface of both the brain and skull in the model are unrealistically 

smooth. In the future, it would be interesting to re-segment these structures. In particular the 

surface of the brain, including more detail of the gyri and sulci. One reason for this smoothing 

was due to the presence of significant vessels typically run along sulci. It is foreseeable that 

inclusion of these vessels may impact the mechanics of motion. 

Another obvious area for future work is in the distribution of arachnoid trabeculae. In this study, 

this was kept constant and based purely on the mesh distribution generated on the surface of the 

brain. Variations including the number of spring elements per node, offering potential changes 

in shear/normal stiffness could be investigated along with regional variation in spring distribution 

or stiffness. Whilst potentially interesting, this work would require a significant improvement on 

the validation data currently available. Finally, the geometry of subarachnoid space and cerebral 

ventricles has already been identified by some as a potentially important factor in determining 

the magnitude of brain shift. Initially, three different segmentations were generated each with a 

different PAC thickness, but due to practical limitations testing was not carried out on each. With 

use of a realistic set of material parameters, as has been identified in this study, geometric variation 

of these structures could advance our understanding of the importance of morphological changes 

that are well understood to occur over time.  

It was identified early in this project that CSF loss is a key factor in brain shift. Given the 

unpredictability of the lost volume, it was not realistic to try and model this directly. That said, 

cohesive functions are now available in FEBio which would enable separation from the skull 

along the relatively weak dural border cells. Basic implementations of this, not presented here, 

have been promising. Combining this with the spring/FSI model currently implemented could 

provide an entirely new avenue of use.  

Throughout this thesis, much comparison has been made to modelling efforts in tangential fields. 

Surgical modelling is largely focussed on craniotomies, which involve substantially different 

boundary conditions. The model could be applied to impact scenarios with relatively few changes; 

namely update of the material properties to incorporate strain-rate dependency and use of an 

explicit FE solver. That said, PBS as it has been analysed here is a source of error in a number of 

different fields, one prime example being non-invasive brain stimulation. With orientation 

effecting the strength of intracranial stimulation by as much as 10 % (94), prediction methods 

developed here could feed directly into the FE models used in this adjacent field.  
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Whilst the potential to advance and re-apply the model is exciting, the next area of focus would 

be bridging the gap between this initial investigation into the underlying mechanics and the future 

clinical implementation. The first step would involve repeating the process developed here with 

more human data. A larger sample size would yield the exciting opportunity to assess changes in 

the material properties of the brain against patient variables such as age or gender. This method 

has the notable benefit over ex-vivo mechanical testing in not relying on donated tissues. Patient 

specific simulation is not the goal; however, if such relationships were established a more tailored 

prediction of brain shift may be relatively simple to implement.  

For example, if age was found to significantly influence brain shift (due to changes in material 

properties or geometry), individual models could be generated, representing the mean of each 

decade of life. Each model could then be used to populate a displacement library, in a similar 

sense to what was shown in the surgical prediction test case. At the time of surgery, the surgeon 

would input the patient age and orientation during the procedure. Using a method already 

developed by Stefano Zappalá, this displacement field could then be used to morph the MRI to 

the settled position, allowing the surgical plan to be based on position of the brain at the time of 

surgery.  

If this system successfully improved the accuracy of device location in the anatomical target, there 

would be notable clinical benefits. However, in updating the entire MRI, informed trajectory 

planning, avoiding the future position of blood vessels would also be possible, improving the 

safety of the procedure. Whilst the work presented here is of academic interest, an 

implementation such as this would offer true patient benefit for years into the future.  
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Appendix A  

Model parameter values 
 

Set Brain - 𝑘 Brain - 𝑐1 Brain - 𝑚1 Pia - E Spring - 𝑎 

1 376017 1475 -21.64 4067797 4.25 

2 106186 611 -6.41 6864407 11.45 

3 881949 865 -3.95 9915255 16.95 

4 763898 560 -25.08 8898305 9.33 

5 443475 2543 -13.29 14745763 17.38 

6 662712 52 -11.81 2288136 19.49 

7 780763 1373 -19.19 1779662 18.22 

8 460339 153 -2.97 11440678 11.02 

9 241102 1068 -8.37 3559323 0.86 

10 494068 1678 -26.07 3050848 25.00 

11 89322 1221 -22.63 508475.5 8.48 

12 831356 357 -28.53 8135594 19.92 

13 865085 1729 -19.68 9152543 20.34 

14 21864 2593 -20.17 10423729 13.56 

15 645847 814 -9.85 5338984 5.94 

16 848220 662 -27.05 2033899 7.63 

17 342288 2339 -23.12 7627119 10.18 

18 966271 1 -18.69 8644068 16.53 

19 561525 3000 -14.27 1271187 4.67 

20 983136 2695 -20.66 15000000 9.75 

21 527797 204 -24.10 5084746 24.15 

22 898814 2949 -6.90 4576272 2.55 

23 291695 1628 -18.20 14491525 0.43 

24 190508 1983 -1.98 11694915 21.61 

25 797627 1424 -26.56 12457627 3.82 

26 257966 1780 -5.92 12203390 7.21 

27 224237 2187 -9.36 762712.8 21.19 

28 747034 408 -15.75 12711865 0.01 

29 696441 1831 -17.22 1525425 5.52 

30 123051 1526 -4.44 4830509 19.07 

31 38729 1272 -10.83 254238.3 8.06 

32 156780 916 -16.24 13474576 23.73 

33 409746 458 -24.59 4322035 11.87 

34 730169 1170 -1.00 3305086 13.14 

35 72458 2492 -12.80 5847458 2.13 

36 595254 2238 -29.02 1016950 12.29 

37 578390 2441 -15.25 3813560 14.83 

38 5000 967 -11.32 13728814 3.40 

39 139915 2034 -29.51 11949153 5.09 
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40 949407 2746 -22.14 5593221 12.72 

41 308559 255 -16.73 2796611 2.97 

42 207373 103 -23.61 10677966 6.79 

43 932542 2390 -7.39 13220339 22.46 

44 679576 2848 -7.88 9661017 1.70 

45 359153 2644 -4.93 10932204 14.41 

46 628983 1882 -3.46 14237288 15.68 

47 612119 2797 -17.71 7881356 22.04 

48 510932 1119 -28.03 10169492 18.65 

49 1000000 2136 -12.31 7118645 6.36 

50 915678 1018 -10.34 2542374 23.31 

51 173644 763 -25.58 9406780 22.88 

52 426610 1577 -8.86 1 13.99 

53 392881 1323 -1.49 6101696 8.90 

54 55593 509 -30.00 7372882 1.28 

55 325424 2085 -27.54 13983051 15.26 

56 477203 713 -5.42 6355933 17.80 

57 274831 2288 -21.15 6610170 20.76 

58 713305 306 -14.76 12966102 24.58 

59 814492 2898 -2.47 8389831 16.11 

60 544661 1933 -13.78 11186441 10.60 
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Solution parameters used in FEBio 
 

  <Control> 

   <time_steps>100</time_steps> 

   <step_size>0.01</step_size> 

   <max_refs>25</max_refs> 

   <max_ups>4</max_ups> 

   <diverge_reform>1</diverge_reform> 

   <reform_each_time_step>1</reform_each_time_step> 

   <dtol>0.001</dtol> 

   <vtol>0.001</vtol> 

   <ftol>0.001</ftol> 

   <etol>0.01</etol> 

   <rtol>0</rtol> 

   <lstol>0.9</lstol> 

   <min_residual>1e-020</min_residual> 

   <rhoi>0</rhoi> 

   <qnmethod>1</qnmethod> 

   <time_stepper> 

    <dtmin>0.01</dtmin> 

    <dtmax lc="1"></dtmax> 

    <max_retries>25</max_retries> 

    <opt_iter>10</opt_iter> 

   </time_stepper> 

   <analysis type="dynamic"/> 

   <plot_level>PLOT_MUST_POINTS</plot_level> 

   <output_level>OUTPUT_FINAL</output_level>  
   

  </Control> 

 


