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Abstract: Software-defined networking (SDN) is a new networking architecture with a centralized 

control mechanism. SDN has proven to be successful in improving not only the network 

performance, but also security. However, centralized control in the SDN architecture is associated 

with new security vulnerabilities. In particular, user-datagram-protocol (UDP) flooding attacks can 

be easily launched and cause serious packet-transmission delays, controller-performance loss, and 

even network shutdown. In response to applications in the Internet of Things (IoT) field, this study 

considers UDP flooding attacks in SDN and proposes two lightweight countermeasures. The first 

method sometimes sacrifices address-resolution-protocol (ARP) requests to achieve a high level of 

security. In the second method, although packets must sometimes be sacrificed when undergoing 

an attack before starting to defend, the detection of the network state can prevent normal packets 

from being sacrificed. When blocking a network attack, attacks from the affected port are directly 

blocked without affecting normal ports. The performance and security of the proposed methods 

were confirmed by means of extensive experiments. Compared with the situation where no defense 

is implemented, or similar defense methods are implemented, after simulating a UDP flooding 

attack, our proposed method performed better in terms of the available bandwidth, central- 

processing-unit (CPU) consumption, and network delay time. 
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1. Introduction 

Software-defined networking (SDN) [1] was recently presented as a network-virtualization 

technology, with OpenFlow [2] serving as the primary communication and control protocol. 

Compared with conventional networking architectures where data and control planes are both 

implemented in switches, SDN is distinguished by its isolated control plane, resulting in a tiered 

architecture with a centralized control unit (SDN controller) and a number of SDN switches. In SDN, 

network management is controlled by the controller and only switches transmit packets. SDN uses 

the OpenFlow switch, which has the main function of managing packets under the OpenFlow 

architecture; its interior contains a flow table. OpenFlow is used to manage communications between 

the control and data planes. The flow table in OpenFlow plays the role of packet forwarding. In 

particular, the flow table is searched for a match against the incoming packet. The general use of the 

flow table in OpenFlow can be described as follows. If a match is found, the corresponding rule is 
 

  



 
 

applied to the current packet, and in most cases, the packet is forwarded. Otherwise, the SDN switch 

sends a request (a packet-in message) to the controller and waits for a new flow-table entry from the 

controller. If no match is found, the controller issues a broadcast to ask whether there is a match for 

the IP address. The use of this architecture enables network managers to manipulate the network 

status without burdensome hardware and software changes. When a switch failure occurs, a new 

packet-transmission path can be assigned through the controller [3]. 

In recent years, SDN has been widely tested and deployed, and many companies have begun 

the development and application of SDN switches. Many different SDN controllers and switches exist 

on the market that are ready for use. However, due to their cost, alternatives also exist in open-source 

software to simulate the SDN network environment. 

Cases always arise where an adversary deliberately attacks a network host or Internet 

infrastructure. To defend against such attacks of the host or infrastructure, in conventional network 

architectures, switches were developed that can effectively prevent certain rudimentary attacks (e.g., 

flooding). Nevertheless, as these attacks become more sophisticated, the current distributed defense 

implemented in switches is insufficient for effective countermeasures to be taken. Ideally, global 

knowledge of the entire network is needed to develop effective countermeasures. In SDN, the control 

plane is separate and isolated, so that each switch only forwards packets, whereas the controller may 

have overall knowledge of the entire network. This unique advantage may lead to a more secure 

design for a defense mechanism. 

Traditional user-datagram-protocol (UDP) flooding-attack defense works in two ways. One is 

the reduction of attacks by limiting the Internet control message protocol (ICMP) packet response 

speed. However, this method also affects legitimate traffic. Another approach is to use a filter or 

firewall to prevent malicious UDP packets from entering. However, firewalls take up many system 

resources, and there is no guarantee that they will not be broken through new attack methods [4]. 

Therefore, there is an urgent need for a more effective and better defensive approach, especially in 

Internet of Things (IoT) applications. Compared with the Internet, the IoT is a technology that 

emerged relatively late. Therefore, most Internet technologies and communication protocols did not 

consider the needs of IoT applications at the beginning of development, which has caused many 

security concerns for IoT systems [5]. A large number of IoT devices are controlled to launch flood 

attacks, which is an important security issue, because this is the most common network-attack 

method in the IoT field [6]. In addition, many IoT devices have limited hardware resources, such as 

sensor or camera networks, which require lightweight defense mechanisms to resist cyberattacks 

[7,8]. For example, the authors in [9] described a potential strategy for defense against UDP flooding 

via a firewall. Because this is not the focus of this paper, we do not discuss it here in depth. This paper 

explores the problem of UDP flooding attacks, and proposes two novel lightweight defense 

mechanisms for SDN [3]. In addition, network data and statistics were collected and calculated before 

and after the defense mechanisms were deployed. A significant drop in burst traffic could be 

observed, which implied that successful defense had occurred. These results showed that the 

mechanisms proposed in this paper can effectively reduce damage caused by UDP flooding attacks. 
 

2. Problem Statement 

In order to more clearly show our results, the definition of the problem and the model used in 

our experiment are introduced next. 

 

2.1. SDN Security Problems 

The easiest way to make the network unavailable is to launch a flooding attack (e.g., 

transmission-control-protocol (TCP) synchronized-sequence-number (SYN) flooding and UDP 

flooding). Usually, a flooding attack does not involve highly complex code implementation, but it 

can easily achieve the goal of denial-of-service (DoS) attacks. Because the importance of network 

security is also appreciated by ordinary people, defensive switches or even firewalls are used to 

counteract flooding attacks [3]. 



 

In SDN architecture, when a new flow arrives, the SDN switch sends a packet-in message to the 

SDN controller. The purpose of the packet-in message is to let the controller decide where the packet 

should go. Once the switch learns the decision and has the packet with its destination, it does not 

need to query the controller again. More specifically, the packet is sent to the same address after 

receiving packets by directly forwarding them to the corresponding port [3]. 

However, intentional abuse of the controller may lead to security problems. In particular, an 

adversary may constantly send packets to the SDN switch with the destination address randomly 

filled in, so that the controller is continuously processing UDP address-resolution-protocol (ARP) 

packets. This can be thought of as a UDP flooding attack. The controller may not be able to handle 

normal host packets sent for processing when this type of UDP flooding is occurring. Such continuous 

packet-in messages and the resulting flooding can impose a burden on the controller efficacy and 

bandwidth. More specifically, the host controlled by the attacker sends a large amount of UDP traffic 

to a random communication port on the target machine in a large number of packets, forcing it to 

check applications listening in on these communication ports and continuously reply, in order to 

force the machine to fail or occupy the full bandwidth of the target machine. Although this type of 

attack was considered in AvantGuard [10] and FloodGuard [11], the former put more emphasis on 

TCP flooding attacks, whereas the latter considered a general solution for flooding attacks over 

different layers. This paper particularly considers UDP flooding. 

Consider Adversary A launching a traditional UDP flooding attack using a fake IP address. Let 

the nonexistent IP address be the source IP address, and let it send a UDP packet to Victim B. When 

B receives the UDP packet, it checks the application on the port; if no application can be found to 

receive the packet, then B generates an Internet control message protocol (ICMP) packet and sends it 

to the forged source IP address, telling A that the packet cannot connect. If the attacker transmitted a 

large number of packets to Victim B, B is kept busy dealing with these invalid UDP packets, causing 

system-resource depletion and eventual paralysis. 
 

2.2. System and Threat Models 

This subsubsection explains the attack model used in this research. The rationale behind the 

attack is that, because of the significant role of the control plane in SDN, the controller may easily 

become an attack target. For example, when a DoS attack strikes the controller, controller resources 

may be largely consumed. Therefore, the underlying network may be affected by serious delays or 

even shut down. 

The attacker can try to overcome the controller by taking advantage of the packet-in 

characteristic. More specifically, a random value from the packet-destination field can be assigned by 

the attacker. Then, the attacker produces a large number of abnormal packets and sends them out, 

causing the flooding attack. Such an attack is illustrated in Algorithm 1. Figure 1 shows a diagram of 

the proposed defense system. 
 

  Algorithm 1. User-datagram-protocol (UDP) packet section.  

1. Randomly create IP address x 

2. HOST = x 

3. Randomly create port y 

4. PORT = y 

5. ADDR = (HOST, PORT) #Address composition by host and port 

  6. Creating UDP client to transmit packets to ADDR  



 
 
 

 
 

Figure 1. Diagram of the proposed system. 

 

The experiments were divided into two phases. The first considered a number of simple UDP 

packets transmitted to a switch, which may trigger a UDP flooding attack. Then, code execution was 

started on the simulated switch and controller, and the performance and security of the proposed 

defense mechanism were evaluated. Ryu is an SDN controller framework launched by the Japanese 

company NTT. It was developed on the basis of Python, with clear modules and good scalability. The 

software libraries and packages used in this experimental setting were the Ryu controller [12], 

OpenFlow version 1.3 [13], and Mininet [14]. 
 

3. Related Work 

Recently, there have been numerous papers written on topics related to flooding attacks in SDN. 

Yan et al. have introduced various distributed denial-of-service (DDoS) attack methods in the cloud 

environment in recent years, and extensively explained various SDN defense mechanisms against 

DDoS. They conducted a comprehensive review of various DDoS attack mechanisms and SDN 

defense mechanisms [15]. Sathwara and Parekh introduced transmission-control-protocol (TCP) 

synchronous-flooding DDoS attack technology and a way to reduce its damage. The method involved 

finding out the attacker's IP address and using TCP reset (RST) to limit subsequent attacks and allow 

legitimate customers to continue to connect to the server [16]. Ahmed and Kim discussed how SDN 

can mitigate DDoS attacks. Their approach relied on the use of traffic statistics on the switch to 

improve the accuracy of detecting DDoS [17]. Li et al. studied the impact of man-in-the-middle 

attacks on OpenFlow, and proposed a lightweight filter to find modified packets [18]. Moreover, 

Bawany et al. analyzed and classified various SDN DDoS attack and defense mechanisms, and 

developed an active DDoS defense framework. The goal was to protect security when building smart 

cities [19]. Mohammadi et al. proposed a defensive measure called SLICOTS to counter TCP 

synchronized-sequence-number (SYN) flood attacks. SLICOTS monitors TCP connection requests in 

the controller and prevents malicious hosts from connecting [20]. Abbasi et al. studied software- 

defined cloud computing (SDCC) and explained its main architectural components. Additionally, 

there are numerous opportunities and possible threats of SDCC in applications [21]. Ubale and Jain 

introduced various SDN vulnerabilities and various DDoS attack methods. They also described how 

SDN can overcome large-scale DDoS attacks, and proposed future technical trends to defend against 

such attacks [22]. Evmorfos et al. proposed a lightweight Internet detection technology to prevent 

common SYN attacks. In particular, they used deep-learning techniques to train with "normal" 

nonattack traffic, so that the neural network could recognize the traffic of SYN attacks [23]. In 

addition to the above, many studies related to the mechanism of SDN against flooding attacks have 

been conducted [24–26]. 

Phan and Park developed a solution to resist DDoS attacks in SDN cloud environments. Through 

support vector machines, they proposed a hybrid machine-learning model to classify network traffic, 

and used historical records to conduct network-traffic detection and IP filtering. They then combined 

the above to create a defense system [27]. Cui et al. used support vector machines to classify DDoS 



 
 

attack patterns. They also used cognition-inspired computing to develop a mechanism to detect and 

defend against DDoS attacks, in order to restore network communication to normal in real time [28]. 

Kansal and Dave proposed a mechanism that could attack an innocent third party, known as the 

moving-target defense mechanism. This also uses load-balancing algorithms to minimize the number 

of proxies used by the entire defense mechanism [29]. Wang et al. used the SDN architecture to design 

a defense mechanism against another type of DDoS, that is, link-flooding attacks (LFAs), and used 

multipath routing to reduce network congestion caused by LFAs [30]. Zhang et al. combined 

adaptive-correlation analysis and SDN to present a mechanism that could defend against multiple 

DDoS attacks. The scope of the defense includes SYN and UDP flood attacks. In this type of defense, 

there is no need for existing SDN protocols and switches for any upgrades [31]. 

On the basis of the consideration that enterprises can deploy defense mechanisms cheaply and 

quickly without changing existing protocols or improving the computing power, we propose two 

very simple and efficient methods. This is especially important for applications in the IoT field, where 

many devices have a limited computing power [7], since we only analyze the number of packets sent 

and received to find the ports that may be attacked. This information is easily available, so there is 

no need to make any changes to hardware and communication protocols. Among the above research 

results, some are schemes that require huge computing resources, such as the use of machine-learning 

models. Our method only requires a small number of programs to execute it, and uses very few 

computing resources, but when the machine is attacked by a UDP flooder, the defense effect is very 

good, so enterprises do not need to increase their computing resources. 
 

4. Protocol Design and Experiments 

This section first presents the idea of a simple UDP flooding attack. Then, it demonstrates how 

the proposed attack may successfully subvert SDN functionality. Lastly, different from the previous 

methods, we propose two lightweight defense measures that can effectively reduce the damage 

caused by UDP flood attacks. Some of the defense mechanisms we propose are the result of an 

extension of previous work [3]. 
 

4.1. Proposed Scheme #1 

 
 

 

 
Figure 2. Defense architecture flow chart [3]. 

 



 
 

 

Figure 3. Proposed architecture. 

 

This section introduces the first proposed defense mechanism. First, the network-security level 

is detected by a defense mechanism. This means that the defense mechanism frequently sacrifices 

ARP requests so that it can activate the analysis mechanism, while continuing to monitor the current 

number of packets. The aim of this study was to preserve resources that may be attacked. Figure 2 

presents a flowchart of the proposed defense mechanism. Figure 3 describes the internal system 

architecture, similar to [32]. Traffic monitoring is part of the control plane; it confirms the number of 

data packets returned by the switch, and the analysis module in the controller infrastructure then 

analyzes the number of data packets. If it is found to be attacked, it queries the flow table of the data 

plane to see if the address was recorded to determine which packets to drop. The controller 

infrastructure can also increase the flow rule in the flow table to increase addresses to be blocked. 

The packet content is also analyzed, as described in more detail in a later section. 

We now introduce the formation of ARP packets. Figure 4 illustrates how the ARP works. 

Suppose that Host A wants to transmit a packet to Host B. Host A checks whether there is a 

corresponding Host B media-access-control (MAC) address. If the address is not found, the ARP 

broadcasts packets to all hosts in the local area network (LAN). Each packet contains Host A’s MAC 

and IP addresses, and Host B’s MAC address to be queried. If a host is not found to correspond with 

the requirements, it refuses the ARP request. However, if a host finds a match, it responds to the 

message that contains the hardware address of Host B. Host A can then send a packet to Host B. 

After the network has run for a period of time and become stable, the procedure enters analysis 

mode, which can be thought of as a preprocessing phase of the proposed defense mechanism (which  

is explained in more detail later). A certain amount of time is sacrificed for all ARP request packets. 

The specific steps are shown as Algorithm 2: 

  Algorithm 2. Defense mechanism.  

1. if frequent occurrences of unknown destination address and 

2. the number of ARP request packets is large 

3. if received packets (r) > sent packets (t) then 

4. if the number of mismatches between a destination address and a flow 

5. table entry is high then 

6. start dropping packets 

7. else 

8. if the network has recently been attacked then 

9. update the active flow rule 
 



 
 

 

Figure 4. Address-resolution-protocol (ARP) packet-transfer mode employed in this study. 

 

4.1.1. Received More Packages Than Sent Out 

The flowchart in Figure 5 can be used to explain the first condition. Because the switch 

periodically returns the packet count to the controller, this count may show that the number of 

received packets is much greater than the number of sent packets. The meaning of this condition is 

that the current network does not include the destination of the sending packet, constantly leading 

to controller broadcasting. The network can then be exposed to attack; the countermeasure is to start 

dropping packets. Before dropping packets, the packets per second (pps) must be calculated. Then, 

the controller checks two conditions: The number of unknown destination addresses and the number 

of mismatches between a destination address and a flow-table entry. If both conditions are 

remarkably high, the switch starts to drop packets. Moreover, the controller adds another active flow 

rule, which indicates that a packet with an unknown destination address is not allowed to be 

forwarded to the controller. After this procedure has been running for some time, the network returns 

to its detection state. Before this occurs, however, the received/sent statistics for the number of packets 

in the port should be zero. 

 

 
 

Figure 5. When received packets (r) > sent packets (t). 

 

Because the ARP packet-transmission rate is 500 pps in the Mininet environment, Mininet’s 

performance is unbalanced, which is equivalent to a network suffering from losses. Because Mininet 

was used in this research to create the network topology, the threshold for an abnormal pps rate was 

set to 500. From experimental data in FloodGuard [24], it is clear that 500 pps constitutes an attack. 

Because Mininet is a simulated environment, its bandwidth is the default value, and an unbalanced 

performance must be used to simulate a cyberattack. If the network bandwidth is variable, it can be 

followed to modify the defined abnormal value. In a real network, the measured port bandwidth can 



 
be calculated by using the following formula for the available pps: Mbps/8/(64+20 bytes), where 64 

byte packets represent the smallest Ethernet unit and 20 bytes represent the general overhead. A 

condition exceeding the available pps is defined as abnormal. 
 

4.1.2. Sent More Packages Than Received 

The flowchart in Figure 6 can be used to explain the second condition. Because the switch 

periodically returns the packet to the controller to obtain the packet count, the packet count may 

reveal that the number of sent packets is much greater than the number of received packets. The 

meaning of this condition is that the current network includes the destination of the sending packet. 

In a sense, this indicates that the network is in a normal state. If the network has recently been 

attacked, the active flow rule must be updated so that packets with an unknown destination cannot 

be forwarded to the controller. Additionally, the controller has the ability to handle packet-in 

messages and broadcast packets. The network immediately changes to using the detection 

mechanism when suffering from an attack under normal conditions. 

 

 
 

Figure 6. When packets sent (t) > = packets received (r). 

 

Figure 7 shows how to add a flow rule. The protected controller is no longer subject to vicious 

attack packets. Figure 6 only shows rules that were manually added. When the network is not under 

attack, the flow rule works by default; new flows are allowed to be sent to the controller. When an 

attack takes place, the packet destination address is unknown, and the packet cannot be sent to the 

controller. To stop attacks, the flow-table rules must be updated. 

Figure 8 shows the flow-rule list. Rule 1 indicates that, when a new flow occurs, the default 

controller determines the flow. Rule 2 represents the response to an attack; it adds active flow rules 

so that, if the packet destination address is unknown, the packet is not allowed to query the controller. 

The next two rules indicate that this situation may occur. Rule 3 shows that packets from port2 can 

be directly forwarded to port3 without needing to ask the controller. Rule 4 shows that the packets 

from port4 are dropped for direct action. 

Algorithm 3 shows simple code implementation of the UDP defense mechanism. It shows the 

activation of the detection mechanism to check on network conditions. When entering the first 

condition, r > t, it checks the destination address. Conditions are reached to add to the active flow 

rules. The second condition, t ≥ r, serves to determine the pps rate. An SDN using this monitoring 

approach can repeatedly resist flooding attacks and maintain the performance. Next, we explain how 

the two conditions mentioned in the preceding paragraph are retrieved on the basis of required 

parameters r and t. Traffic monitoring regularly returns the number of packets. The number of 

intercepted packets received by all ports provides a value for r. The number of intercepted packets 

transmitted from all ports provides a value for t. In essence, information is retrieved when a decision 

needs to be made. The most important part of code implementation is traffic monitoring. A controller 

interval is set to monitor the number of incoming and outgoing packets. Whenever an abnormal 

number of packets is encountered, the controller can instantly detect the situation. In a word, the 

number of packets per second is used to differentiate between two conditions. 

 



 

 
 

Figure 7. Flowchart of how to add flow rules. 

 

Figure 8. List of flow rules in this study. 

 
 

  Algorithm 3. User datagram protocol (UDP) Defense Section.  

1. Activation of the detection mechanism to check on network conditions 

2. r = number of packets received by the port 

3. t = number of packets sent by the port 

4. if r > t then 

5. increased rules and drop packet 

6. else 

7. if packet per second abnormal then 

8. return detection mechanism. 
 

 

4.1.3. Performance Analysis of Proposed Scheme #1 

This subsection describes an analysis of the memory space needed by the defense-method 

program. Given the content of program (S), let M(S) be the total memory space required for the 

defense method, and let MF be a fixed memory-space requirement. On the other hand, MV (S), or the 

memory space needed to save the code, global variables, and constant, changes when the program is 

executed—its value changes. Therefore, the following formula for the memory required by the 

defense method can be stated as follows: 

M(S) = MF + MV(S). (1) 



 
If a defense program occupies too much memory space, the defense effectiveness is poor. 

Because memory is needed to execute other applications, this results in an insufficient memory, poor 

performance, slow program-response speed, and lack of response to inputs. For a controller, this is 

unacceptable. 

The next step is to analyze the communication overhead. For this, the packet-loss rate (Ploss) must 

be determined. Suppose that R is the total number of sent packets, T is the total number of received 

packets, and D is the difference between the two. The packet-loss rate can then be derived: 

D = R − T, (2) 

Ploss = D/(R + T). (3) 

The packet-loss rate describes the effect of simply sending out packets, whether or not they are 

successfully received. Lastly, the packet throughput (TP) is determined to assess the network 

effectiveness. Let RT be the total number of received packets, and let N be the time it takes to receive 

a packet. The packet throughput can then be described as follows: 

TP = RT/N. (4) 

The throughput and packet-loss rate can be used to represent the network status. A high packet- 

loss rate may be due to delay or network congestion. Low throughput is normally due to network 

congestion. Both of these are closely related, but either results in network-performance loss. 
 

4.2. Experiments of Defense Architecture #1 

 

4.2.1. Experimental Setting 

In the experiments, Mininet was used to simulate SDN OpenFlow switch 1.3, and Ryu 3.7 was 

used to simulate the controller. IPerf, the top command, and IPTraf were used as monitoring tools 

[3]. Computers were used to simulate both entities. One of them used Mininet to generate a topology, 

and the other served as a controller to ensure that more accurate measurement occurred. 
 

4.2.2. Results and Evaluation 

In the experiments, two cases were considered, and differences between them were observed. 

The first case was a network under attack and the second case was a network working without any 

attack. In particular, in the first case, no defense mechanism was executed on the original Ryu 

controller, whereas in the second case, the proposed defense mechanism was activated. In both cases, 

UDP flooding attacks were launched over a period of time. Five minutes were required to simulate 

an attack. During the experiment, the monitoring software mentioned in Section 4.1 was used to 

collect network-performance statistics. 

Figure 9 depicts the simulated network topology; only a simple network topology was 

simulated. Host 1 was responsible for launching UDP flooding, whereas the other hosts remained in 

normal operating mode [3]. 

 

 
 

Figure 9. Simulated software-defined networking (SDN) topology. 



 
 

The experiment began by setting up a network with no defense mechanism. In this case, when 

there was no attack, the network bandwidth consumption was maintained at a certain level. In 

addition, the controller central processing unit (CPU) displayed no significant energy consumption. 

Then, Host 1 started UDP flooding. Table 1 shows the bandwidth-consumption figures for the two 

networks. Iperf represents the available bandwidth between the two virtual hosts; therefore, when 

the attack occurred, the available bandwidth of Iperf was reduced. Iptraf represents the controller 

bandwidth currently in use. In this case, Table 1 displays a rapid increase in the controller bandwidth, 

reaching almost 6000 KB/sec. The top command was used to monitor the CPU consumption. In the 

experiment, the controller’s CPU consumption began to slowly rise. Under normal circumstances, 

the bandwidth between virtual hosts is 51 GB/s. However, the bandwidth was reduced to 47 GB/s 

when the network was under attack. These data confirmed that, when the SDN network experiences 

a UDP flooding attack, not only is the bandwidth reduced, but the CPU consumption is also 

significantly increased and becomes a burden for the controller. If the attack keeps flooding the 

network, then the controller is eventually unable to function normally, resulting in a temporary 

shutdown of the entire network, which means that packets can no longer be processed, as illustrated 

in Table 1. In this experiment, uptime [33], which is a tool used to measure the controller load, was 

used. Table 2 shows the average load on the controller; a number much greater than one indicating 

an excessive load. The load is a measure of how busy the system’s CPU is and the number of processes 

that are waiting for the CPU scheduler. A length of one represents the length of the process currently 

waiting for CPU scheduling. Table 2 shows that, during the attack, the length reached 2.02. This 

means that the waiting process queue was at least twice as long as normal and completely full. Under 

these circumstances, the CPU became too busy, and incoming processes had to wait [3]. 

 

Table 1. Network bandwidth and controller performance comparison [3]. 
 

 Iperf Top Iptraf 

No defense 47 Gbits/sec CPU: 38.4% 6139 Kbits/sec 

Defense 50.3 Gbits/sec CPU: 1.3% 21.3 Kbits/sec 

 

Table 2. Average load on the controller. 

  Uptime  

  No defense 2.02  

  Defense 0.66  
 

The next step was to carry out a UDP flooding attack. After the flooding attack was launched on 

the network with the proposed defense mechanism, the bandwidth was still increased, but only by 

21.3 KB/sec. Moreover, the bandwidth between virtual hosts was still 50.3 GB/s. Having the defense 

in front of the network provided highly significant protection and greatly reduced the bandwidth 

consumption. In addition, the controller’s CPU consumption was also greatly reduced. The results of 

these two experiments confirmed that the proposed defense mechanism in the SDN network could 

effectively and significantly reduce the performance burden caused by UDP flooding attacks. Table 2 

shows that the average load on the controller was less than one when the proposed defense 

mechanism was used. 

The next step was to set up the defense mechanism. Measurements were performed under 

normal circumstances, and the results are shown in Table 3. The network bandwidth and controller 

CPU consumption were the same as those in the previous case. These measurements could be used 

to prove that adding the defense mechanism to the network enhances its security without imposing 

any additional costs. In addition to the expense of a request packet, Table 4 shows a comparison of 

delays before and after defense activation [3]. The numbers refer to the transmission time for sending 

the first packet to the host. Clearly, when the defense was not used, the delay time was 9.61 ms. After 

the defense was activated, the delay time was increased by only 0.40 ms, which is not too much. 

 

 

 

 



 
Table 3. Comparison of the normal network state. CPU, central processing unit. 

 

 Top Iptraf 

No Defense CPU: 0.9% 4.8 Kbits/sec 

Defense CPU: 1.5% 5 Kbits/sec 

 

Table 4. Comparison of delays from the normal status and defense status. 

  Delay  

  Normal status 9.61 ms  

  Defense (normal status) 10.1 ms  
 

The security benefits of the proposed defense mechanism were obtained by manipulating the 

SDN controller code. With the proposed method, no additional changes to the hardware device were 

needed. Moreover, the method is implementation-friendly, which means that the controller does not 

need to undergo significant changes to its core program to accommodate the proposed defense 

functionality. 

Figure 10 shows a comparison of the CPU consumption before and after defense activation. At 

two seconds, the attack began. In one second, more than a thousand packets were transferred, and 

the CPU occupancy rate continually increased. However, once the defense had been activated, the 

CPU consumption quickly decreased again. Even at 10 seconds, it had returned to normal, with about 

50 packets transferred per second. It is apparent that, in the normal state and with the defense running 

when under attack, the two losses did not differ much. With the defense running (blue line), in about 

eight or nine seconds, the CPU usage significantly dropped. This delay occurred because it was 

assumed that the system was determined to have been under attack before the analysis mechanism 

was activated. It is necessary to wait until after the analysis mechanism is activated to defend against 

the attack. If the analysis mechanism is activated while under attack, the waiting time does not have 

to be as long. 

 

 
 

Figure 10. CPU consumption. 

 

Figure 11 shows a comparison of the bandwidth consumption before and after defense 

activation. Because Iperf was used to test the available bandwidth between virtual hosts, the network 

bandwidth varied according to its state at the time, possibly resulting in data fluctuations. However, 

this did not affect the experimental data. Next, the attack was observed. At two seconds after the 

attack had started, more than a thousand packets were transferred in one second, and the available 

bandwidth between virtual hosts was decreased. During the attack, the degree of bandwidth loss was 

very serious, but with the defense, the bandwidth was restored to close to normal, with about 50 

packets transferred per second. Once the defense had been active (blue line) for eight or nine seconds, 

the available bandwidth increased. This delay occurred because it was assumed that the system was 

determined to have been under attack before the analysis mechanism was activated. It is necessary 

to wait until after the analysis mechanism is activated to defend against the attack. If the analysis 



 
mechanism is activated while under attack, the waiting time does not have to be as long.  

 

 
 

Figure 11. Bandwidth consumption. 

 

The top command was used to estimate the memory usage. Figure 12 shows that an increase in 

the number of switches did not cause a large memory increase, as stated in [34]. When a switch was 

added, the memory only slightly increased, which did not have much of an impact. When using the 

defense, the maximal increase in memory consumption was 0.062 GB. 
 

 
Figure 12. Memory consumption. 

Figure 13. Average execution time of defense Architecture#1. 

 



 
Figure 13 shows the average execution time for the defensive methods. This figure shows the 

relationship between an increase in the number of switches and the average execution time. With an 

increase of five switches, the execution time increased by only one second. The proposed system 

added 15 switches, which involved an increase of only three seconds. This shows that any growth in 

execution time was not due to an increased number of switches. 

Lastly, the results presented in this paper are listed, and the results from Section 2 are compared 

with those presented in [23] and [24]. AvantGuard [23] specifically considered SYN flooding. The 

authors in [24] stated that FloodGuard is resistant to all types of flooding attacks, but requires a large 

programming module, resulting in an overall delay increase. This is the main reason why this study 

particularly focused on UDP flooding attacks. This eliminated the need for complex packet-analysis 

modules, resulting in a decreased processing delay for packet transmission. 

 

4.3. Proposed Architecture #2 
 

 
Figure 14. Simple system architecture. 

 

This section proposes a different defense mechanism for UDP flooding attacks. A system- 

architecture diagram of this approach is presented in Figure 14. When a packet is sent to a switch and 

no match is found, a packet-in message is sent to the controller, and the monitoring of controller 

traffic begins. Switch-bandwidth traffic and the number of packets sent to the controller are 

determined. If a network attack is detected, the controller starts packet analysis. After packet analysis 

is complete, if a malicious packet is found, the controller triggers a defense reaction. Figure 15 shows 

a flowchart of the overall defensive architecture. Ryu was used to implement traffic monitoring in 

the switch. In this process, the controller gathers information from the switch, and after analyzing 

it, decides whether the network is under attack. If the network is found to be under attack, the 

number of abnormal packets in each port is counted. If a port receives too many abnormal packets, the 

packets from this port can be filtered. If the data-analysis results are normal, the traffic monitor 

continues to run. 
 



 

 
 

Figure 15. Flowchart of the defense architecture. 

 

4.3.1. Flooding-Attack Determination 

How to determine whether a network is under attack still needs to be explained. When a 

network is under a UDP flooding attack, a large number of packets enter a particular switch. Because 

these packets do not require a link to be established, the network can continuously send packets, 

leading to a condition. These features are used to determine whether the network is under attack. 

This means that the following aspects of the network status must be checked: 

1. Whether the network is continuously broadcasting, and 

2. Whether a large number of packets are being sent to a particular switch and then 

forwarded to the controller. 

 

First, the monitoring program mentioned earlier is used to monitor network traffic and 

determine the number of packets sent per second and port-traffic information. These data are used 

to analyze the current network status. The bandwidth is checked every second. If a significant 

increase in bandwidth occurs, then the bandwidth for each port is checked. When a broadcast 

message is sent, each port receives inquiries; therefore, the bandwidth of each port increases. If the 

network bandwidth increases very suddenly, and the bandwidth of each port is greater than or equal 

to the increase in the network bandwidth, then the current network is experiencing broadcasting. 

Algorithm 4 shows the code used to monitor the bandwidth. In this code, parameters rx bytes, tx 

bytes, rx band, and tx band are initialized to 0, where rx bytes, tx bytes, rx band, and tx band denote 

the received bytes, transmitted bytes, receiving bandwidth, and transmitting bandwidth from a given 

port, respectively. Traffic from each port is monitored, and the rx bytes, tx bytes, rx band, and tx band 

of each port are recorded, giving the traffic situation for the port. 
 

  Algorithm 4. Bandwidth monitoring section code.  

1. rx_bytes = 0 (received bytes) 

2. tx_bytes = 0 (transmitted bytes) 

3. rx_band = 0 (receiving bandwidth) 

4. tx_band = 0 (transmitting bandwidth from a given port) 

5. Calculate current flow rate 

6. Update rx_bytes; tx_bytes; rx_band; tx_band 

  7. Give traffic situation for the port.  



 

Next, the number of received and forwarded packets from each switch is verified, and values 

are compared every second. If the number of ARP packets is greater than 500 packets per second, the 

performance of the Mininet switch starts to become abnormal. Because Mininet was used to build the 

SDN network, the threshold value in Mininet was set to 500. When the number of packets received 

per second exceeds the threshold value, this means that the network status is abnormal. However, 

the proposed defense mechanism subtracts 10% from the threshold to prevent a malicious attacker 

from using an attack rate close to, but less than, the threshold. 

The next step is to discover abnormal ports and analyze the packets being sent through this port. 

This information is gathered to determine whether a UDP flooding attack is in progress. First, 

bandwidth monitoring is used to determine whether the network is broadcasting. The port that 

receives the minimal number of packets is known because the controller broadcasts a query message 

when it does not know the IP address of a packet, and all hosts in the network are asked. However, 

the controller does not query the port that sent the packet; therefore, this is the abnormal port. Then, 

the packets to and from this port are analyzed; packets are only analyzed when an abnormal port is 

found. The first step is to determine whether the packet is an ARP packet. If it is, the IP address 

records are stored in a table. When the next ARP packet is received, its IP address is compared with 

the records in the table. If the IP address is not in the table, it is also recorded in the table, and the 

count is increased by one. When the count exceeds the threshold of 500, it is determined that the port 

is under attack. Algorithm 5 presents the code used to analyze packet IP addresses. 
 

Algorithm 5. Analysis of packet IP addresses. 
 

1. Get packet content 

2. x = dst_ip 

3. int y # number y is the number for counting 

4. if the port is abnormal 

5. if x is in the TABLE 

6. y = y−1 

7. else add x to the TABLE 

8.  y = y+1 
 

4.3.2. Performance Analysis of Proposed Architecture #2 

The advantages of SDN can be used to protect a network from an external attack. Because the 

SDN can issue rules governing the path of packets by means of the controller, the packet flow can be 

simply and easily changed. Hence, a rule can be automatically issued to drop ARP packets associated 

with the abnormal port. Lastly, when the network attack stops, the controller can be allowed to 

automatically modify the rules, and all packets can be sent to the switch. Algorithm 6 presents the 

code used to issue a rule to drop ARP packets from an abnormal port. The port number, packet type, 

and destination address are set, and nothing is done when a packet from the abnormal port is 

matched. The result is that all malicious packets are dropped. Figure 16 presents the procedure used 

to change the flow table [35]. Here, the default rules and the rules of the proposed defense measures 

are only briefly presented. 
 

 

Algorithm 6. Release rules used to block abnormal port packets. 
 

1. y = packet number 

2. P = set of all packets 

3. if y > 500 then 

4. for all p in P do 

5. if address of p has been recorded in the flow table 

6. else 

7. drop packet 
 

 
 



 

 

 
 

Figure 16. Flow table change process. 

 

4.4. Experiments of Defense Architecture #2 
 

4.4.1. Experimental Setting 

In the experiments, Python language was used to program an attack on the network. The Ryu 

3.7 controller was chosen, and Mininet was used to simulate the SDN switch and the network 

infrastructure. Iperf, Iptraf, top, and Wireshark on Linux were also used. 
 

4.4.2. Results and Evaluation 

Next, the amount of time required for the defense mechanism to act is analyzed. The time taken 

to analyze a packet is P, the number of packets is S, and the time required to start the defense 

mechanism is PT. The required information is time PK until the number of packets exceed threshold 

S1. Suppose that the attacker sends N packets per second. Then, the time required to reach the 

threshold is S1/N. However, normal connection traffic sometimes exceeds the threshold for a short 

period of time [36]. To reduce the false-alarm rate of the proposed defense mechanism, the 

mechanism is only started when traffic on a port remains over the threshold for K seconds. With this 

information, the approximate time T required to start the proposed defense mechanism can be 

calculated as 

T = PT + PK, (5) 

PT = S/P, (6) 

PK = (S1/N) + K, (7) 

K > = 1. (8) 

The proposed defense mechanism observes the network status and analyzes packets when the 

network status is abnormal. When N is large, the time taken to find the attack becomes shorter, but 

when S is large, the time taken to analyze the packets becomes longer, leading to a greater time 

requirement for the defense mechanism. The proposed method can adjust the parameters to achieve 

different required times according to the accuracy needed. 

As mentioned earlier, when the SDN network is under attack, the controller bandwidth and 

performance are impacted. Hence, the proposed defense mechanism monitors both. The network- 

controller bandwidth and performance are first measured in a normal situation. Then, both are 

measured when the network is under attack without any defense mechanism. Lastly, both 

parameters are measured when the proposed defense mechanism is running to protect the network 

from attack. The results are then presented and compared. Table 5 presents the network bandwidth 

for three different situations, and shows that the proposed defense mechanism performed very well. 

 
 



 
Table 5. Bandwidth between switches and controllers. 

  Original Attack Defense  
 

IPtraf 7.1 Kb/sec 3069.1 Kb/sec 14.1 Kb/sec 
 

The next step is to compare the bandwidth consumption between users. Table 6 shows that 

bandwidth was decreased by 7.7 Gbits/sec when the network was under attack without a defense 

mechanism. However, the bandwidth was decreased by only 0.4 Gbits/sec from the normal state 

when the network was under the protection of the proposed defense mechanism. 

 

Table 6. Bandwidth between hosts. 

 

  Attack Defense  
 

  Iperf 7.7 Gbits/sec 0.4 Gbits/sec  
 

The controller performance must also be discussed. As mentioned earlier, when a large number 

of packets arrive at the controller for processing, the controller’s performance decreases as the 

number of packets increases. The controller becomes very busy, and delays start to occur during the 

packet-sending process. Table 7 presents CPU utilization in different situations. It is clear that the 

proposed defense mechanism reduces CPU utilization. In this study, Ping was used to perform a 

simple test on the delay time. The proposed defense mechanism significantly reduced the delay time, 

as shown in Table 7. 
Table 7. Performance comparison. 

  Original Attack (570 packets / second) Defense  

CPU 1.9% 14.4% 2.1% 
 

  Delay c 8.05 ms c 11.8 ms c 8.53 ms  
 

As shown earlier, the proposed defense mechanism was proven to be effective in defending 

against UDP flooding attacks. We assumed that an SDN network was operating stably and reliably, 

and compared two states of the normal network: The first without the proposed defense 

mechanism and the second with it. As shown in Table 8, under normal circumstances, the proposed 

defense mechanism does not affect the operation of the SDN network. After analysis, we found that, 

in the case of implementing a defense mechanism, the standard deviation of the experiment was 

5.45 Kb/sec. If no defense mechanism was implemented, the standard deviation was 0.62 Kb/sec. 
 

Table 8. Differences for the added defense. 

  No Defense Defense  

  CPU 1.9% 2.1%  

  Bandwidth 9.00 Kb/sec 13.00 Kb/sec  
 

 

 
 

Figure 17. Bandwidth comparison. 



 
Figure 18. CPU comparison. 

 

Lastly, the complete results are graphically displayed. As shown in Figures 17 and 18, the 

bandwidth and CPU utilization were stable in the normal network. 

The attack started at two seconds, and the bandwidth was significantly decreased because a 

large number of packets were entering. CPU utilization also started to increase at two seconds. 

However, after the proposed defense mechanism was activated, after nine seconds, the network state 

became stable again. This showed that the proposed defense mechanism needed only seven seconds 

to act. Figure 19 presents the amount of memory consumed by the controller to implement the 

proposed defense mechanism. It is clear that the additional memory consumption was slight. 

 

 
Figure 19. Memory comparison. 

 

Figure 20 depicts the time required to implement the proposed defense mechanism when the 

controller was controlling a large number of switches. When the number of switches exceeded a 

certain value, the required time increased because the switches needed to exchange traffic with each 

other. Hence, when the number of switches increased, the controller needed to increase the number 

of queries, and the execution time of the proposed defense mechanism increased. 

 

In conclusion, the proposed defense mechanism is easy to implement because it only needs to 

monitor the network and issue controller rules when needed. In these experiments, the proposed 

defense mechanism needed only seven seconds to complete its task. Packets from abnormal ports 

were simply blocked, and the delay incurred by normal packets was only 0.48 ms. This shows that 

the time cost of the proposed defense mechanism is slight. 



 

 
 

Figure 20. Average execution time. 

4.5. Discussion 

The proposed defense mechanism takes the approach of finding and blocking an abnormal port 

when a network is under a UDP flooding attack. Other normal ports can continue as usual. The traffic 

through each port is continually monitored. When the network is under attack, all ports except the 

abnormal port receive a large number of queries, but traffic in the abnormal port is less than that in 

the others. 

However, special circumstances may occur. For example, during simultaneous attacks by Hosts 

1 and 2, the attacker may deliberately send fewer packets from both hosts. We assumed that the 

sending rate was 300 packets/sec. Because the total number of packets entering the switch was greater 

than 500 packets per second in most cases, this attack was detected because traffic on the ports of 

Hosts 1 and 2 was very light. However, other hosts may send packets to Host 1. In this case, only 

Host 2 could be detected as launching an attack, and no defense rules were issued against Host 1. 

Nevertheless, it was discovered that Host 1 is launching an attack when other hosts stop sending 

packets to Host 1. In the worst circumstances, attackers could control other hosts, and keep sending 

packets to Host 1 to avoid defense mechanisms. In this case, the choice is made to ignore this attack 

because the attacker must limit the traffic from all hosts to fewer than 450 packets per second to avoid 

the proposed defense mechanism and allow the network to still work smoothly. All normal packets 

were also transmitted without difficulty; therefore, there was no need to start the defense mechanism. 

 

5. Comparison with Other Results 

Table 9 compares relevant methods [23,24] in terms of their simulated environmental settings. 

POX is an SDN controller framework launched by Nicira. It was developed in Python and plays an 

important role in SDN development. In the following discussion, the most relevant papers [23,24] are 

introduced in more detail. 

First, the difference between existing solutions to flooding attacks is described. AvantGuard [19] 

only considers TCP flooding. AvantGuard mimics the SYN proxy, intercepting the TCP handshake. 

The idea is to construct a virtual connection between the incoming connection host and a virtual host. 

AvantGuard was proven to be useful in defending against SYN flooding, but it incurs buffer 

saturation during an attack on an SDN switch [36]. In particular, two AvantGuard modules, known 

as connection migration and actuating triggers, are installed in the data plane. Afterwards, they 

perform TCP packet classification to determine whether packets are to be discarded, and they also 

perform preventive inspections. 
 

Table 9. Comparison with existing schemes [23,24]. TCP, transmission-control-protocol. 

 
 Controller Attack Mode 

AvantGuard POX TCP 

FloodGuard POX UDP 

Proposed method Ryu UDP 



 
FloodGuard [24] may also incur a buffer-saturation problem; packets forwarded to the SDN 

switch may be filled with random destinations. Therefore, they may saturate the switch-memory 

buffer. Even worse, this buffer-saturation problem can be created not only by filling in a fake address 

in the packet field, but also by filling in multiple fake addresses to enhance flooding. The defense in 

FloodGuard automatically installs flow rules and uses a migration agent to perform packet 

forwarding. FloodGuard was mainly designed to reduce the bandwidth loss between hosts. 

Recall that the UDP flooding attack considered in this paper uses UDP packets whose 

destination IP is filled with a random value. The controller is thus faced with unnecessary processing, 

leading to a loss of bandwidth and even denial of service. 

In this study, the proposed defense used traffic monitoring. More specifically, the controller 

worked as usual, except that it also used traffic monitoring to determine the network conditions, as 

described above. In other words, it determined whether each packet should be discarded or 

forwarded. The primary focus was on preserving the controller performance, even when the network 

was under a severe attack. 

Table 10 presents a comparison of the two papers and the available bandwidth between hosts in 

each approach. In FloodGuard, the available bandwidth during the attack was completely consumed. 

Without using the defense system, the available bandwidth was consumed by the attacker by 1.7 

Gb/sec. After the defense was activated, it consumed 0.05 Gb/sec of available bandwidth, accounting 

for 2.9% of the total bandwidth. In this study, the available bandwidth in a normal state was 51 

Gb/sec. When the network was attacked, it was decreased by 4 Gb/sec, but when the defense was 

activated, the available bandwidth was still decreased by 0.7 Gb/sec, accounting for 1.4% of the total 

bandwidth. In both cases, when the defense was activated, the bandwidth consumption was 

significantly reduced. Nevertheless, FloodGuard's symbolic execution engine needs to consume a 

certain amount of computing resources. It takes about ten seconds to activate the defense to operate, 

and offline preprocessing must be used to reduce the waiting time, but it cannot completely eliminate 

the waiting time. Compared with our lightweight defense mechanism, the complexity of the entire 

FloodGuard system is relatively high. The approach proposed here also has no time delay, and would 

therefore be better in this regard. 

The authors in [37] proposed a new soft-switch architecture. The new architecture could perform 

deep packet inspection and scan detection. Nevertheless, the main emphasis here is on the method 

proposed in [23,24]. 

 

Table 10. Comparison of different bandwidth methods. 

No Defense Defense 
 

FloodGuard 1.7 Gb/sec 0.05 Gb/sec 

Proposed method 4 Gb/sec 0.7 Gb/sec  
 

 

 

 

 

 

 

 

 

6. Comparison of Two Kinds of Defense 

This section describes a simple comparison of two defense methods. Experimental results are 

displayed in a table that presents the advantages and disadvantages of both, explaining the 

differences between them. 
 

6.1. Defense Architecture #1 

Our defense method can be described as follows: When starting a network, the current network- 

security status can be detected. Regardless of the current network conditions, a certain amount of 

time is sacrificed for all ARP request packets to prepare the analysis mechanism and to monitor the 

current number of packets at all times. The aim is to not miss any anomalies that may indicate an 

attack. 

A certain amount of time is sacrificed for all ARP request packets. Packets are parsed and 

checked to see whether unknown destination addresses occur too frequently. If the answer is yes, the 

analysis mode is activated. 

 

 



 
In attack mode, two conditions are checked: The number of unknown destination addresses and 

the number of mismatches between the destination address and flow-table entry. If both conditions 

are remarkably high, packets start to be dropped. Moreover, an additional active flow rule is 

activated, which indicates that packets with an unknown destination address are not allowed to be 

forwarded to the controller. 

In a normal state, if the network was recently attacked, active flow rules must be updated so that 

packets with an unknown destination can again be forwarded to the controller. The network 

immediately activates the detection mechanism when an attack is detected under normal conditions. 

The consumption costs of the above methods are analyzed as follows: Before entering analysis 

mode, a certain amount of time is sacrificed for all ARP request packets. When dropping packets, 

some benign requests are sacrificed. Benign requests generally need to wait for a short period of time, 

but this brings three benefits: (1) A periodic inspection of the network status is conducted, amounting 

to a network-security upgrade; (2) slightly higher legitimate traffic is not mistaken for an attack state; 

and (3) there is no delay time. 
 

6.2. Defense Architecture #2 

The defense method and principle of Architecture 2 are described as follows. The goal is to 

monitor the network at all times. In cases that do not require packets to be sacrificed, the defense 

detects network attacks and can determine the port in which incoming packets are abnormal, 

reducing the expense for normal port packets. 

The first use of bandwidth traffic and the number of packets is to determine whether a network 

is under attack. Then, the abnormal port is identified, and abnormal port packets are analyzed to 

check whether an attack is underway. Lastly, SDN flow-table rules, which are automatic installation 

rules blocking packets to and from abnormal ports, are used. 

The consumption costs of the above methods are analyzed as follows: A network attack is not 

immediately detected, but it is discovered by evaluating changes in the network. Networks need to 

sacrifice a certain amount of time to deal with attacks, but this brings benefits. When detecting the 

network state, to avoid sacrificing normal packets, we have to determine which port is being attacked 

and analyze its packets. This causes an approximately 5% increase in the delay time [36]. This is very 

small compared to the possible infinite delay brought about by an attack, but it does bring benefits. 

When blocking network attacks, packets traveling to the affected port are directly blocked, without 

affecting normal ports. 

 

6.3. Consumption 

This section presents comparative results for the two approaches and illustrates the differences 

between them. It is apparent that the performance improvements obtained from the two methods 

were largely the same. 

Table 11 shows the experimental data for the two methods. On the CPU consumption side, after 

the two defenses were enabled, the CPU attrition rate was reduced to a normal level. As for first 

packet-transmission latency, the two methods did not differ very much, with a difference of about 1 

ms. The bandwidth controller returned to a normal state after the defense was activated. The 

available bandwidth between the host and port also recovered to normal. Overall, the results for the 

two defense methods were not very different. 

Next, differences between the two methods are highlighted. The first architecture, as mentioned, 

sometimes sacrifices ARP requests to achieve a high level of security. In the beginning, the network 

can be protected, but the performance may be sacrificed for benign requests. In the second 

architecture, although a certain amount of time must be sacrificed to deal with attacks before starting 

the defense, detecting the network state can prevent normal packets from being sacrificed. When 

blocking a network attack, packets for the affected port are directly blocked, without affecting normal 

ports. Hence, we can find that when Architecture #1 is implemented, the bandwidth of the controller 

and the decrease in CPU usage are relatively large. The reason for these differences is that benign 

packets are also dropped, which reduces the workload of the CPU. Similarly, the reduced number of 

packets also makes the bandwidth of the controller larger and the bandwidth consumed for 



 
communication between hosts is smaller. Besides, even if the network is not attacked, the defense 

mechanism of Architecture #1 will continue to check ARP request packets. Therefore, it can be found 

that when the network is not attacked, the CPU usage caused by the defense mechanism of 

Architecture #1 will be higher. However, overall, the performance of the two architectures is very 

close. 

 

Table 11. Comparison of two methods. 

Architecture #1. Architecture #2. 
 

CPU performance 38.4%–1.3% more than 14.4%– 

2.3% 
 

Delay 10.1 ms 8.53 ms 
 

Controller bandwidth 6139–21.3 Kb/sec 3069.1–14.1 Kb/sec 
 

Bandwidth between the host 51–50.3 Gb/s 26.3–25.9 Gb/s 
 

Increased CPU usage by implementing defenses 

under a normal state 

Increased delay in implementing defenses under a 

normal state 

After defense is implemented, the ratio of used 

bandwidth to total bandwidth (Iperf) 

Bandwidth consumed by defense under a normal 

state (Iptraf) 

Increase in available bandwidth after defense is 

implemented in an attacked situation (Iperf) 

0.6% 0.2% 

 
0.4 ms 0.5 ms 

 
1.4% 1.5% 

 
0.2 Kb/sec 0.4 Kb/sec 

 
3.3 Gb/sec 7.3 Gb/sec 

 

7. Validity and Its Threats 

The above experimental results confirmed that the two defense structures that we proposed can 

effectively resist UDP flood attacks. Moreover, the defense mechanism consumes very few 

computing resources and little network traffic. However, this approach inevitably also causes some 

performance limitations. The first is that our defense mechanism refers to the flow table to determine 

which packets to drop. In this case, it is inevitable that some nonmalicious packets are dropped, so 

these packets must wait for the defense mechanism to be removed before they can be normally 

transmitted. Furthermore, the total number of transmitted packets in the entire network determines 

whether the defense mechanism is activated. We set an upper bound for the number of packets, and 

once the number of packets exceeded this upper bound, the defense mechanism was activated. 

However, it is not easy to set this upper bound. If it is set too high, an attacker launching an attack 

slightly below the upper limit may still consume a lot of computing and network resources. On the 

other hand, if the upper bound is set too low, it easily causes false alarms that interfere with the 

normal operation of the network.  

In terms of the experiment, the real-time monitoring tools for network traffic that we used 

included Iperf and Iptraf. These are widely used in related experiments. However, Iperf is not very 

stable, and data fluctuations are relatively large and occur more frequently. It is necessary to lengthen 

the test time and increase the number of tests in order to obtain more accurate experimental results. 

As for the use of Iptraf, because it supports many network modes and is presented to the user in an 

interlaced manner, if the filter is not carefully set, the data about which we care may be missed. 

In summary, we used two real-time monitoring tools for network traffic and conducted multiple 

experiments to improve the accuracy of our experimental results and find out the appropriate 

defense-mechanism settings. 

 



 
8. Conclusions 

This paper considered the problem of UDP flooding attacks on SDNs and pointed out the 

shortcomings of current SDNs. A simulated attack was conducted to prove that a UDP flooding attack 

could cause significantly increased controller CPU utilization. A set of defense mechanisms against 

UDP flooding was then proposed. The proposed defense mechanism resisted UDP flooding by means 

of minor modification in the SDN module. We monitored the flow of packets to determine whether 

the machine was under attack. Once the machine was attacked, we dropped suspicious packets 

through s comparison of the flow table. The number of packets represents data that can be easily 

obtained, so it does not significantly increase the burden on the CPU. The experimental results 

showed that the proposed methods could feasibly be used as an effective defense. Once the defense 

mechanism is implemented, the CPU usage, bandwidth consumption, and available bandwidth can 

all be very close to the situation before the attack. The consumption of computing and network 

resources was only increased by a few percentage points. Lastly, the study proved that the proposed 

method did not lead to substantial delay costs, whereas existing solutions lead to significant delays. 
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