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Abstract: With the extensive application of power electronic equipment in power systems, elec-

tromagnetic transient (EMT) simulation involving power converters becomes more challenging. 

Due to its multithreads and high throughput architecture, the graphics processing unit (GPU) 

can be used to accelerate those EMT simulations. A GPU-based matrix exponential method and 

its memory management for power converter transient simulation are proposed in this paper. 

A parallel exponential integration algorithm is established from two aspects to fully utilize the 

GPU multithreads capability. The matrix exponentials which are recomputed with the on/off 

state changes of power electronic switches are cached in GPU memory. The simulation efficiency 

is improved by reusing the cached data and reducing heterogeneous data transmission between 

CPU and GPU. Several strategies are experimented to manage the cache memory considering the 

EMT simulation workflow. The proposed memory management expands the simulation capabil-

ity by substantially reducing the memory requirement and maintains the speed advantage of the 

GPU-based simulator. The proposed method is tested on wind power plants of different scales 

with power electronic interfaced wind generators. Simulation results indicate that the proposed 

method and its memory management expand the simulation capability and achieve speedups. 

Key words: Electromagnetic transient simulation, power converter, graphics processing unit, 

matrix exponential integration, memory management. 
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1. Introduction 

With the rapid development of renewable generation integration [1], power converters are 

widely used in power systems to condition nonstandard AC or DC electric power for the grids 

and the users [2]. The precise control of converters in the microsecond scale raises the need for 

high-fidelity electromagnetic transient (EMT) simulations [3]. Specifically, high-frequency 

switching devices within the converters require detailed PWM control model and small simula-

tion time-steps to precisely locate switching events. To accurately study the transients of the 

power system, the converters are required to be simulated with their detailed model [4]. How-

ever, EMT simulation of these detailed modeling systems poses challenges toward simulators 

from both software and hardware perspectives. Switches in power systems lead to time-varying 

system matrices, which become a computational bottleneck during the repeated calculation. The 

simulation step size limitation arises when handling the switch operations, and it becomes very 

inefficient for large-scale systems with long simulation timespan. 

In response to these challenges, a variety of research have been conducted. Network partition 

methods have been proposed for decoupling the time-varying portion from the main network 

equation. Among them is the conventional decoupling method through propagative transmis-

sion lines that provide natural delay [5], and the more recent Multiarea Thévénin Equivalent 

(MATE) framework [6] and the Nested Fast and Simultaneous Solution method [7], which have 

theoretical roots from Diakoptics. Another trend is to relax the stringent requirement on the step 

sizes by exploiting the timescale property of the power systems. Multirate method decouples the 

power system by latency and adopts different time-steps for subsystems [8]. Dynamic average-

value models (AVMs) allows larger time-steps by simplifying the model of power converter 

equipment. AVMs are cost-effective when switching frequency harmonics are not of concern [9]. 

Dynamic phasor simulation results capture the envelopes of the power system waveforms, and 



 

3 

the step size is not limited by the power frequency [10]. 

Exploiting the rapid advancements of parallel computing hardware is another major aspect to 

address the simulation challenges. It helps to resolve the conflict between the time-consuming 

calculation process and the necessary simulation precision of power systems with complicated 

controls. Instead of processor units with higher clock rates, the increased computation power is 

expected to be delivered through parallelism. Coarse-grained parallel EMT simulation on multi-

core CPUs was reported for realistic large grids [11]. FPGAs (Field-Programmable Gate Arrays), 

which are intrinsic parallel hardware with pipelined architecture, are popular in the real-time 

simulation scenario [12]and are included in commercial real-time simulation platforms along 

with other processor units [13], [14]. In contrast to CPUs which are designed to optimize the 

performance of sequential codes with sophisticated control logic, GPUs are designed as parallel, 

throughput-oriented computing engines with single instruction, multiple thread (SIMT) execu-

tion model. In this model, multiple threads are processed by a single instruction that can be ex-

ecuted with different data parallel. Fine-grained parallel programs are suitable to be executed in 

GPUs and gain a significant acceleration. To date, this large performance gap between parallel 

and sequential execution has already motivated many applications to move the fine-grained par-

allel computing portions of the analysis program from CPU to GPU. For instance, GPU was used 

for sensitivity analysis of large power grid [15]. Research has also been devoted to exploring the 

potential parallelism of the EMT simulation algorithm. Professor Gole from the University of 

Manitoba first reported GPU-based EMT simulation in 2011 [16]. Under the nodal analysis 

framework, typical network components were simulated based on coarse-grained parallelism. 

It is particularly efficient for devices with many identical circuits, e.g., modular multi-level con-

verters, where they were partitioned to separate massive submodules with identical structures 
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from the arms [17]. Propagation delay-based decomposition was the frequently used tool to fa-

cilitate the coarse-grained parallelism [18]. To fully exploit the massive-threads parallel compu-

ting ability of GPUs, recent studies have also focused on the fine-grained parallelism. Notably, a 

cloud-computing based power system simulator, named CloudPSS [19] is developed featuring 

heterogeneous architecture and automatic code generation [20], [21]. 

In this paper, the exponential integrators (EIs) are adopted as the numerical integration 

method for the EMT simulator [22], which are capable of handling the stiffness property associ-

ated with power converter models [23]. EIs make use of the matrix exponential function and 

related functions to achieve good numerical stability and accuracy against its prototype integra-

tion formula, and allows larger simulation timestep [24]. This new integration method is L-sta-

ble, meaning that it’s immune to the numerical oscillation, in additional to the A-stable property 

of the widely used trapezoidal method. It remains explicit and avoids the iterative calculation 

which provides fine-grained data parallelism for GPU-based simulator. 

This paper proposes a GPU-based parallel exponential integration method for power con-

verter transient simulation. Firstly, a parallel algorithm for EIs is established by fully exploring 

the parallel potential of EIs on GPU architecture. Then the recurring calculation of matrix expo-

nential function is minimized by adopting a caching mechanism designing based on the memory 

hierarchy of the simulator. Additionally, the cache is dynamically managed by a dedicated strat-

egy that suits for converter simulation, which is shown to enlarge the application range of the 

proposed method. Main contributions of this paper are: 

a) A caching method for GPU-based parallel EIs, which alleviates the computation burden by 

fully exploring the repetitiveness of converter states. This method presents good speedup in 

time-varying system simulations, especially for power systems with many high-frequency 

power converters. 
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b) A memory management method, which updates cached data as the simulation progresses 

through different stages of the dynamics. It is based on several cache replacement strategies 

selected to fit the workflow of power converter transient simulation and achieves high hit 

rates and enhances the simulation of large scale systems. 

The rest of this paper is organized as follows: Section II gives a brief summary of parallel EIs. 

Section III presents an efficient design of the GPU-based power converter transient simulation 

method. The mentioned memory management strategy is discussed in Section IV. In Section V, a 

detailed analysis of the overall performance of the GPU-based matrix exponential method and 

memory management strategy is presented. Finally, Section VI concludes the study. 

2. Parallel exponential integrators 

In the state variable-based exponential integration method, ordinary differential equations in 

the form of (1) are established to describe the dynamics of the studied electric power systems: 

{
�̇� = 𝒇(𝑡, 𝒙, 𝒖)

𝒚 = 𝒈(𝑡, 𝒙, 𝒖)
 (1) 

where 𝒙, 𝒖 and 𝒚 are the state variables, input and output variables, respectively. The state-

space analysis for transient simulation can be illustrated, taking the small power system shown 

in Fig. 1 as an example. The transmission line is modeled as a PI-section of lumped parameter, 

and the P-Q loads are modeled as passive RLC elements. The inductor current 𝐼LT of transformer 

primary circuit, the currents 𝐼L1, 𝐼L2 of loads, the current 𝐼L3 of PI-section and capacitor voltages 

𝑈C1, 𝑈C2 of PI-section are selected as the state variables, as they suffice to determine all response 

of the system. The voltage source 𝑼s is regarded as the input variable and the standard state-

space equations (1) are obtained by removing the algebraic variables and rearranging the basic 

equations of the circuit. Details of the prime circuit current of the transformer and the voltage of 
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capacitors in PI-section are given in equations (2)-(3) below. And the standard state-space equa-

tions (4) are established by ensembling the equations from each state variable [25], where 𝑨net 

and 𝑩net are parameter matrices. 

 

Fig. 1 A small power system example for state-space analysis. 
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The differential equations in (1) can be split into a linear part 𝑨 and a nonlinear part 𝑮(𝑡, 𝒙, 𝒖): 

�̇� = 𝒇(𝑡, 𝒙, 𝒖) = 𝑨𝒙 + 𝑮(𝑡, 𝒙, 𝒖) (5) 

For any 𝑡 > 𝑡0, an analytical solution of (5) is available as: 
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𝒙(𝑡) = 𝐞(𝑡−𝑡0)𝑨𝒙0 + ∫ 𝐞(𝑡−𝜏)𝑨𝑮(𝜏, 𝒙(𝜏), 𝒖(𝜏))𝑑𝜏
𝑡

𝑡0

 (6) 

Motivated by the above semi-analytical formula, the EIs explicitly embed the matrix exponen-

tial function and related functions into the integration formula, collectively referred to as the 𝜑 

functions. As a consequence of using exponential in this method, EIs all have L-stability as the 

traditional trapezoidal rule, which makes them suitable for solving stiff power system problems. 

Different types of explicit, implicit, single-step, and multi-step EI formulas are formed using 𝜑 

functions of different orders, and those formulas provide better numerical stability and accuracy 

than their prototype integration formulas [22]. A variety of numerical integration methods are 

compared with EIs in [26]. The general class of EIs is expressed as a linear combination of 𝜑 

function matrix-vector products. The computation of these matrix-vector products constitutes 

the major computation time of the EI-based EMT simulation. 

Generally, there are two approaches for the solution of 𝜑 function-vector, which are the direct 

calculation approach and the Krylov subspace approximation approach [23], [24]. Direct calcu-

lation requires computing the matrix exponential function which is a process of O(𝑛3) complex-

ity, while the Krylov subspace approach has a complexity roughly of O(𝑛𝑛𝑧) [27]. Considering 

the expected acceleration of GPU, the direct calculation approach will be fast in small-to-medium 

scale cases, and the Krylov subspace method will be faster and more scalable for larger-scale 

cases. An illustration of the application range of the two approaches is given in Fig. 2, where the 

dimension of the studied system is on x-axis and the computation time is on y-axis. When the 

size of the studied system is smaller than 𝑁𝑑0, direct calculation (black) outperforms the Krylov 

subspace method (blue), and vice versa. Other methods Fig. 2 in drew with other colors will be 

explained when they are introduced in the following sections. 
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Fig. 2 Illustrative diagram for simulation time comparison of different EI solution methods: di-

rect calculation method, Krylov subspace method, memory management method and caching 

method, in different simulation scales. 

For the implementation of EIs, the state variable 𝒙 is updated by a series of matrix-vector mul-

tiplications and vector additions, with the calculations of matrix exponential functions being the 

most computationally intensive. These operations are naturally fine-grained, and they conform 

to the single instruction multiple threads (SIMT) execution model to exploit the massive threads 

on GPU. Hence, by offloading those operations from CPU to GPU, the simulation performance will 

gain. On account of the stream technique in GPU programming, data transmissions can be over-

lapped with the kernel functions called by GPU. The parallel process of exponential integration 

methods is established on these two aspects. 

3. Power converter transient simulation method based on GPU 

3.1. GPU Memory Hierarchy 

In typical EMT simulation workflows, there are parallel throughput-oriented computing tasks 

that can achieve higher performance on GPUs, and serial and few-threads operations which per-

forms better on CPUs with lower operation latencies. Therefore, the joint CPU-GPU execution is 
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required for optimal EMT simulation performance. This paper achieves parallel EMT simulation 

with the compute unified device architecture (CUDA) platform [28]. 

As shown in Fig. 3, a CUDA device supports several types of memories [29]. In the state-of-the-

art GPUs, there is dynamic random access memory (DRAM) called global memory. It can be read 

and written by the GPU codes, and the kernel functions need global memory to store pertinent 

data transferred from the main memory. There are shared memory and registers that are on-

chip memories. Registers are thread-private, meaning that each thread can only access its own 

register. Shared memory is block-private, all threads in a block share the data in shared memory. 
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Fig. 3 CUDA memory hierarchy model. 

Since traditionally GPUs need to achieve high pixel fill rate, their global memory is able to pro-

vide much higher bandwidth than the CPU memory. As shown in Fig. 3, the global memory band-

width of NVIDIA GPU used in this paper can achieve 1664Gbps when heterogeneous data trans-

mission speed through PCI express 2.0 x16 bus is only 128Gbps. This huge bandwidth gap moti-

vates careful management of the precious GPU global memory to store only the most pertinent 

values. Variables in shared memory and register can be accessed at very high speed in a highly 

parallel manner; however, the amount of shared memory per block is too small to save large 

dimension matrices during realistic-size system simulations. 
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3.2. Implementation of GPU-based Power Converter Transient Simulation Method 

The EMT simulation of the system consisting of a large volume of power converters is quite 

different from traditional EMT simulation. For the exponential Euler formula [22]: 

𝒙𝑛+1 = 𝒙𝑛 + ℎ𝝋(ℎ𝑨)(𝑨𝒙𝑛 + 𝑮(𝑡𝑛, 𝒙𝑛, 𝒖𝑛)), (7) 

matrix 𝑨 changes with the states of power electronic switches constantly, and the 𝜑 function 

matrix 𝝋(ℎ𝑨) changes along with 𝑨. The formula is essential: 

𝒙𝑛+1 = 𝒙𝑛 + ℎ𝝋(∑ℎ𝐴𝑖𝑆𝑖

𝑝

𝑖=1

)(∑𝐴𝑖𝑆𝑖𝒙𝑛

𝑝

𝑖=1

+ 𝑮(𝑡𝑛, 𝒙𝑛, 𝒖𝑛)), (8) 

 

where 𝑝 is the status combination number of power electronic switches; 𝑆𝑖(𝑖 = 1,… , 𝑝) are the 

binary switching functions that present the on/off status of the corresponding switches; 𝐴𝑖(𝑖 =

1, … , 𝑝) are the coefficient matrices depending on the topology and parameters of the convert-

ers. Furthermore, the action time of the switches is located by interpolation. The power con-

verter EMT simulation follows these steps: 

a) Solve the electrical system/control system by parallel EIs, query the switches’ status change, 

go to d) if no switch operations are returned; 

b) Detect the switch action time and update the states at this moment by interpolation, update 

the state matrix; 

c) Update the 𝝋 function matrix, step forward, then return to the time mesh through back-in-

terpolation; 

d) Perform the simulation in the next time-step by parallel EIs on GPU. 

In the GPU-based implementation of exponential integration, 𝜑 functions are calculated using 

a rational approximation in CUDA. Intermediate vectors and matrices are stored in the GPU 

memory to save the delay in data transmission between CPU and GPU. To facilitate heterogene-

ous data transmission, CUDA streams are created to manage the concurrency of the programs. 
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As presented in Fig. 4, the calculation process of 𝜑 functions is performed in GPU with streams. 

In the rational approximation of the 𝜑 functions, a solution kernel function is designed which 

uses LU factorization. Operations in different streams are performed concurrently. When no 

stream is assigned to an operation, the default stream is set and the operation in default stream 

must wait until the previous operation has completed. There are two memory copy operations 

from CPU to GPU and one from GPU back to CPU and one solution kernel function operation in 

default stream showed in the upper half of Fig. 4. To illustrate the process of streams, it is as-

sumed a copy operation time is 𝑡𝑐 and a solution kernel function operation time is 𝑡𝑘, because all 

matrices involved have the same dimension. 𝑨 and 𝑩 represent the corresponding matrix poly-

nomials. If 𝑩 is divided into two column blocks 𝑩1 and 𝑩2 , which is assigned to two streams, the 

kernel function tasks, and copy tasks can be overlapped with each other. As a result, nearly one 

copy operation time and half solution kernel function operation time 𝑡𝑘 2⁄ + 𝑡𝑐 is saved. 
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Fig. 4 Solving process of 𝝋 function using CUDA streams. 

3.3. Caching Data in GPU Global Memory 

For power systems containing large-scale power converters, the matrix 𝑨 and 𝜑 functions re-

quire updating when switch on/off states or circuit topology changes, due to the high-frequency 
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characteristic of power electronic switches, the solution of 𝜑 functions is the most time-consum-

ing part, for the case study that will be presented in Section V, the solution of 𝜑 functions ac-

counts for 69% of the total time for the entire simulation. It is worth noting that, although the 

state of the power electronic switches changes at a high frequency, the power system is periodic 

in nature, switching states may appear multiple times during the simulation. Therefore, 𝜑 func-

tions calculated based on the state matrices are cached, which can be retrieved when the corre-

sponding switch state appears again. In this way, a lot of repeating calculations are saved. 

The caching method is designed based on memory hierarchy of the simulator in this paper. In 

the studied problem of this paper, data transmissions between CPU and GPU are much slower 

than GPU memories, and the 𝜑 functions are calculated frequently, which motivates the cache 

procedure to be performed in GPU. Since 𝜑 functions are system-scales matrices, they need a 

relatively large space to be cached, then the global memory in GPU is chosen for the balance 

between speed and memory size. 

The flowchart of Fig. 5 gives the process of caching method for power converter transient sim-

ulation. Since the state matrices are formed with the on/off states of switches, the control system 

is solved firstly to derive the switch states. The electrical system is then solved if the switch com-

bination is cached; otherwise, it is necessary to generate a state matrix and calculate 𝜑 function. 

Once the 𝜑 function is calculated, it is cached in GPU global memory. 

The impact of caching 𝜑 function matrices is made clear by adding to the illustration diagram 

presented in Section II. Caching 𝜑 functions in GPU global memory, as drawn in Fig. 2, the red 

curve shows a significant acceleration compared with the direct calculation method. Moreover, 

caching method broadens the range of application of direct calculation method from the scale of 

𝑁𝑑0 to 𝑁𝑑1. Nevertheless, due to the limited GPU global memory, caching all 𝜑 functions fails at 

the scale of 𝑁𝑑1 and it degenerates to the direct calculation method. 
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Fig. 5 Flowchart of the caching method for power converter transient simulation. 

4. GPU memory management 

When performing GPU-based EMT simulation with the caching method, it must be considered 

that it cannot be assumed that the GPU memory can hold all the required computation matrices, 

especially for large-scale cases or when many power converters are present. When the storage 

requirement is beyond the cache size, data chosen according to a particular principle is replaced 

out of the cache. 

4.1. GPU Memory Management for Power Converter Simulation 

The difficulties in data storage are twofold. Since power converters utilize many switches, the 

number of the switch states grows exponentially as well as the number of 𝜑 functions. The 𝜑 

functions matrices are also of high dimension growing with the system dimension. Due to these 

difficulties, the 𝜑 functions cannot always all fit into the GPU global memory. A GPU memory 
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management gives a solution to manage the limited global memory to perform the large-scale 

power converter transient simulation. The implementation of 𝜑 functions caching method and 

the memory management in the EMT simulation is presented in Fig. 6. 

GPU has limited global memory, allocating excessive memory space as a cache, GPU may en-

counter problems that lead to program interruption; on the other hand, allocating insufficient 

cache space will cause frequent data replacement, which leads to repeated 𝜑 function calcula-

tions and increased computation time. Therefore, the size of the pre-allocated cache memory 

affects the speed of the program. To get expected program speed, determining a proper cache 

size is necessary. 

The addition of the memory management layer on top of the caching method resolves the fail-

ure of the caching method previously mentioned. As shown in Fig. 2, the proposed method pre-

sented by the green curve broadens the application range of direct calculation method further 

from the scale of 𝑁𝑑1 to 𝑁𝑑2, although a small performance penalty is expected in the implemen-

tation. 
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Fig. 6 Implementation of 𝛗 functions caching method and its memory management in the EMT 

simulation of power system containing large-scale power converters. 

4.2. Caching Replacement Strategies-based GPU Memory management 

For the power converter simulation with many power electronic switches, the proposed 

method manages the 𝜑 functions storage in GPU global memory based on the recency, frequency 
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and historical information of the stored data. Recency refers to the time since the last request to 

the stored data, and frequency refers to the number of requests to the data. 

Most of the cache replacement strategies based on recency are variants and extensions of the 

least recently used strategy (LRU) [30]. The LRU strategy is implemented based on the temporal 

locality of access to the stored data, and it selects the least recently accessed data to be replaced 

out of the memory. The principle of the temporal locality can be described as: if the stored data 

is being accessed, it is likely to be accessed again in the near future. Therefore, the least recently 

accessed data is a good candidate being replaced. In LRU, the count of data that has not been 

accessed for the longest time is generally adopted as criteria. 

The frequency-based cache replacement strategies are mostly variants and extensions of the 

least frequently used strategy (LFU) [31]. In the simulation process, the stored data has different 

frequency values, and these frequency values can be used to instruct the selection of replaced 

data. LFU strategy sorts these frequency values to find the least frequently used data in the past 

and performs data replacement. When the power system approaches the stage of equilibrium, 

the LFU strategy takes advantage of those frequency values to replace the data, because that of 

a stable state system does not change substantially. However, in general, a large amount of 

stored data may have the same frequency value, which might lead to unnecessary additional 

sorting process and increases the extra operating time. 

The classic first in first out strategy (FIFO) is also considered in the paper as a reference for 

comparison. 

Since each simulation case has different access characteristics to cache and the hardware 

specification where the program runs are different, the optimal memory management for EMT 

simulation is selected with a “fitness for purpose” approach, and it requires a metric to evaluate 
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the performance. LRU, LFU and FIFO strategies are tested in various cases with different cache 

sizes in Section V. 

There are a variety of metrics for evaluating replacement strategies. Commonly used metrics 

include hit rate, byte hit rate, etc. Supposing 𝑅𝑗  is the number of requests for the 𝑗th stored data, 

and in 𝑛 data is stored in cache, 𝐻𝑗  is the number of hits to the 𝑗th stored data, 𝑆𝑗  is the memory 

size of the 𝑗th storage object, then the hit rate 𝐻𝑟 is expressed as: 

𝐻𝑟 = ∑𝐻𝑗

𝑛

𝑗=1

/∑𝑅𝑗

𝑛

𝑗=1

 (9) 

The hit rate is defined as the percentage of requests that can be satisfied by the cache. And 

byte hit rate 𝐵ℎ𝑟 is: 

𝐵ℎ𝑟 = ∑𝑆𝑗𝐻𝑗

𝑛

𝑗=1

/∑𝑆𝑗𝑅𝑗

𝑛

𝑗=1

 (10) 

Hit rate is used in this paper as the metric, because only the number of requests is important 

to evaluate a cache replacement strategy in EMT simulation, on the other hand, hit rate is a good 

performance indicator when the cache size is small, most strategies provide similar hit rates 

when the cache is large [32], and in GPU-based EMT simulation, the stored data is relatively large 

compared with the cache size. 

5. Experimental validations and results 

In this section, the wind power plant case in Fig. 7 is tested, where the wind turbine generators 

are interfaced to the collection grid through back-to-back converters. To verify the GPU-based 

simulator with caching and memory management, simulation results are compared with that of 

the CPU-based Matlab program. All programs are tested under Linux operation system, the CPU 

used in this simulation is Inter(R) Xeon E5-2623 v3, and the GPU is Tesla K20C [29], the details 

of the GPU are presented in Table 1. The underlying numerical linear algebra operations are 
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carried out with the standard cuBLAS and cuSolverDN libraries. In this paper, all studied cases 

use the exponential Euler method for numerical integration, although this choice can be made 

freely according to the priority of different studies. For instance, if the accuracy is taken as the 

primary consideration, a higher-order method would be adopted. 
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Fig. 7 Wind power plant consisting of N wind turbine generators. 

 

Table 1 Details of NVIDIA K20C 

Details Parameters 

Microarchitecture Kepler 

CUDA cores 2496 

Streaming multiprocessor 13 

GPU clock (MHz) 706 

Global memory size (GB) 5 

FP64 performance (Tflops) 1.17 

 

Five schemes are compared in this section. Scheme I is the GPU-based matrix exponential 

method, which calculates 𝜑 functions without caching the matrices. It is set as the benchmark to 

evaluate the performance of other methods. Scheme II tries to caches all 𝜑  functions, and 
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Schemes III, IV and V adopt LRU, LFU, and FIFO algorithms to replace 𝜑 functions out of GPU’s 

global memory. The Krylov subspace method is included for comparison purpose only. Several 

cases of different scales are tested and compared. 

The wind power plant consisted of N detailed modeled type-4 wind turbine generators is con-

nected to a collector network [33], each of the converters contains 12 IGBT/anti-parallel diode 

pairs, modeled as ideal switches with binary resistance, and the whole wind power plant consists 

of 12N switch devices. The time-varying parts of state matrices are update by a partial reformu-

lation process instead of a full matrix update. In the studied cases, up to 10 elements are time-

variant for each power converter; they are relatively small in number compared to the size of 

state matrices. The computation cost of those updating is negligible from practical observations. 

The parameters of the collector network are presented in the Appendix. 

The simulation starts from zero initial state. A fixed 5𝜇s time-step is adopted; the duration of 

the simulation is 1s. First of all, the correctness of the proposed method is verified. Since the 

memory management methods do not influence the precision of simulation, all GPU-based 

schemes have identical waveforms, and the red dotted line of Scheme III results is chosen to 

compare with the black line of Matlab results. The simulation results of the test wind power plant 

cases are shown in Fig. 8, including waveforms and comparison between Matlab and CUDA. In 

Fig. 8 (a-b), the instantaneous current and voltage waveforms of phase A at LCL filter during the 

time of 0-1.0s show full agreement between the Matlab program and the parallel GPU CUDA pro-

gram, then the output active power of the wind turbine generator and the voltage of DC-link 

capacitor between converters are presented in Fig. 8 (c-d) which reach the set values of 1.5MW 

and 1.5kV. Detailed view of the current waveform at the filter is shown in Fig. 9, it can be ob-

served that the proposed method accurately represents the dynamics of tested cases. The com-

parison of the simulation results with EMTP in Fig. 10, the WTG filter voltage of phases A is 
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drawn below, and details between 0.174-0.176s  are amplified for clearer visualization. It can be 

observed that the GPU-based EI simulation result is consistent with that of EMTP. 
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Fig. 8 Simulation results comparison of CPU-(solid black line) and GPU-based (red dashed line) 

computation. 

 

Fig. 9 Detailed view of phase A current waveform at LCL filter, solid black line for CPU result and 

red dashed line for GPU result. 
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Fig. 10 Simulation result comparison of the proposed algorithm (red dashed line) and EMTP (solid 

blue line). 

With the increasing number of wind turbine generators, the number of on/off state combina-

tions of power electronic switches also increases, causing the reuse of 𝜑 functions less frequent. 

Comparing the computation time summarized in Fig. 11 and Table 2, the speed advantage of 

Scheme II to V over Scheme I gradually decreased with the number of detailed modeled wind 

turbine generators increases. It appears that caching is less useful for cases with an enormous 

number of switches. This is not an issue because the Krylov subspace approach is very efficient 

in covering these scenarios. It is however interesting to find the explanation behind this phe-

nomenon. The on/off state combination occurrence of the 12N power electronic switches is 

counted during the simulation with the on/off binary string coded in decimal for visual presen-

tation, which leads to Fig. 12 and reveals the pattern of the appearance of switch states, when 

the number of wind turbine generators changes. The red line in the figure represents the first 

occurrence of each switch state. The hit rate is represented by the area of purple bar sections 

minus area under the red line. With an increasing number of generators, the number of power 

electronic switch states has increased exponentially, and the blue curve has become more flat-

tened. In the meantime results in Table 3 also proves that hit rate of 𝜑 functions is declining, as 

well as the proportion of calculation time saved by caching 𝜑 functions along with increasing 
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number of wind turbine generators, which reveals that Scheme II has a certain range of applica-

tion, beyond which, Scheme II no longer gains acceleration effect. The application of Scheme III, 

IV and V broadens the application range of Scheme II. 

When the GPU global memory size limit is not considered, all 𝜑 functions will be stored in 

cache, none will be replaced out of the memory, then Scheme II will obtain the theoretically ideal 

speed. When considering the GPU global memory size limit, pre-allocate cache sizes will play an 

important role in the program, the ratio of the size of 𝜑 function to the size of cache is critical to 

the performance of memory management methods. For this purpose, various cache sizes are 

pre-allocated to test 𝜑 functions hit rates, and then the memory management methods are com-

pared with each other. The following rule is selected to set the pre-allocated cache sizes. Firstly, 

total 𝜑 functions size cached in Scheme I is set as a benchmark, then taking 90%, 80%, all the 

way to 10% of the benchmark to test the performance of each strategy, and taking 1% of the 

benchmark to test performance under harsh condition. 

Scheme I
Scheme II
Scheme III
Scheme IV
Scheme V
Krylov

 

Fig. 11 Simulation time and speedup of the methods, solid line with square represents computa-

tion time (left y-axis), dashed line with triangle represents speedup ratio (right y-axis). 
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Table 2 Simulation time and the speedups compared to the Krylov subspace method 

N  24 36 60 120 

Scheme I 
Time/s 253.89 368.34 1036.85 4127.35 

Speedup 5.55 4.17 1.98 0.92 

Scheme II 
Time/s 25.3 62.1 231.8 / 

Speedup 55.67 24.73 8.84 / 

Scheme III 
Time/s 54.1 302.8 876.1 3531.9 

Speedup 26.03 5.07 2.34 1.08 

Scheme IV 
Time/s 210.1 337.9 938.1 4041.4 

Speedup 6.70 4.55 2.18 0.94 

Scheme V 
Time/s 198.6 338.4 982.3 3939.3 

Speedup 7.09 4.54 2.19 0.97 

Krylov sub-

space 
Time/s 1408.4 1535.8 2049.2 3806.8 

N = 2

N = 3

N = 5

N = 10

 

Fig. 12 Statistics of power electronic switch states and occurrence frequency in the tested cases. 
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Table 3 Hit rate and time saved of Scheme II compared to Scheme I 

Cases Hit rate Time saved 

N=2 98.92% 87.27% 

N=3 96.05% 85.28% 

N=5 86.01% 76.76% 

N=10 64.79% / 

As shown in Fig. 13, LRU and FIFO strategies have almost the same hit rate of 𝝋 functions 

when 𝝋 function size is relatively large compared to the cache size, however when cache sizes 

become smaller LRU strategy shows better hit rate. Moreover, they outperform LFU strategy on 

condition that the pre-allocated cache size is relatively small. Although the trend is different, all 

three curves exhibit saturation, at 80% cache size point, all three curves are saturated, that is, 

when Schemes III, IV and V are pre-allocated 80% cache size, it is sufficient to achieve fairly 

similar performance of Scheme I. In addition, as shown with the dotted line, the hit rates of LRU 

and FIFO strategies reach the level of LFU strategy at 80% size point when 30% cache size is pre-

allocated, and it is more than 95%. The phenomenon indicates that the Schemes III, IV and V 

workflows are able to achieve the desired performance level needing only 30% cache size of 

Scheme I, which broadened the applicable range of the method proposed in this paper. 

In the tested cases, the speedup of each scheme is compared with the slowest scheme. The 

relationship and comparison of proposed schemes in Fig. 2 are reproduced with case study re-

sults in Fig. 11, where 𝑁𝑑0 =200, 𝑁𝑑1 =120 and 𝑁𝑑2 =220-240 (depending on the adopted 

memory management strategy) are the number of state variables for different cases. Those num-

bers indicate that when the state variables describing the tested wind power plant case are more 

than 200, the Krylov subspace method outperforms Scheme I (black), and Scheme II (red) fails 

at 120-dimensional scenario because of limited GPU global memory. Then these memory man-

agement schemes have the best performance in cases that scale from 120 to 220-240 dimensions 
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depending on the adopted memory management strategy. Therefore, the memory management 

Schemes III-V gain acceleration in between these simulation scales and become more efficient 

for EMT simulation of power electronic converters. Obviously, Scheme I is more suitable in 

smaller cases. Schemes III, IV and V adopted cache sizes listed in Table 4 for test, they gain similar 

but less speedup than Scheme II, in addition, when Scheme II failed, those schemes still gain ac-

celeration, they are faster than Scheme I, so memory management methods broaden the range 

of application of GPU-based matrix exponential method, as listed in Table 2, Scheme III gains 

1.2x speedup when wind power plant consisting of 10 wind turbine generators. In the meantime, 

LRU strategy shows more remarkable performance in nearly all conditions, it outperforms LFU 

and FIFO strategy when the number of wind turbine generators is less than 6 and more than 10, 

even in between the range, the performances among these three strategies are quite similar. 

Therefore, the LRU strategy is chosen for EMT simulation memory management. 

 

Fig. 13 Performance of FIFO, LRU and LFU strategies in different cache sizes. 
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Table 4 Size of 𝝋 function and pre-allocated cache sizes in the tested case 

Cases Size of  𝝋 function (MB) Size of cache (MB) 

N=2 0.027 25.22 

N=3 0.049 244.61 

N=5 0.110 3373.59 

N=10 0.369 4096.00 

6. Conclusion 

This paper designs a GPU-based parallel exponential integration algorithm for efficient EMT 

simulations. By offloading computationally intensive matrix exponential functions to GPU, the 

simulation is accelerated. Next, we cache 𝝋 function on GPU memory to cope with the high-fre-

quency time-varying state matrices in power converter EMT simulation, it shows good perfor-

mance in a certain range and the gained performance fades when the number of switches keeps 

growing large. At last, the proposed memory management method organizes the limited cache 

space from different perspectives, three cache replacement strategies are tested and compared 

and the hit rates indicate that the LRU strategy is the most suitable memory management for 

power converter transient simulation. A detailed modeled wind power plant is tested to verify 

the efficiency and accuracy of the proposed method. Results show that the proposed method 

program achieves considerable speedups over the traditional direct method program, and on 

account of its memory management, the program retains speedups for larger-scale EMT simula-

tion with many power converters. 

The test cases in this paper are of medium-scale, the proposed methods gain good perfor-

mance. Krylov subspace is more suitable to be applied to large-scale cases, and there are ways 

to improve the efficiency of power system EMT simulation consisting of power converters like 

multirate method. Those algorithms integrated with the caching method can be explored. In fu-
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ture research, these directions will be investigated along with the GPU utilization for the simu-

lation of large-scale power converter. 
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Appendices  

The 115 kV grid impedance: 0.1448 + j2.897 Ω. 

The wind power generator: 

a) moment of inertia = 100000 kg∙m2; 

b) number of pole pairs = 120; 

c) diameter of turbine blades = 34 m; 

d) wind speed = 12 m/s; 

e) stator resistant = 0.0081 Ω; 
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f) permanent flux = 2.458 Wb. 

The 115 kV cable PI model: 

a) resistance = 0.3815 Ω/km; 

b) inductance = 0.4 mH/km;  

c) conductance = 0.08 μF/km; 

d) length = 2km. 

The step-up transformer: 

a) nominal power = 10.0 MVA; 

b) winding impedance = 0.00083 + j0.025 p.u. 
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Fig. 14 The grid-connected control system of wind farm. 

In terms of converter control strategy, the MSC controller adopts dual-loop vector control to 

realize the decoupling control of the active power and reactive power of the generator, and the 

GSC controller adopts grid converter voltage reference frame control. 


