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Abstract: Artificial Intelligence (Al) is heralded by some as the next Revolution in Military
Affairs (RMA), a technology with the potential to offer decisive strategic advantage and
revolutionise military tactics and force structures. Development of Al within the commercial
sector continues at a galloping and, in some ways, alarming pace, and the academic
community' has begun to consider the role Al could play within Air Power. This article begins
with a brief history of Al, discussing some recent developments in the field and highlighting
why there is currently so much excitement around the subject. We also discuss how our
understanding of human sensory and cognitive processing limitations advocate a strong
need for Al in the form of augmentation and decision support systems in several settings,
whilst highlighting unique human abilities to adapt to and process information in different
ways (that an Al currently cannot achieve). Based upon the areas where we believe Al will
offer an edge to a human operator in the future, we propose a framework for assessing the
key attributes of Al and discuss some of the implications for air warfare in the future.
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Introduction
We can only see a short distance ahead, but we can see plenty there that needs to be done. ?

lan Turing wrote those words nearly 70 years ago, and yet they remain as prescient in
2019 as they did in 1949, perhaps more so. Within the subject of Computer Science,
Turing is renowned for his eponymous ‘Turing Test, where he first famously asked the
question ‘Can Machines Think?'and founded the discipline that is known today as Artificial
Intelligence (Al).

Turing is also famed for his work at Britain's Second World War code-breaking centre at
Bletchley Park and the contribution it made to the outcome of the War. Many consider that
Al will have a comparable revolutionary effect on the future of warfighting, so much so

that US policymakers have previously decreed that Al will form the bedrock of a‘3rd offset’?
strategy, insisting that Al is a technology with the potential to offer such decisive strategic
advantage to its possessor that it could ‘offset’the balance of power.* This momentum
appears to be building: Artificial Intelligence appears over 60 times within the UK Ministry of
Defence’s analysis of global strategic trends® and is firmly considered one of 2019's key ‘tech
trends’® It goes without saying that it is highly relevant to air power too: the US Air Force has
announced that it will invest $100M in Al technology.”

Technology has always had a profound impact on the way in which wars are fought.
However, it remains a truism that innovation is not confined to the technology alone,
and current MOD thinking is clear that the innovation should not just be confined to the
technology itself, but in how emerging technology is employed on the battlefield.8 This is
an idea neatly summarised within the introduction of the UK MOD Joint Concept Note®
on Human/Machine Teaming:

The winner of the robotics revolution will not be who develops this technology first
or even who has the best technology, but who figures out how to best use it. '

‘Figuring out how best to use Al'is at the heart of this article which is structured in
two sections.

The first section will start with a discussion on the concept of Al, with a brief look at some key
ideas and recent developments to establish what is and isn't hyperbole, but more importantly
it will explain why Al is so important now. Using the examples of computer mastery of chess
and language translation the article will illustrate how much the field of Al has achieved

and how it is likely to be employed within the air domain. This section will conclude by
recognising that Al is likely to complement human activity posing the question: 'What will

a human be able to do better in the air war of the future? The second section of the article
will then examine what this means. By considering the likely limitations of the human brain
and cognition, we will propose that Al possesses three core, interlinked, attributes which
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make its employment within air power desirable. These attributes are speed of cognition,
ability to process large volumes of information, and ability to access physical spaces which are
impossible for a human. The article will examine each of these attributes in turn and highlight
possible implications for the air environment.

Al: A brief history and why the excitement now?

It is worth stating from the outset that this article is not about Al taking over the world, nor
does it suggest that computers could immediately gain sentience and possess a decisive
strategic advantage over humanity, a proposal which actually can be traced back to Alan
Turing." The phrase ‘intelligence explosion'? has been coined to reflect Turing'’s original idea
that once computers achieve a certain level of intelligence they will simply be able to redesign
themselves iteratively, quickly surpassing any level of intelligence achievable by a human,
referred to as Artificial General Intelligence (AGI)." There is credible academic literature which
explores this fascinating idea,' however this article will not do so for two fundamental reasons.
First, if humanity does develop AG, it would be such a significant development that it could
revolutionise virtually every aspect of life, not just warfighting. Debate on how this could affect
air power would probably be low on humanity’s priority list! Secondly, and more importantly,
however, the academic community is divided on how 'soon’we will achieve AGI, though the
broad consensus appears to be that it will take at least decades rather than years.' Instead this
article focuses on the types of cognitive tasks within the air environment where Al is likely to
perform as well as (or better than) a human in the near future.

The other significant area this article will not explore in detail is the ethical dimension of
employing Alin warfighting, though it will recognise that this is a hugely important subject.’®
The reasons for this are twofold: first, like many novel technologies, there will always be the less
scrupulous adversary who will employ the technology without regard to ethics. Secondly, many
of the developments in Al are being pioneered by sectors outside of the defence industry;

we will increasingly see Al technology being developed for one purpose not associated with
Defence which will subsequently be employed for warfighting.'” Therefore, regardless of
ethical stance, it is important to consider the possibilities that Al could bring to air power.

This article aims to explore the potential for Al to be employed in the air environment,
agnostic of the ethical debate, though by doing so hopes to better inform it.

So, what can Al do now and what is it likely to be able to do within the next 10 years?

To answer these questions, it is worth considering that, over the course of its short history
(and like many novel technologies), the field of Al has been beset with ‘overpromising and
underdelivering' with several false starts, leading to ‘Al Winters'.’® A general theme is that
computers are becoming increasingly proficient at activities provided they remain‘narrow,
compared with humans who, despite numerous limitations (see examples later in this article),
can process wider sets of tasks and are far more adaptable. For example, there have been
significant developments in creating a machine which is comparable to a human in language
translation or chess; however, at this time, there is not a machine that can do as well as a
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human at both. Humanity still retains ‘general’intelligence i.e. a human can master both chess
and language translation™ or indeed any combination of other complex tasks. The crucial
advantage a human possesses is that they can more readily be adapted to any complex tasks
requiring a high level of cognition without requiring the level of extensive rebuilding and
reprogramming in the way a computer currently requires.

However, this crucial distinction is changing, and a fundamental reason for this is that advances
in hardware are now allowing Al programmers to experiment with Al techniques which
previously were impractical due to hardware limitations. In spite of several research attempts
to produce Al-capable hardware in the last century, it was ironically the video game market
which aided this breakthrough.?® During the early part of this millennium, market forces
reduced the cost of multi-processor graphics cards known as Graphics Processing Units (GPUs)
to support gaming. However, as a fringe benefit, GPUs are also well-suited to implementing
some particular advanced types of Artificial Neural Networks, which had been previously just
theoretical possibilities.?'

An Artificial Neural Network mimics the human brain and, in its most basic form, consists

of several processing elements (neurons) which have links between each other (synapses).
The route from input through to output is referred to as a‘path’ When solving a problem, a
neural network will process input data through possible ‘paths'and if this produces a desirable
output then the neural network will favour that path in the future, a system known as ‘credit
assignment’. Taking the analogy of the human brain, this could be considered learning.

Advances in machine learning are well demonstrated by the computer mastery of chess.

A significant milestone was achieved in 1997 when IBM's Deep Blue beat the world champion
Gary Kasparov,? considered by many to be a major development of Al. Some even considered
it proof that a machine could pass the Turing Test.?> Deep Blue was able to examine 200
million moves in a second, so, for each move, was comparing the positions on the board with
a repository containing virtually every chess game and strategy played by every grandmaster
through history. Playing Deep Blue at chess was akin to playing a human who, at the start of
their turn, could stop time, and then take as long as they needed to consider their next move
against the collective wealth of humanity’s chess playing experience. Yet even some of the
developers of Deep Blue did not consider their machine to be ‘intelligent’?* Deep Blue was an
example of a’brute force’approach to Al, also known as'Good Old-Fashioned Al (GOFAI).

The computer was not thinking about its next move; it was simply consulting an (admittedly
vast) checklist for each move it made. Arguably the ‘intelligent thought'was still being
applied by the human programmers of Deep Blue, some of whom were chess grandmasters
themselves.? Essentially Deep Blue had been programmed in advance with a playbook that
could anticipate every move that its opponent could make.

Therefore, in this context, a much more significant milestone was reached when, in 2017
Google’s Deepmind programme beat Stockfish, the reigning champion computer’at chess.?
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Stockfish used Al technology which was fundamentally the same as that which Deep Blue
used to beat Kasparov, a GOFAI style approach. However, Google's Deepmind had no prior
knowledge of chess. Using its advanced neural network, it played millions of games against
itself tolearn’to play the game to expert standard in just 4 hours! It then proceeded to beat
Stockfish. This was hugely significant. Up to that point, a computer could only beat a human
by recalling so much data, and simulating permutations so quickly, that no real cognition
was taking place. Google’s Deepmind proved that, if a clear end state can be defined (in this
case winning at chess), a computer can independently and quickly develop knowledge in a
previously unknown subject area which can'surpass not only one human, but the collective
wisdom of humanity. In the case of this example, hundreds of years of human experience in
playing chess was outmatched by Deepmind in four hours!.?

We are now increasingly seeing the results of such advanced Al techniques in the field of
language translation, and the developments in this field have introduced an additional nuance,
which is that, increasingly, humans and computers will offer different and complementary
abilities to solve complex problems; neither will be ‘better’ than the other. It is fair to say that
currently Google Translate is more proficient than the average human with no linguistic ability
at translating between languages. This is especially true if we consider a human versus a
machine in a contest of learning two languages from scratch and then translating between
them. Where many humans still retain the edge is when complex language and nuance must
be interpreted perfectly by expertly trained analysts. However, the adage: ‘good enough today
rather than perfect tomorrow’ often applies in warfare,? in this example Al could provide a
complementary aid to linguists to provide a quick‘sense’of what is being said in an unfamiliar
language, perhaps where slang or unknown dialect is used, potentially spotting patterns and
linkages that a human mind may miss.

In a similar manner to learning chess, the Al agent behind Google Translate has‘learnt’to

solve the problem of language translation by developing its own ‘language’.® This ‘language’is
unintelligible to a human and is essentially a computational representation of the fundamental
syntax of human speech, agnostic of native language. Google Translate's Al engine has done
so largely independently of human input, and in doing so has devised a unique and efficient
method of translating languages.

Itis both fascinating and alarming that Al is developing to the point where it can solve
problems completely independently and with apparently unique and innovative ideas, some of
which are beyond the reach of a human mind. This is especially the case with a variant of Neural
Networks called Genetic Algorithms, which solve problems by ‘competing’different solutions
to a problem in a manner reminiscent of natural selection. Genetic algorithms can produce
creative solutions to a problem which may not be immediately apparent or even unimaginable.
An example of this is‘Hackrod": a racing car chassis designed by Al which combines the
optimum balance of tensile strength, aerodynamic performance and weight, acknowledged

to be a better design than any professionally trained human engineer could have created.*®

46



Putting Al into Air: What is Artificial Intelligence and What it Might Mean for the Air Environment

The above examples show that Al clearly is becoming more proficient at tasks which used to
be the sole domain of humans, either as a direct replacement or in providing complementary
abilities. Therefore, we must start asking: What are those things that‘only a human can do?,
but set against the context of the previously mentioned false starts'within the field of Al,

and the tendency for pessimists in Al technology to move the goalpost of what constitutes a
breakthrough. Forty years ago, the academic community felt that once a computer could beat
a human at chess, we would have achieved Al.3" However, this has now easily been surpassed.
Similarly, language translation was seen as a bulwark of human ability, yet arguably Al is now
superior in some regards. Therefore, to understand how Al will be used in the air war of the
near future, we will need to consider some of the limitations of the human brain where Al is
likely to add significant value.

What does Al mean for the Air War?

The previous section has made clear that Al will not just give an advantage, but could
become essential, either as a complete substitute or a subordinate to a human operator.
But where might this be the case? Consider the following idea that compares humans
against Al:

On the other hand, [Al controlled devices] rely largely on pre-existing models and
algorithms (although a degree of learning will be expected), and are less likely to show
creativity, to detect unconventional opportunity in data collection, or data relevance,
or a clever deception hidden in the data. 3

Humans may continue to outmatch Al, certainly in the near future, within aspects of
warfighting that require unconventional or creative thought. Where Al could add value in
a complementary fashion alongside a human, is likely to be in areas such as augmentation
and decision support. This article proposes that Al possesses three core attributes which
make its employment in the air environment desirable:

- Cognitive Speed (Speed): Al has the potential to process and respond to events far
quicker than the human cognitive cycle can. Take the example of visual attention.
When performing optimally, humans are capable of perceiving gist of scene within
20-ms at the neuronal level and the presence of a specific object within 150-ms, despite
subsequent motor actions often taking longer.>* Despite this, human perceptual and
attention ability and accuracy can easily be degraded by, for example, increasing the
number of distractor items in a visual scene,** increasing the presentation rate and
decreasing the relative positioning of target events (attentional blink phenomenon).®
Humans are also susceptible to failing to notice changes in scenes that occur within
fairly rapid time delays (change blindness phenomenon)3¢ and especially when cognitive
processing is constrained and/or when changes are not expected. Thus, as Al becomes
capable of handling more complex tasks at millisecond speeds, this could become a
battle winning attribute.
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- Ability to process large volumes of information (Volume): Only hardware limits the
amount of information an artificially intelligent agent can process. In comparison, there is
a limit to the amount of information a human brain can process. For example, the classic
view of short-term memory is that it can hold 742 items*’ for not much longer than 1/3
of a minute, and possibly less if rehearsal is limited, e.g., by interference from other tasks
and/or items,* although, remembering information over the short (@and sometimes
subsequently longer) term can be improved through, for example, processing items to
a deeper (and more meaningful) degree.?® There is also evidence to suggest that short-
term memory is adaptive, in that items will decay at a different rate depending on the
rate of memory updating required due to factors such as the number and rate of
distractor items.*® An extremely important point here is that whilst human information
processing abilities such as short-term memory are limited, the human brain is still
incredibly impressive at processing particular types of information in a range of ways,
and can adapt to task and environmental constraints.*' At earlier sensory perceptual
stages of processing, the retina can transmit up to ten million bits per second into the
visual cortex of the brain, which even advanced Al struggles to match in terms of pattern
recognition.* The key to leveraging this attribute, as previously highlighted, will be using
Al'in a complementary fashion to humans.

- Access to physical space for making a decision (Access): Perhaps most prevalent in
warfare, it may be impossible or too dangerous for a human to achieve the necessary
access to the location where cognition is required.® This access could be physical or
electronic; for example, while communications technology continues to advance, so do
methods of intercepting or jamming communications. Furthermore, in the future we
may not wish to place a human in the loop with recent evidence pointing to marked
susceptibly of humans in detecting malevolent cues in computer communications
masquerading as genuine computer updates.®*

New information is generated at
a rate that makes it impossible
for human to process

Volume

Too much information ‘at
source’ to transmit back to
human decision maker.

Latency in communicating
information to human
decision maker means Al
must act on information
‘at source’.

Figure 1: Interaction between Speed, Volume and Access for informing decisions.
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All three of these issues could make a case for Al to be employed together with, or instead of
a human. Furthermore, they all interlink in a complementary fashion. Practically, where two of
the three factors apply this will further make the case for employing Al as part of the decision-
making process. Figure 1 illustrates this concept with concentric rings which represent the
three proposed reasons for using Al. The areas of overlap present the secondary cases,

which are:

- The speed at which new information is generated means the volume is too great for a
human to process, or a large volume of information suddenly becomes available and
cannot be processed quickly enough by a human to act upon.“

- The volume of information generated at the point of physical access is so great that it
cannot be transmitted back to a human operator to act upon.#

- The transmission time itself from a point of physical access is large enough that it would
affect the ability to make a timely decision.

As previously discussed, Al's effectiveness in solving problems diminishes when the problem
‘broadens. Current Al technology is particularly effective if the input variables can be limited
and the problem defined in a series of ‘values’ This is particularly relevant to air power as it
has been suggested that within the air domain there is less complexity in the number of
variables. Put simply ‘air platforms do not have to dodge potholes in the ground’*® Air is
likely to be an early adopter of Al technology, and a proving ground for innovative ideas.
Consider some of the proposed attributes of Al and how they could affect air power in the
next ten years.

Speed

Speed is an attribute of air power and enables the commander to control the tempo of the
battle.® It is highly likely that Al will accelerate the speed of air warfare in the future and its use
will potentially provide ‘decision superiority’to commanders, should it be adopted correctly.
This effect will be felt all the way from tactical control of aircraft through to the speed of
operational and strategic decision making.*°

Al taking tactical control of aircraft could be a consideration in the near future. In limited test
cases, artificially intelligent autopilots have outperformed human pilots in air-to-air combat®’
and Al enabled, neural network-based autopilots are gaining ‘superhuman’abilities for things
typically considered the preserve of highly experienced pilots, such as judging landing speed.*?
Al's ability to process and act on multiple sources of information faster than a human are

only likely to continue this trend, to the point where it may become, at best, an unnecessary
extravagance to retain a human in the loop and, at worst, completely negligent to not allow

Al to take over a manned aircraft to perform evasive manoeuvres and save the crew onboard,
especially if fighting adversary air forces equipped with Al controlled aircraft.
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However, perhaps more concerning will be the effect Al could have on decision cycles for
entire aerial battles. To use an analogy based on the previous example, if air-to-air combat
can be considered as a game of chess, with a series of defined inputs (i.e. sensor and position
data of all aircraft) and desired end state (e.g. zero friendly force kills), then one could argue it
is only a matter of time before Al will be better equipped to command and control a fast-
paced aerial battle. Consider this alongside the fact that a computer could communicate
with an aircraft electronically in an extremely precise manner. There would be no requirement
to translate instructions or explain intent; an air force under the control of an artificially
intelligent commander would possess a cognitive advantage over an adversary, moving

and coordinating as a unified body in a way which would be virtually impossible for its
human equivalent, as put succinctly by Scharre:

forces [will] shift from fighting as a network to fighting as a swarm, with large numbers

of highly autonomous uninhabited systems coordinating their actions on the battlefield.
This will enable greater mass, coordination, intelligence and speed than would be possible
with networks of human-inhabited or even remotely controlled uninhabited systems.®

In the first instance this is likely to be a continuum. Initially we are likely to see‘loyal wingmen'’:
Al controlled aircraft which follow a human pilot. This could then evolve to flocking’ whereby a
command aircraft could be followed by a series of Al controlled aircraft, retaining the ability to
intervene and control distinct elements of the formation. Finally, we may see ‘swarming’ where
Al controls a fleet of air vehicles and a human can only control the group in aggregate, not
individual elements.**

Volume

Al has an ability not only to cope with large volumes of information, which interlinks with the
idea that it can improve cognitive speed, but will also enable correlation of data between
vastly different raw formats in ways which would be impossible for the human mind. Recall the
way in which Google Translate has developed its own ‘language’ Now consider the application
of this in the field of hyperspectral imaging, a technique which allows a machine to‘see’in
both the visible and infra-red ranges of the electromagnetic spectrum and already has proven
military application, for example, in discriminating different types of materials and thereby
spotting camouflaged military units.>> An artificially intelligent agent could easily compare and
contrast data from a variety of hyperspectral electromagnetic sources, using neural networks
to'learn’what constitutes an enemy aircraft and communicating with other Al enabled analysis
platforms using its own 'base language’ A likely subsequent trajectory will be that such Al

will be developed to solve the same problems, but with less source data, or against more
ambiguity.*® The key implication for air forces will be that human operators will need to work
in a complementary fashion with such Al, ensuring they understand how it works, and crucially
where they can add unique value. In much the same way as the previous example, moving
from loyal wingmen to swarming. We are also likely to see a continuum of Al being deployed
to analyse data. Consider the idea that the future data analyst of tomorrow may spend less
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time analysing data themselves, and more time training and developing their 'subordinate’ Al
to do so.

Access

The final idea is that Al will be able to‘access'locations which a human cannot, and this idea
is extremely important as, unlike the other examples it necessitates the deployment of Al,

as opposed to being desirable. There are a variety of reasons for Al being preferable to a
human operator. Risk is the obvious one within warfighting, but in the future other factors
such as physical size may come into play. It may be that battle-winning advantage comes
from deployment of aircraft which are simply too small to have a human operator onboard.
An obvious point here is that the air war has already begun to encompass this type of
technology in the form of Remotely Piloted Air Systems (RPAS). Use of Al to control warfighting
aircraft is clearly a contentious proposal and one which goes right to the core of the ethical
debate on use of Al and autonomous systems for warfighting. Leveringhaus makes a crucial
distinction here, defining RPAS as‘'Uninhabited’ air systems®” that are still controlled by a
human. In the near future, as air battles take place in‘the most contested areas imaginable,
where air, cyber, and the efectromagnetic spectrum are all in play'*® it is likely to become
necessary to design uninhabited air vehicles which can control themselves in the event that
communications are lost for minutes at a time.* Consider in detail two potential cases where
this would be required:

Loss of communications with an RPAS. At the time of writing, Global Hawk is
programmed to return to base if it loses communications with its controller,®® using a
basic level of computational intelligence which simply routes the RPAS back to its

point of origin using a similar level of sophistication found in autopilots. However, this
presents an obvious vulnerability, simply by jamming the communications to the RPAS
an adversary could force it to return to base. Even if the jamming were only successful
momentarily, it could have a disastrous effect on the prosecution of a mission, with the
RPAS changing course to return to base and having to be re-corrected when the human
operator regains control. If an adversary were to do this repeatedly, it could effectively
deny the capability. Therefore, there is an obvious case for an artificially intelligent agent
to be employed to ensure that the RPAS remains on course for momentary jamming,
and such Al will likely increase in sophistication to be able to handle longer duration
jamming or interception.

Cyber Attack on an RPAS: Within cyber operations we will increasingly see artificially
intelligent agents responsible for cyber defence. Alexander Kott from the US Army Battle
Laboratory proposes that in the near future we will see Al enabled software which can
autonomously be deployed within a network or potentially a weapons platform and

be left to conduct cyber defence in the absence of an ability to remotely monitor the
weapons platform.®' Kott refers to this type of software as’bonware’ (i.e. the opposite

of malware) and proposes that such software will reside in a semi dormant state within
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systems, poised to activate in the event of a detected intrusion.5? The question one must
ask here is to what extent should such an artificially intelligent agent be allowed to take
control of a weapons system? Clearly this is a question which will be fraught with ethical
considerations, and far beyond the scope of this article. However, in considering this
question, we should remember that there will be adversaries who will not hesitate to
develop malware which will be able to maliciously control a lethal RPAS; Al, or at least

Al to augment and support humans, could be the most effective counter to this.

Conclusions

As stated from the outset, the field of Artificial Intelligence has come a long way in the
last 70 years, and while there have been several false starts, we appear to be on the cusp
of an exciting, incredible and potentially daunting change. Taking the example of chess,
during the 1990s computers had been able to leverage their ability to store large volumes
of data and rapidly consider several million moves in a short space of time, however,
arguably this wasn't true intelligence but more brute force: the Good Old-Fashioned Al.
The accelerated development of Neural Networks has allowed computers to genuinely
learn and it is clear that Al will be increasingly able to take on tasks which were typically the
preserve of humans in the future. A key point this article has identified, however, is that Al
will not necessarily directly replace a human, but will be able to offer complementary and
potentially diverse capabilities.

To understand what this would mean for the air environment; this article has proposed three
core attributes of Al which make its employment desirable when considered against a
human. Each of these attributes have ramifications when considering the speed and ubiquity
of air power.

The potentially superior cognitive speed of Al compared with humans could not only affect
the tactical speed of engagements between air platforms, but may also affect the speed of
C2 in the air environment, especially when considering that Al will enable air platforms to
communicate electronically and in an unambiguous manner with each other. Al's ability to
process volume of information will clearly revolutionise analysis of intelligence, and it is likely
that intelligence staff will be some of the first to benefit from the Al revolution and will be at
the forefront of genuine human machine teaming.

However, the final attribute: namely that Al offers a means to apply cognitive analysis and
decision-making in a physical space, has perhaps the most significant ramifications for air
power. While the idea of ceding a lethal air platform to the control of a computer is ethically
sensitive, it is only a matter of time before technology will force the requirement to think
about this critically upon us.

Humans will continue to bring unique skills including insight and creativity to warfare.
However, those who understand what they will be within the age of Al and how best to
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harness them will have the decisive advantage. While the distance we can see into the
future is probably shorter than it ever has been, there remains plenty to be done.
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