
Modelling Calcium Signalling and its
Coupling with Mechanics

Abhishek Chakraborty
School of Mathematics

Cardiff University

September 2020

A thesis submitted for the degree of
Master of Philosophy



Abstract

Calcium (Ca2+) signalling is one of the most important mechanisms of information prop-
agation in the body (M. J. Berridge et al., 2000). Recently, experiments have shown that
the coupling between Ca2+ signalling and mechanical forces plays a crucial role in fertilisa-
tion, embryogenesis, wound healing, and cancer. However, this mechanochemical coupling
is poorly understood and few mechanochemical models exist to date.

We first study the Atri et al. (1993) model - a nonlinear, excitable system of two ODEs,
neglecting Ca2+ diffusion effects. As the IP3 concentration increases, this model exhibits
action potentials and limit cycles (Ca2+ oscillations). Subsequently, we study the Atri model
with Ca2+ diffusion, in one spatial dimension. This system consists of a reaction-diffusion
PDE for Ca2+ and generates an interesting repertoire of behaviours – solitary waves and
periodic wavetrains.

To study the mechanochemical coupling of Ca2+, we begin with the mechanochemical
model by Kaouri et al. (2019). The Atri model is coupled with a force balance equation
for embryonic tissue, which is modelled as a linear, viscoelastic material. The mechanics
equation includes a Ca2+-dependent traction term. This has been modelled with a Hill
function in Kaouri et al. (2019), reflecting the saturation effect that has been observed in
some experiments (Christodoulou & Skourides, 2015). However, in other experiments (Ajduk
et al., 2011), there is evidence that the actomyosin network in the cytosol solates at high
Ca2+ levels. Hence, we model a traction term that rises and then falls with the Ca2+ level.
Upon increasing the width of the traction function, we find that the frequency of contractions
decreases whereas the frequency of Ca2+ oscillations remains unaltered. We then incorporate
Ca2+ diffusion and study the system’s behaviour in one spatial dimension.

Finally, we return to the Atri model and solve it on a disc, obtaining solitary waves and
periodic wavetrains.
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Chapter 1

Introduction

1.1 Calcium Signalling in Fertilisation and
Embryogenesis

Calcium (Ca2+) is a universal and versatile signal. It is the most important second
messenger in the body and Ca2+ signalling is an indispensable method of information transfer
within the human body (M. J. Berridge et al., 2000). In this project, we focus on the role of
Ca2+ signalling in fertilization and embryogenesis, and its interplay with mechanical forces.

In a typical cell, the intracellular concentration of Ca2+ (≈ 100nM) is kept relatively low
with respect to the extracellular fluid by an approximate magnitude of 20000 (Clapham,
2007). Due to the extremely low intracellular Ca2+ concentration, the entry of minute
quantities of Ca2+ ions from the Endoplasmic Reticulum (ER) - the major store of Ca2+

in the cell, or from the extracellular fluids cause rapid, distinctive and readily reversible
changes in the concentration of these ions in the cytosol which manifest as oscillations and
waves. This enables Ca2+ to serve as a potent intracellular signal, a secondary messenger,
for various functions e.g. muscle contraction, blood clotting, wound healing, fertilization,
embryogenesis and cancer (M. J. Berridge et al., 2000). Figure 1.1 depicts Ca2+ oscillations
in various types of cells.
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Figure 1.1: Ca2+ oscillations in different types of cells: (a) Hepatocyte, (b) Rat parotid
gland cell, (c) Gonadotrope, (d) Hamster egg after fertilization, (e) and (f) Insulinoma

cells. Source: (M. J. Berridge & Galione, 1988)

The Ca2+ signalling process is initiated when the cytosolic concentration of Ca2+ rises.
When Ca2+ acts as the primary messenger, the process is triggered when Ca2+ enters the cell
through plasma membrane ion channels. When Ca2+ acts as the secondary messenger, the
cell is stimulated to release Ca2+ ions from intracellular stores e.g. the ER, when an agonist
binds to a receptor on the plasma membrane (Clapham, 2007).
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Figure 1.2: The PLC pathway for Ca2+ signalling. Source: (Sneyd, 2007)
R - Receptor, G - GPCR

The most common signalling pathway that leads to an increase in the concentration of
cytoplasmic Ca2+ is the phospholipase-C (PLC) pathway (Figure 1.2), which is activated as
follows (Alberts et al., 2013):

1. Upon stimulation i.e. agonist-receptor binding, the receptor (located on the plasma
membrane) activates the PLC enzyme via the G protein-coupled receptors (GPCR).

2. PLC hydrolyses the membrane phospholipid phosphatidylinositol 4,5-biphosphate (PIP2)
to form the water soluble inositol 1,4,5-triphosphate (IP3), and lipid soluble diacylglyc-
erol (DAG).

3. IP3 diffuses to the ER and binds to an IP3 receptor.

4. The IP3 receptor (IPR) then activates and begins to serve as a channel to release Ca2+

from the ER into the cytosol.

In most cell types, release of Ca2+ through the IPR can stimulate the release of additional
Ca2+ from the ER, often by binding to the IPR and increasing its open probability. This leads
to the autocatalytic release of Ca2+ from the ER, in a process usually called Ca2+-induced
Ca2+ release, or CICR (Sneyd, 2007).
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In all species that exhibit Ca2+ waves, the inositol 1,4,5-triphosphate receptor (IPR)/Ca2+

channel governs the mechanism of Ca2+ release from the ER. Since Ca2+ itself is an activator
of the IPR (Furuichi et al., 1994), the rate of IP3-induced Ca2+ release (IICR) was shown
to be enhanced when intracellular Ca2+ concentration is within a certain range. However,
if the Ca2+ concentration exceeds the upper bound of this range, the rate of IICR will be
suppressed e.g. for smooth muscle cells, this value is between 100 nM (at rest state) and
300 nM (Iino & Endo, 1992). It is important to note this bell-shaped dependence of IICR
on Ca2+ concentration (Mak et al., 1998).

The importance of Ca2+ signalling in fertilization and embryogenesis has been suspected
for quite some time (Heilbrunn, 1928); however, experimental investigation gained traction
from 1972 onward, when an ionophore antibiotic A23187 was demonstrated to behave as
a freely mobile carrier of Ca2+ (Reed & Lardy, 1972). Employing this tool, subsequent
experiments showed that an increase in Ca2+ was sufficient to induce many of the processes
markedly associated with fertilization (Chambers et al., 1974; Steinhardt & Epel, 1974;
Steinhardt et al., 1974). Indeed, in some cases of fertilization failure that might occur
during Intra-Cytoplasmic Sperm Injection (ICSI) cycles, oocyte activation may be artificially
facilitated by Ca2+ (Kashir et al., 2010).

Starting from the Ca2+ waves manifesting in the egg during fertilization (Deguchi et al.,
2000), Ca2+ plays a vital role in every stage of embryonic development. In all animal species
examined to date, intracellular Ca2+ rises dramatically at the time of fertilization (Stricker,
1999; Miyazaki, 2006). This serves as a crucial signal that marks the commencement of
oocyte activation. The rise in Ca2+ is due to the release of Ca2+ from the ER. This rise in
the level of intracellular Ca2+ concentration takes the form of a “Ca2+ wave” that originates
at the site of sperm-egg fusion and propagates over the entirety of the egg.

Gilkey et al. (1978) obtained the first images of a Ca2+ wave that started from the sperm-
egg fusion site and travelled across the Medaka egg (diameter ≈ 1mm) at an approximate
velocity of 10µm/s. Because the Ca2+ wave was unaffected by the extracellular concentration
of Ca2+, it was taken as an indication that the rise in the level of Ca2+ was only due to
the discharge from the cell’s internal stores (Gilkey et al., 1978). Subsequent experiments
have clearly demonstrated that the Ca2+ wave propagation in deuterostome animal eggs
(echinodermata e.g. starfish and chordata e.g. vertebrate species) arises due to intracellular
Ca2+ release (Stricker, 1999).

At the time of fertilization and during the initial stages of embryogenesis, Ca2+ signals
primarily exert a chemical influence on the evolution of the embryo by triggering the release
of, activating, or impeding the activity of chemical species within the egg. It has been
reported that the amplitude and frequency of the Ca2+ oscillations at the time of fertilization
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affect the processes occurring in the later stages of embryonic development. In a study
involving fertilized eggs implanted in surrogate rabbit mothers, it was observed that the
morphology of the developing embryos depended upon the stimulating Ca2+ wave patterns
of the initial hours following fertilization (Swann & Ozil, 1994).

The importance of Ca2+ in the later stages of embryonic development is also well known
and backed by empirical evidence - Ca2+ waves in convergent extension movements dur-
ing gastrulation (Wallingford et al., 2001), Ca2+ transients regulating Neural Tube Closure
(NTC) (Christodoulou & Skourides, 2015), morphological patterning in the brain (Sahu
et al., 2017; Webb & Miller, 2007), and apical-basal cell thinning in the enveloping layer
cells (Zhang et al., 2011) either in the form of Ca2+ waves or through Wnt/Ca2+ signalling
(Christodoulou & Skourides, 2015; Wallingford et al., 2001; Herrgen et al., 2014; Hunter et
al., 2014; Kühl, Sheldahl, Malbon, & Moon, 2000; Kühl, Sheldahl, Park, et al., 2000; Narciso
et al., 2017; Slusarski, Corces, & Moon, 1997; Slusarski, Yang-Snyder, et al., 1997; Suzuki et
al., 2017). Crucially, it was observed that pharmacological inhibition of Ca2+ led to defects
in the embryo (Wallingford et al., 2001; Christodoulou & Skourides, 2015).

In particular, during the development of the central nervous system, cells undergo a
dramatic shape change, called Apical Constriction (AC), which generates a mechanical force
and triggers the neural plate to form a tubular structure during NTC. Tissue contractions
play a crucial role in AC and are Ca2+-driven (Christodoulou & Skourides, 2015). When
NTC fails, it results in embryo malformations e.g. Spina Bifida, the second most commonly
occurring embryo malformation in the world (NIH, 2019).

Throughout fertilization and embryogenesis, Ca2+ signals evoke mechanical responses in
the cells and tissue. The propagation of Ca2+ waves evoke a mechanical response from the
cell, which can lead to a change in cell shape (Wallingford et al., 2001; Ajduk et al., 2011;
Christodoulou & Skourides, 2015). This influences morphogenesis and, ultimately, impacts
organogenesis. This interplay of Ca2+ and cell mechanics will be discussed in the following
section.

1.2 Interplay of Calcium Signalling and Mechanics

Investigating the biomechanics of fertilization and embryogenesis and its coupling with the
cellular biochemical pathways is essential for elucidating many open questions. During em-
bryogenesis (which we also address as morphogenesis), tissues are remodelled by coordinated
cell rearrangements and migrations, and cell shape changes are driven by forces generated
by cytoskeletal reorganization. Ca2+ transients “accrue” clearly and more intensely in tis-
sues undergoing rearrangement (Markova & Lenne, 2012), it is, thus, of great interest and
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importance to study the mechanical effects of Ca2+ signals.
During embryogenesis, internally generated forces produce changes in cell shape and be-

haviour, which can aggregate at the level of tens to hundreds of cells to produce macroscopic
tissue movements or tissue rearrangements (Lecuit et al., 2011). Convergent extension is
one example of such movement (Nikolopoulou et al., 2017). During convergent extension,
the tissue narrows in one direction and elongates in the other. Another example is tis-
sue invagination that takes place during gastrulation in flies and neural tube formation in
vertebrates.

There is ample evidence to indicate that Ca2+ might play a role in driving these morpho-
genetic changes (Markova & Lenne, 2012). For instance, experimentally induced changes in
intracellular Ca2+ concentration perturb the elongation of the egg chamber in Drosophila (He
et al., 2010), convergent extension movements during gastrulation in Xenopus (Wallingford
et al., 2001) and zebrafish (Lam et al., 2009), epiboly progression in zebrafish (Cheng et al.,
2004; Popgeorgiev et al., 2011) and newt (Takano et al., 2011), cell rearrangements during
somitogenesis in zebrafish (Leung et al., 2009) and chicken (Chernoff & Hilfer, 1982), tissue
folding during sea urchin gastrulation (M. C. Lane et al., 1993) and neural fold formation in
Xenopus (Moran & Rice, 1976).

In many experiments actomyosin-based contractions have been documented in response
to Ca2+ release in both embryonic and cultured cells (Christodoulou & Skourides, 2015;
Herrgen et al., 2014; Hunter et al., 2014; Suzuki et al., 2017; Wallingford et al., 2001) and
it has become clear that Ca2+ is responsible for contractions in both muscle and non-muscle
cells, albeit through different mechanisms (Cooper et al., 2000). In striated muscle cells,
cell contraction is mediated by the binding of Ca2+ to troponin but in non-muscle cells (and
in smooth muscle cells), contraction is mediated by phosphorylation of the regulatory light
chain of myosin. This phosphorylation promotes the assembly of myosin into filaments, and
it increases myosin activity. Myosin light-chain kinase (MLCK), which is responsible for
this phosphorylation, is itself regulated by calmodulin, a well-characterized and ubiquitously
expressed protein regulated by Ca2+ (Scholey et al., 1980). Elevated cytosolic Ca2+ promotes
binding of calmodulin to MLCK, resulting in its activation, subsequent phosphorylation of
the myosin regulatory light chain and then contraction.

In some tissues, these contractions give rise to well defined changes in cell shape. One such
example is Apical Constriction (AC), an intensively studied morphogenetic process central to
embryonic development in both vertebrates and invertebrates (Vijayraghavan & Davidson,
2017). In AC, the apical surface of an epithelial cell constricts, leading to dramatic changes
in cell shape. Such shape changes drive epithelial sheet bending and invagination, and
are indispensable for tissue and organ morphogenesis including gastrulation in C. elegans
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and Drosophila and vertebrate neural tube formation (Christodoulou & Skourides, 2015;
Rohrschneider & Nance, 2009; Sawyer et al., 2010). So, it can be concluded that cytosolic
Ca2+ elevation is a ubiquitous signal for cell contraction which manifests in various ways
(Cooper et al., 2000).

On the other hand, the ability of cells to sense and respond to forces by elevating their
cytosolic Ca2+ concentration is well established. Mechanically stimulated Ca2+ waves have
been observed propagating through ciliated tracheal epithelial cells (M. J. Sanderson et al.,
1990, 1988; M. Sanderson & Sleigh, 1981), rat brain glial cells (Charles et al., 1993, 1991,
1992), keratinocytes (Tsutsumi et al., 2009), developing epithelial cells in Drosophila wing
discs (Narciso et al., 2017) and many other cell types (Bereiter-Hahn, 2005; Tsutsumi et al.,
2009; Yang et al., 2009; Young et al., 1999). Furthermore, Wallingford et al. (2001) reported
dramatic intercellular Ca2+ waves in cells undergoing convergent extension in explants of
gastrulating Xenopus embryos, which were often accompanied by a wave of contraction
within the tissue. Thus, different types of mechanical stimuli, from shear stress to direct
mechanical stimulation, can elicit Ca2+ elevation (although the sensing mechanism may differ
in each case). Therefore, since mechanical stimulation elicits Ca2+ release and Ca2+ elicits
contractions, which are sensed as mechanical stimuli by the cell, it can be inferred that there
must exist a two-way mechanochemical feedback between Ca2+ and cell contraction.

1.3 Mathematical Models of Calcium Signalling

The non-linear Ca2+ oscillations and waves appear over diverse timescales and lengthscales
and pose many interesting mathematical questions. Furthermore, Ca2+ signalling is an inher-
ently stochastic process and this makes the analysis of Ca2+ signals even more complicated.
A multitude of deterministic and stochastic Ca2+ signalling models have been presented in
the literature, for various cell types and at various scales (Falcke, 2003; Keener & Sneyd,
2009; Dupont et al., 2016). While designing mathematical models of Ca2+ oscillations, there
are two key points to focus on (Sneyd, 2007):

• Although the exact mechanisms that govern Ca2+ oscillations might differ from one cell
type to another, there exist many similarities between the cell types so generalizations
can be made while constructing the models.

• While constructing a model, the goal shouldn’t be to simply write a system of equations
that mimic the empirical data, but rather to reveal new information about the cellular
physiology or predict novel behaviour. The aim is to go beyond the data.
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Figure 1.3: A schematic diagram for Ca2+ dynamics. Source: (Sneyd, 2007)

A typical Ca2+ dynamics schematic (Figure 1.3) describes the various Ca2+ fluxes into and
from the cytoplasm. Using the conservation of Ca2+, a simple model could be constructed
as follows (Sneyd, 2007):

dc

dt
= Jrelease − Jserca + Jinflux − Jpm (1.1)

dce
dt

= γ(Jserca − Jrelease) (1.2)

where c denotes the cytosolic Ca2+ concentration and ce denotes the Ca2+ concentration
in the ER. In these equations, Jrelease and Jserca denote Ca2+ flow from the ER to the cytosol
and Ca2+ flow from the cytosol to the ER, respectively. Jpm and Jinflux denote Ca2+ outflow
from and inflow to cytosol across the plasma membrane, respectively, and γ denotes the ratio
of the cytoplasmic volume to the ER volume.

The pair of equations (1.1) and (1.2) simply equate the temporal rates of change of c and
ce to the inflow and outflow of cytosolic Ca2+ and Ca2+ in the ER, respectively. Additional
Ca2+ fluxes such as mitochondrial and buffer fluxes can be added in the same manner. Also,
the conservation equations for c and ce can be coupled to other equations that describe, for
example, the cytosolic IP3 concentration, the fraction of active IP3 receptors on the ER, and
the states of the ATPase pumps or Ca2+ buffers (Atri et al., 1993; Goldbeter et al., 1990;
De Young & Keizer, 1992; Dupont et al., 1991).

In some cell types, Ca2+ oscillations occur practically uniformly across the cell i.e. at any
time, measurement of the Ca2+ concentration at any point of the cell would yield the same
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value (Sneyd, 2007). More often, however, the Ca2+ signal takes the form of a wave moving
across the cell. To account for Ca2+ diffusion, the model must include a diffusion term. It is
frequently assumed that Ca2+ diffuses with constant diffusion coefficient, Dc, and that the
cellular cytoplasm is isotropic and homogeneous.

Adding the diffusion term to (1.1), the resulting reaction-diffusion equation for Ca2+ is

∂c

∂t
= Dc∇2c+ Jrelease − Jserca. (1.3)

In this case, the fluxes Jpm and Jinflux are omitted (Sneyd, 2007).
Before starting our analysis of Ca2+ signalling models, we summarize some of the works

that shaped the field.
The Goldbeter model (Goldbeter et al., 1990) is based on CICR, from intracellular stores,

and shows how sustained oscillations of cytosolic Ca2+ may arise as a result of a rise in IP3,
triggered by external stimulation. The model contains only two variables (concentrations of
free Ca2+ in the cytosol and in the ER) and predicts the occurrence of periodic Ca2+ spikes
in the absence of IP3 oscillations, indicating that repetitive Ca2+ spikes do not necessarily
require the concomitant, periodic variation of IP3 and can be induced by external stimulation.

The model developed by Atri et al. (1993) expresses oscillations of free cytosolic Ca2+ and
is based on Ca2+ release via the IP3 receptor/Ca2+ channel. Taking into account experimental
evidence, the model encapsulates the fact that cytosolic free Ca2+ modulates the IP3 receptors
in a biphasic manner - Ca2+ release is inhibited by low and high Ca2+ concentrations and
facilitated by intermediate Ca2+ concentration, and that channel inactivation occurs on a
slower time scale than activation. The model produces Ca2+ oscillations for a constant value
of IP3 concentration and reproduces a number of crucial experiments (Lechleiter & Clapham,
1992; Finch et al., 1991; Parker & Ivorra, 1990; Iino & Endo, 1992; Girard & Clapham, 1993).
The model produces circular, planar, and spiral waves of Ca2+. The model is

∂c

∂t
= Dc∇2c+ Jchannel − Jpump + Jleak, (1.4)

τh
dh

dt
= k2

2
k2

2 + c2 − h, (1.5)

where
Jchannel = kfluxµ(p)hbk1 + c

k1 + c
, Jpump = γc

kγ + c
, Jleak = β.
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In Equations (1.4) and (1.5), the variables c and h represent the cytosolic Ca2+ concen-
tration and the fraction of IP3 receptors that have not been inactivated within the Xenopus
laevis oocyte. Note that the parameter µ (fraction of IP3 receptors with bound IP3) is taken
to be a function of p (cytosolic IP3 concentration). For the models studied in this project, µ
will be taken as a bifurcation parameter.

The Atri model is an example of a gating model - where the open probability of the ‘gate’
(in this case, the IPR channel) is a function of the gating variables. It is assumed that the
transition times of these variables are fast enough to be considered at quasi-steady state.
The Atri model will be discussed in greater depth in Chapter 2 and used throughout this
work.

The De Young-Keizer model (De Young & Keizer, 1992) investigated the properties of
the IP3 receptor/Ca2+ channel. The rate constants in the equations were tuned to fit kinetic
and equilibrium data and it was found that the model successfully reproduced a variety of in
vivo and in vitro experiments (M. Berridge, 1989; Mouillac et al., 1990; Smrcka et al., 1991;
Taylor & Exton, 1987). The model incorporates a positive-feedback mechanism of Ca2+

on IP3 production by the phospholipase-C (PLC) pathway. This was noted to enrich the
properties of the oscillations and led to Ca2+ oscillations accompanied by IP3 oscillations.

The Li-Rinzel model (Li & Rinzel, 1994) reduces the nine-variable De Young-Keizer model
to a two-variable system. The variables represent cytosolic Ca2+ concentration and the per-
centage of IP3 receptors that have not been inactivated, respectively. This was achieved by
using the method of multiple scales to solve the equations of the De Young-Keizer model on
a succession of faster time scales to reduce it to a 2D system. The reduced system is anal-
ogous in form to the Hodgkin-Huxley equations for plasma membrane electrical excitability
(Hodgkin & Huxley, 1952). Like the Atri model, the Li-Rinzel model is also a gating model.

We have briefly reviewed some seminal models of Ca2+ signalling above. In this work, we
are interested in the interplay of Ca2+ signalling and mechanics, so we also summarize some
mechanochemical models for Ca2+ signalling below.

The model developed by Kaouri et al. builds on early models that couple Ca2+ dynamics
to the cell mechanics and replaces the hypothetical bistable Ca2+ release (J. Murray, 2001;
J. D. Murray et al., 1988; Murray & Oster, 1984; Oster & Odell, 1984) with the modern,
experimentally validated Ca2+ dynamics of the Atri model. Embryonic cells and tissue
are assumed to be a linear, viscoelastic material. The Ca2+-induced contraction stress is
modelled with a Hill function, assuming that the mechanical responsiveness of the cytosol
to Ca2+ saturates for high Ca2+ levels. A key feature of this model is that it demonstrates
that mechanical effects, which are frequently ignored, can significantly affect Ca2+ signalling
i.e. mechanical effects can cause Ca2+ oscillations to vanish (implying information loss),
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resulting in the failure of key processes during embryogenesis, like AC (Kaouri et al., 2019).
In 2015, Narciso et al. studied the relationship between the spatiotemporal properties of

Ca2+ transients and the mechanical characteristics of the underlying tissues (C. Narciso et al.,
2015). They adapted the Atri model, which was originally developed for intracellular Ca2+

dynamics, to study intercellular Ca2+ dynamics. This was made possible by incorporating
the passage of Ca2+ and IP3 into neighbouring cells via gap junctions, as in Wilkins & Sneyd
(1998). The diffusion coefficient Dc (see Equation (1.4)) was replaced by a diffusion coefficient
tensor, derived using homogenization techniques. The results showed that intercellular Ca2+

transients follow lines of mechanical tension and, in doing so, reflect the mechanical state of
the underlying tissue.

In a study conducted on Drosophila wing discs, Narciso et al. (2017) demonstrated that
the release of mechanical loading, rather than its initial application, is sufficient to trigger
intercellular Ca2+ waves. The mechanically induced Ca2+ waves rely on IPR-mediated CICR
and propagation through gap junctions. They conclude that the intercellular Ca2+ waves in
developing epithelia may be a consequence of stress dissipation during organ growth.

In their study of Xenopus neural tube formation, Suzuki et al. (2017) employed a vertex
model, a mathematical framework appropriate for describing multicellular tissue dynamics.
In contrast to the continuum-based models discussed thus far, vertex models are cell-based
models, where each cell is represented by a polyhedron (Fletcher et al., 2014). This poly-
hedron includes vertices and edges that are shared by neighbouring polyhedra and these
structures comprise a network that represents the entire shape of the aggregate (Okuda et
al., 2013). Suzuki et al. (2017) assumed that the Ca2+ transients occurring in each cell mod-
ify the line tension of the cellular edges which, in turn, decreases the apical surface area of
the individual cells and of the tissue.

Suzuki et al. (2017) showed that there are two types of Ca2+ concentration changes, a
single-cell and multicellular wave-like fluctuation, that drive NTC in the developing neural
plate. They found that the fluctuations affecting individual cells have a greater impact on
the rate at which AC and NTC occur, compared to the fluctuations at the multicellular level.
Their results were found to be in agreement with the in vivo experimental data.

It is important to note that all models described above are deterministic. Since Ca2+

signalling is an inherently stochastic process, there exists a separate class of models that take
into account the effect of stochastic processes like the opening and closing of IP3 receptors
and ‘stretch-sensitive calcium channels’ (SSCCs) located on the plasma membrane. However,
stochastic models are outside the scope of this project.
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1.4 Project Aims

In this thesis, we aim to study a series of Ca2+ signalling models related to the Atri model.
The primary aim of this project is to investigate this interplay of Ca2+ and cell mechanics
in fertilization and embryogenesis. The goal is to simulate the cellular mechanics and its
coupling with Ca2+ waves.

This will be achieved by analysing the behaviour of existing mechanochemical models of
Ca2+ signalling, specifically the model developed by Kaouri et al. (2019), where the embryonic
epithelial cells and tissue under study are assumed to be a viscoelastic continuum and Ca2+

dynamics are governed by the Atri model.
We simulate the Kaouri et al. (2019) model for traction stress terms of different shapes

and study how the shape of the traction term affects Ca2+ oscillations and cell and tissue
contractions. We then add Ca2+ diffusion and simulate the model for the same traction
terms to study how the shape of the traction term affects Ca2+ waves and cell and tissue
contractions over a one dimensional geometry.

Finally, because cells are complex three-dimensional structures, we investigate whether
the qualitative behaviour displayed in simpler geometries can provide insights and predict
behaviour over more complex geometries. So, we simulate the Atri model over a two dimen-
sional geometry and compare the behaviour with that of the corresponding one dimensional
model.

The ultimate aim of this project is to obtain a continuum-based model that proves to be
in reasonable agreement when tested with experimental data in the future.

1.5 Thesis Overview

This thesis follows an incremental approach, with each chapter presenting the analysis of
a single mathematical model that builds upon the model discussed in previous chapters.

Chapter 1 starts with a literature review, summarising key developments in the Ca2+ sig-
nalling field with emphasis on the interplay of Ca2+ signalling and mechanics in fertilization
and embryogenesis. The review introduces the involved biological processes and terminology,
presents some important experiments, and then summarizes a few key mathematical models
which have been used to study these processes. In Chapter 2, we present and analyse the
Atri model, neglecting Ca2+ diffusion effects. In Chapter 3, we incorporate Ca2+ diffusion
effects in the Atri model, in one spatial dimension, and study the resulting PDE system. In
Chapter 4, we study the mechanochemical model of Kaouri et al. (2019) which combines the
Ca2+ dynamics of the Atri ODE model with the mechanics of a linear, viscoelastic material
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under the assumption that the traction stress saturates at high enough Ca2+ levels. We also
solve the latter model for a different experimental hypothesis - we assume that the traction
stress initially increases with Ca2+ but, as Ca2+ rises further, the contractile stress decreases
to zero. In Chapter 5, we incorporate Ca2+ diffusion effects in one spatial dimension and
compare the system’s behaviour for the two traction stress terms. In Chapter 6, we solve
the Atri model in two spatial dimensions (over a disc), using radially symmetric initial con-
ditions, and compare the behaviour of the system with the corresponding one dimensional
model in Chapter 3. Finally, in Chapter 7, we summarize our findings and conclusions and
suggest potential avenues for further work.
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Chapter 2

The Atri model

There exist many models for Ca2+ signalling that are based on the Ca2+-induced Ca2+

release (CICR) process, and they can be classified as Class I or Class II models (Dupont et
al., 2016) based on the nature of the coupling between IP3 and Ca2+ (Sneyd et al., 2006). In
all Class I models, IP3 is a control parameter and oscillations can be sustained for constant
IP3 concentration. The model developed by Atri et al. (1993) is a prominent Class I model
that has been validated by experimental findings (Estrada et al., 2016).

Estrada et al. (2016) used non-linear frequency analysis and non-linear amplitude analysis
to compare eight Ca2+ signalling models against experimental data. The study examined
the models of Meyer-Stryer (Meyer & Stryer, 1988), Goldbeter-Dupont-Berridge (Goldbeter
et al., 1990), Sneyd-LeBeau (Sneyd et al., 2000), Atri et al (Atri et al., 1993) (Sneyd et al.,
2006), and Li-Rinzel (Li & Rinzel, 1994) (Sneyd et al., 2006). The Class I Atri model and
the Class I Li-Rinzel model not only displayed close agreement with experiments, but were
also able to reproduce unexpected behaviour (Estrada et al., 2016).

This project will proceed with the Class I Atri model since its mathematical structure
allows for a semi-analytical study of the mechanochemical models and affords easy identifi-
cation of the parameter range sustaining Ca2+ oscillations.

It is to be noted that, in reality, the cellular substrate under study is not a smooth medium,
since the cell organelles that inhabit the cytosol are dispersed throughout it irregularly.
This dearth of homogeneity introduces a high degree of complexity, therefore, modellers
incorporate certain assumptions into their models for the sake of simplicity. This allows the
study to focus on the phenomenon of interest. Accordingly, the models in this project will
assume the underlying tissue to be isotropic and homogeneous.
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2.1 Atri model

The model developed by Atri et al. (1993) models cytosolic free Ca2+ oscillations in the
Xenopus laevis oocyte. It is based on Ca2+ release from a single intracellular Ca2+ pool
via the IPR channel. The model operates on experimental evidence that the cytosolic Ca2+

concentration modulates the IPRs in a biphasic manner, with Ca2+ release inhibited by low
and high Ca2+ and facilitated by intermediate Ca2+ levels.

When an agonist binds to a receptor on the plasma membrane (see Figure 1.2), it triggers
the production of IP3 via the PLC pathway. IP3 can then bind to the IPRs of an internal
Ca2+ pool to release Ca2+ from this pool. The concentration of cytosolic Ca2+ can then either
facilitate or inhibit further Ca2+ release (depending on which IPR Ca2+ binding domain it
activates). Ca2+ can also be expelled from the cytosol through reabsorption by the pool or
by pumping to the extracellular medium (Atri et al., 1993). The model is as follows:

dc

dt
= Jchannel(c, h, p)− Jpump(c) + Jleak, (2.1)

τh
dh

dt
= h∞(c)− h, (2.2)

where
Jchannel(c, h, p) = kfluxµ(p)hbk1 + c

k1 + c
, Jpump(c) = γc

kγ + c
, Jleak = β,

and
h∞(c) = k2

2
k2

2 + c2 , µ(p) = µ0 + µ1p

kµ + p
.

Equations (2.1) and (2.2) describe Ca2+ dynamics in the Xenopus oocyte. The variables
c and p represent the cytosolic Ca2+ and IP3 concentrations, respectively, and h is a dimen-
sionless variable denoting the proportion of IPRs that have not been inactivated.

The function Jchannel represents Ca2+ flux through the IPR, Jpump represents the Ca2+

being pumped out of the cytosol, and Jleak represents Ca2+ flux due to Ca2+ leaking into the
cytosol from outside the cell. The function h∞ represents the steady state of h as a function
of c, and µ(p) is the proportion of IPRs with bound IP3.

Since Ca2+ oscillations occur at constant IP3 concentration, IP3 dynamics can be ignored
i.e. p is not treated as a dynamic variable (Atri et al., 1993). The parameter µ can be
treated as a constant, to be held at any desired value between 0 and 1 i.e. µ is treated
as a bifurcation parameter. IP3 dynamics are of greater significance when considering the
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diffusion of Ca2+ waves. However, the diffusion models in this project (Chapters 3, 5 & 6)
will neglect IP3 dynamics to more clearly understand the coupling between Ca2+ dynamics
and cellular mechanics.

A key feature of the model is the separation of the time scales of Ca2+-dependent activation
and inactivation of the IPR channel, with inactivation occurring more slowly than activation.
This is supported by the work of Finch et al. (1991) who show that cytosolic Ca2+ rapidly
activates IP3-induced Ca2+ release but inactivates more slowly. Therefore, choosing a value
of τh > 1s accelerates the rate of activation compared to inactivation. Channel activation
by Ca2+ is assumed to be instantaneous.

2.2 Model assumptions

The single channel model

While deriving their model, Atri et al. made the following assumptions regarding IP3 (the
full derivation can be found in the Appendix of Atri et al. (1993)):

1. The IPR is comprised of three independent binding domains - a single domain may
correspond to multiple binding sites.

2. One IP3 binds to domain 1, one Ca2+ binds to domain 2, but two Ca2+ bind coopera-
tively to domain 3.

3. The IPR will conduct Ca2+ current only if domains 1 and 2 are active and domain 3
is inactive. Thus, activation of domains 1 and 2 increases Ca2+ flux but activation of
domain 3 decreases it. Since, Ca2+ can bind to both domains, 2 and 3, it can either
increase or decrease Ca2+ flux depending on the binding domain.

4. Even when c and p are zero, there still exists a nonzero probability that domains 1 and
2 will spontaneously activate. This can be approximated by assuming a basal current
through the IPR.

5. The net Ca2+ flux from the internal store into the cytoplasm is regulated by the number
of open channels.

Based on these assumptions, it can be shown that the open probability of an individual
channel is given by p1p2p3, where p1 and p2 are the probabilities that domains 1 and 2 are
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activated, and p3 is the probability that domain 3 is inactivated. Thus, for a sample of N
channels, the total steady state Ca2+ current through the IPRs is given by

I = Nip1p2p3, (2.3)

where i is the Ca2+ current through a single open channel. By assuming constant channel
volume, U , the Ca2+ current can be converted to a concentration flux, Jchannel, where

Jchannel = I

2FU
, (2.4)

where F is Faraday’s constant. Finally, we express kflux = Ni/(2FU) to get

Jchannel = kfluxp1p2p3, (2.5)

The probabilities p1, p2, and p3 are modelled as functions of c and p by assuming cooperative
kinetics with Hill coefficients of 1, 1, and 2, respectively:

p1 = µ0 + µ1p

kµ + p
(2.6)

p2 = b+ V1c

k1 + c
(2.7)

p3 = 1− c2

k2
2 + c2 (2.8)

where µ0 and µ1 are chosen such that when p is low, c is low and nonoscillatory and when p
is high, c is elevated and nonoscillatory, b denotes the proportion of IPRs that have domain
2 spontaneously activated in the absence of bound Ca2+ i.e. it represents the basal current
through the channel, and V1 is the proportion of IPRs that are activated (at domain 2) by
bound Ca2+. Note that b + V1 = 1. The parameters b, V1, k1 and k2 were determined by
fitting to the data of Parys et al. (1992). The full list of model parameters can be found
in Appendix A1 (Table A1.1), the values are the same as those used in Atri et al. (1993).
Finally, we obtain the following expression at steady state

Jchannel = kflux

(
µ0 + µ1p

kµ + p

)(
b+ V1c

k1 + c

)(
1− c2

k2
2 + c2

)
(2.9)

where µ(p) = p1 = µ0 + µ1p

kµ + p
is the bifurcation parameter.

17



Dynamic behaviour of the channel

Equation (2.9) expresses the steady flux through an IPR channel for a fixed value of c.
However, it is of vital importance to consider the case where c is variable. This dynamic
behaviour is a crucial component of the overall Ca2+ response. The results of Finch et al.
(1991) imply that an abrupt increase in c causes the IPR channel to activate quickly and
then, slowly, deactivate. Thus, it can be assumed that domains 1 and 2 rapidly attain
equilibrium with p and c, but domain 3 relaxes to its steady state with time constant τh.

Taking p3 as h for notational convenience, Equation (2.8) can also be expressed as

h = k2
2

k2
2 + c2

and following from (2.9), the rate of change of c due to Ca2+ flux through the IPR can be
written as

dc

dt
= kflux

(
µ0 + µ1p

kµ + p

)
h
(
b+ V1c

k1 + c

)

τh
dh

dt
= k2

2

k2
2 + c2 − h

In addition, the Ca2+ flux out of the cytosol due to Ca2+-dependent pumping is represented
by

Jpump = γc

kγ + c

where γ is the maximal rate at which Ca2+ is pumped out of the cytosol, and kγ is the value
of c for which the rate of Ca2+ pumping is at half-maximum. By including a term for the
constant Ca2+ leak from the extracellular space into the cytoplasm (i.e. Jleak = β), we finally
complete the derivation of the model (Equations (2.1) and (2.2)).

Additional constraints

The models simulated in this project will be based on the Equations (2.1) and (2.2) (which
will henceforth be referred to as the Atri Model), but will operate under some additional
constraints:
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i There is no influx of Ca2+ from outside the cell i.e. Jleak = 0.

ii Boundary effects between adjacent cells are neglected.

To investigate intercellular Ca2+ waves over a tissue culture, Wilkins & Sneyd (1998)
applied the Atri model to simulate Ca2+ dynamics within a single cell. However, at the
cell boundaries, they assumed the Ca2+ flux across the cell membrane to be proportional
to the difference in Ca2+ concentration across the membrane. For this project, the
effects at the cell boundaries will be ignored so that the Atri model (originally designed
for a single cell) can be applied over the entirety of the embryonic epithelial tissue - a
multicellular structure.

iii The underlying tissue is isotropic and homogeneous.

2.3 Nondimensionalising the model

Nondimensionalisation is a useful technique that allows for the removal of units from an
equation involving physical quantities, by applying a suitable substitution of variables. This
is particularly useful for complex systems of equations involving multiple parameters, as it
drastically reduces the number of parameters present in the dimensional model to a key set
of aggregate parameters that govern the system dynamics (Hall, 2012).

The nondimensionalised model can provide insight into the scale of the parameters i.e.
if a model parameter is small compared to the others, it may be neglected to simplify
analysis of the model. This is particularly useful in those cases where the system only yields
numerical solutions, where nondimensionalisation can greatly reduce the computation time
for extensive simulations which fully explore the parameter space.

To nondimensionalise the Atri model (equations (2.1) and (2.2)), we follow the method in
Kaouri et al. (2019). Set c = k1c̄ and t = τht̄, and neglect Jleak (as β is much smaller compared
to the other parameters, see Appendix A1). Dropping bars for notational convenience, the
following model is obtained:

dc

dt
= µhK1

b+ c

1 + c
− Γc
K + c

, (2.10)

dh

dt
= K2

2
K2

2 + c2 − h (2.11)

In Equation (2.10) K1 = kfτh/k1, Γ = γτh/k1, and K = kγ/k1. In (2.11) K2 = k2/k1.
Using the parameter values of Atri et al. (1993) (see Appendix A1, Table A1.1), we obtain
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K2 = 1, Γ = 40/7 = 5.71, and K = 1/7. The parameter ‘µ’, the proportion of active IPRs
with bound IP3, is taken as a bifurcation parameter with which to explore the behaviour of
the model.

2.4 Linear stability analysis

A non-linear system can be linearised in the vicinity of its equilibrium points using the
system’s Jacobian. Upon evaluating the Jacobian, we obtain the system eigenvalues, which
reveal the nature of system stability about the corresponding equilibrium point.

To perform stability analysis for the Atri model, we start by looking for the equilibrium
points (steady states) of Equations (2.10) & (2.11). The steady states can be found at the
intersections of the system nullclines. Setting

dc

dt
= 0 =⇒ h = Γ

µK1

c(1 + c)
(K + c)(b+ c) , (2.12)

dh

dt
= 0 =⇒ h = 1

1 + c2 . (2.13)

we obtain

µK1
1

1 + c2
b+ c

1 + c
− Γc
K + c

= 0, (2.14)

which can be cast as a quartic equation in c,

Γc4 + Γc3 − (µK1 − Γ)c2 − (µK1(K + b)− Γ)c− µK1Kb = 0. (2.15)

The qualitative behaviour of the solutions of the system can be determined by visually
inspecting a plot of the nullclines (2.12) and (2.13). When the nullclines intersect, the system
has a distinct steady state and when they touch, the system has a double (degenerate) steady
state.

Equation (2.14) can be rearranged to express µ in terms of c,

µ = Γc(c3 + c2 + c+ 1)
K1c2 +K1(K + b)c+K1Kb

(2.16)

This expression can be evaluated over a range of values of c to generate a list of (c, µ) value
pairs, which can be used to plot the equilibrium curve in Figure 2.1. This curve depicts
the number of steady states and the corresponding value(s) of c, for increasing µ. It is to
be noted that the values of µ are specified to five decimal places because the bifurcation
analysis depends sensitively on µ.
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Figure 2.1: Steady states (c) of the system v/s bifurcation parameter (µ).
Software: MATLAB

In Figure 2.1, note the small bistability window between the dashed lines. For each µ-
value within that range, two of the equilibrium points are nodes (can be either stable or
unstable nodes). This range can be determined by setting dµ/dc = 0.

dµ

dc
= 0 =⇒

c1 = 0.22281⇒ µ1 = 0.28925

c2 = 0.33374⇒ µ2 = 0.28814

A bifurcation occurs when a small, smooth change to a parameter value (the bifurcation
parameter) of the model results in an abrupt, ‘qualitative’ change in the system’s behaviour.
There exist a wide variety of bifurcation types but the Atri model under study exhibits a
particular type of bifurcation, a Hopf bifurcation. A Hopf bifurcation occurs when a periodic
solution or a limit cycle, in the vicinity of an equilibrium point, arises or vanishes upon
varying the bifurcation parameter (Lynch, 2004).

To identify the bifurcations of the Atri model, we start by linearising the system near its
steady states. Recall Equations (2.10) and (2.11),

dc

dt
= F (c, h)

dh

dt
= G(c, h)

The Jacobian of the system is given by

J =
Fc Fh

Gc Gh

 , (2.17)

21



and the characteristic polynomial of the system is given by

ω2 − Tr(J)ω + Det(J) = 0, (2.18)

where ω represents the eigenvalues and the Trace (Tr), Determinant (Det) and Discriminant
(Discr) of the Jacobian are as follows

Tr(J) = Fc +Gh = Fc − 1 = Γ
(K + c)

(
− K

K + c
+ (1− b)Γc

(1 + c)(b+ c)

)
− 1

Det(J) = FcGh − FhGc = − Γ
(K + c)

(
− K

K + c
+ (1− b)Γc

(1 + c)(b+ c)

)
+ 2Γc2

(1 + c2)(K + c)
Discr(J) = (Tr(J))2 − 4Det(J)

The characteristic polynomial can be easily solved to determine the eigenvalues. However,
it is quite taxing to identify bifurcation points using this method. The paper by Kaouri et
al. (2019) utilizes a far more convenient method to identify bifurcation points, by evaluating
the nature of the roots of the characteristic polynomial over a range of values for µ (the
bifurcation parameter). By monitoring when the sign changes in the expressions for Det(J),
Tr(J) and Discr(J), we can isolate the bifurcation points.

A full list of system bifurcations is presented in Kaouri et al. (2019):

• 0 < µ < 0.27828: one stable node.

• µ = 0.27828: the stable node becomes a stable spiral (bifurcation Discr=0)

• µ = 0.28814: Stable spiral present. Also, a saddle and an unstable node (UN) emerge
(bifurcation Det=0, fold point)

• µ = 0.28900: the stable spiral becomes an unstable spiral. The other two steady states
are still a saddle and an unstable node. (Tr=0, Hopf bifurcation)

• µ = 0.28924 the unstable spiral becomes an unstable node, and we have two unstable
nodes and a saddle (Discr=0)

• µ = 0.28925: one unstable node (Det=0, fold point)

• µ = 0.28950: the unstable node becomes an unstable spiral (Discr=0)

• µ = 0.49500: the unstable spiral becomes a stable spiral. (Tr=0, Hopf bifurcation)

From the regimes identified above, the regime of relaxation oscillations is of particular
interest since their amplitude and/or frequency encodes the information in Ca2+ signals.
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Since a Hopf bifurcation arises at µ = 0.28900, the stable spiral becomes unstable, and we
expect relaxation oscillations (limit cycles) due to the non-linearity of the system. Therefore,
relaxation oscillations are sustained for 0.28900 ≤ µ ≤ 0.49500. As µ increases, the unstable
spiral becomes a stable spiral close to µ = 0.495000 and the limit cycles eventually vanish
(Kaouri et al., 2019).

2.5 Simulations

To observe the time evolution of the Atri model for different bifurcation regimes, Equations
(2.10) & (2.11) were solved in MATLAB (MathWorks, 2020) using the ode45 function for
the system parameters specified in Table A1.1. Initial conditions taken: c(0) = 1, h(0) = 1.

(a) µ = 0.2 (b) µ = 0.288

(c) µ = 0.3 (d) µ = 0.55

Figure 2.2: Solutions of c and h for the Atri model (2.10)-(2.11) over 0 ≤ t ≤ 50 for a range
of µ. Software: MATLAB
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In Figure 2.2a (µ = 0.2): the system rapidly reaches steady state (stable node). In
Figure 2.2b (µ = 0.288): c initially overshoots its steady state value before c and h both
settle down at their respective steady state values (stable spiral). Biologically, this Ca2+

‘spike’ corresponds to an action potential. In Figure 2.2c (µ = 0.3): the system exhibits
oscillations because of its non-linear nature (limit cycles). In Figure 2.2d (µ = 0.55): the
system oscillations are observed to die out over time (stable spiral). Thus, system behaviour
is observed to be in agreement with the results of the linear stability analysis.

(a) Amplitude of Ca2+ oscillations (limit cycles)

(b) Frequency of limit cycles

Figure 2.3: Bifurcation diagram of the Atri model for increasing µ. The (blue) dots
represent stable limit cycles and the (green) dash-dotted part corresponds to unstable limit

cycles. Source: (Kaouri et al., 2019)
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Figure 2.3 depicts the change in the characteristics of the limit cycles with increasing µ.
Kaouri et al. (2019) used the XPPAUT continuation software to plot this bifurcation diagram.
Figure 2.3a plots the amplitude of the oscillations. Both stable and unstable limit cycles
are displayed. The left Hopf point (LHP) and the right Hopf point (RHP) are at µ = 0.289
and µ = 0.495 respectively. Figure 2.3b plots the frequency of the oscillations. The range
of µ for which both a stable and an unstable limit cycle are sustained is clearly visible as
the double-valued part of the curve. In these figures, it can be seen that oscillations increase
significantly in amplitude, but not as much in frequency, when the value of µ is increased.

In this chapter, we reviewed the Atri model and its underlying assumptions. According
to Atri et al. (1993), the following three characteristics are sufficient for producing Ca2+

oscillations:

i a single IP3-sensitive intracellular pool of Ca2+;

ii the biphasic dependence of the IPRs on c;

iii the separation of time scales for IPR activation and inactivation.

Bifurcation regimes were then identified after performing linear stability analysis on the
model. Finally, these regimes were used to run simulations of the Atri model.
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Chapter 3

The Atri model with diffusion (1D)

Ca2+ waves are believed to be an efficient means of encoding information and intracellular
signal transmission (Lechleiter & Clapham, 1992). These waves are used to transmit signals
both inside cells and in between cells. Intracellular waves enable individual cells to respond
to a stimulus, while intercellular waves can elicit a coordinated response from an entire tissue.

After agonist stimulation triggers the release of IP3, it diffuses through the cytoplasm
and binds to the IPRs located on the ER and nuclear membrane. When IP3 binds to the
IPRs, they open and start acting as Ca2+ channels, releasing large amounts of Ca2+ from
the pool within the ER. The Ca2+ released into the cytosol then diffuses outward, activating
IPRs on other ERs, and leads to further release of Ca2+ in an autocatalytic process called
Ca2+-induced Ca2+ release (CICR). Ca2+ release through the IPR is terminated when high
concentrations of cytosolic Ca2+ inactivate the receptor (M. J. Berridge, 1993).

The general mechanism for Ca2+ wave propagation is as follows (Atri et al., 1993): an
initial bolus of IP3 initiates Ca2+ release via IPRs in the region with high IP3. As the
IP3 diffuses rapidly outward, it primes other IPRs (by activating domain 1) and initiates
additional Ca2+ release. The released Ca2+ has a slower diffusion rate and upon reaching
the primed IPRs, initiates greater Ca2+ release by activating domain 2. In this way, an
outwardly propagating Ca2+ wave is generated. When c starts to peak, it activates domain
3 on the IPRs, inhibiting Ca2+ release through the channel. After the inactivation of a
sufficient number of channels, the rate of Ca2+ release drops and Ca2+ ATPase pumps move
the cytosolic Ca2+ back into the intracellular pool and to the outside of the cell. As a result, c
begins to decrease and a wave back is created. The region behind the wave back experiences
a classic refractory period, which is enhanced by channel inactivation occurring on a slower
time scale than activation.

Chapter 2 described the Atri model for Ca2+ oscillations, taking the Ca2+ distribution to
be spatially homogeneous i.e. neglecting the diffusion of Ca2+. In this chapter, we introduce
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a diffusion term for c in the model which allows the solution to yield Ca2+ waves.

3.1 The Atri model with diffusion

Although the complex spatiotemporal behaviour of Ca2+ in the Xenopus oocyte is wavelike
in nature (Lechleiter & Clapham, 1992; Girard & Clapham, 1993; Camacho & Lechleiter,
1993; Parker & Yao, 1991), J. D. Murray (1989) postulates that it must arise as a consequence
of an underlying excitable, oscillatory temporal mechanism.

Therefore, in order to simulate the diffusion of Ca2+ waves across the oocyte, Atri et al.
(1993) extended their model for Ca2+ oscillations (equations (2.1) and (2.2)) to two spatial
dimensions and included terms for cytosolic diffusion of Ca2+ and IP3, and IP3 breakdown.
It is assumed that Ca2+ diffuses with a constant diffusion coefficient. The extended model
is given by:

∂c

∂t
= Dc∇2c+ Jchannel(c, h, p)− Jpump(c) + Jleak, (3.1)

τh
∂h

∂t
= h∞(c)− h, (3.2)

∂p

∂t
= Dp∇2p− kpp, (3.3)

where
Jchannel(c, h, p) = kfluxµ(p)hbk1 + c

k1 + c
, Jpump(c) = γc

kγ + c
, Jleak = β,

and
h∞(c) = k2

2
k2

2 + c2 , µ(p) = µ0 + µ1p

kµ + p
.

As was the case in Chapter 2, in equations (3.1), (3.2) and (3.3), the variables c and p

represent the cytosolic Ca2+ and IP3 concentrations, respectively, and h is a dimensionless
variable denoting the proportion of IPRs that have not been inactivated. Although IP3

dynamics influence the propagation of Ca2+ waves, the models in this project will not consider
IP3 as a dynamic variable. Instead, IP3 will be regarded as a control parameter, giving us
a simpler model. This will, eventually, allow us to more clearly understand the relationship
between Ca2+ dynamics and cellular mechanics in Chapters 4 & 5.

In keeping with the experiments that examined the Ca2+ and IP3 dependence of intracel-
lular Ca2+ wave propagation, Atri et al. (1993) used the intracellular release of Ca2+ or IP3

to generate Ca2+ waves. To simulate this, they elevated the concentration of Ca2+ or IP3
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in a region of the cell and held it at a fixed value for a short amount of time (ranging from
a few hundred milliseconds to a few seconds in different simulations). In addition, they set
β = 0 i.e. implying no influx of Ca2+ from outside the cell, to simulate the experimental
conditions in which there was little to no extracellular Ca2+ present when the oscillations
and waves were induced (Lechleiter & Clapham, 1992). No-flux conditions were chosen to
simulate the boundaries of the cell.

An interesting prediction of this model is that propagating Ca2+ waves will not be gen-
erated unless the Ca2+-dependent inactivation of the IPRs occurs on a time scale at least
twice as slow as the Ca2+-dependent activation of the IPRs i.e. τh ≥ 2s. Regardless of the
method of stimulation, the Ca2+ waves generated by the model behave just like waves seen
in any classical excitable medium. Waves initiated from different foci may fuse to form a
joint wavefront and colliding waves have been observed to annihilate due to the existence of
a refractory period immediately behind the wave (Atri et al., 1993).

One possible cause for the annihilation of colliding Ca2+ waves is that the Ca2+ release
from intracellular stores is completely inhibited following the passage of a wave. The slow
removal of this inhibition defines the refractory period (Camacho & Lechleiter, 1995). The
underlying cause for the inhibition of Ca2+ release has yet to be identified, but there are two
likely possibilities. The first explanation is that, the intracellular stores could be temporarily
depleted of releasable Ca2+ by a passing wave. In this case, the refractory period corresponds
to the time required to refill the Ca2+ stores (Camacho & Lechleiter, 1995). The second is
that, a Ca2+ wave could temporarily inactivate IPR channels, until Ca2+ is lowered to resting
levels (Watras et al., 1991). It should be noted that the Atri model operates on the basis of
the latter assumption.

3.2 Nondimensionalising the model

Although Atri et al. (1993) extended their Ca2+ diffusion model to two spatial dimen-
sions, this chapter discusses the behaviour of the Atri model in one spatial dimension only.
After gathering insight from the model’s behaviour in a simple geometry, the model will be
extended to two spatial dimensions, in Chapter 6.

To nondimensionalise the Atri model (equations (3.2) and (3.3)), we follow the same
procedure used in Chapter 2. Set c = k1c̄, t = τht̄, x = lx̄, and neglect Jleak (as β is very
small compared to the other parameters, see Appendix A1). Dropping bars for notational
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convenience, the following model is obtained:

∂c

∂t
= Do

∂2c

∂x2 + µhK1
b+ c

1 + c
− Γc
K + c

, (3.4)

∂h

∂t
= K2

2
K2

2 + c2 − h (3.5)

In Equation (3.4) Do = Dcτh/l
2, K1 = kfτh/k1, Γ = γτh/k1, and K = kγ/k1. In (3.5)

K2 = k2/k1. Taking l = 20µm and using the parameter values of Atri et al. (1993) (see
Appendix A1, Table A1.1), we obtain K2 = 1, Γ = 40/7 = 5.71, K = 1/7, and Do = 0.1.
Here, it is important to note that Atri et al. (1993) chose the value of Dc to be 20µm2 · s−1

for consistency with the experimental estimates of Allbritton et al. (1992). The parameter
‘µ’, the proportion of IPRs with bound IP3, is taken as a bifurcation parameter with which
to explore the behaviour of the model.

It should be noted that, in each chapter, the simulation results were obtained by solving
the non-dimensional models, so all of the plots in this report will use non-dimensional units.
This will suffice because we are primarily interested in the qualitative changes in system
behaviour.

3.3 Simulations

To observe the spatiotemporal evolution of the spatially extended Atri model for different
bifurcation regimes, Equations (3.4) & (3.5) were solved numerically in COMSOL Multi-
physics (COMSOL, 2019) for the system parameters specified in Table A1.1, over a domain
size of 1000µm (i.e. −25 ≤ x ≤ 25 in nondimensional units), applying no flux boundary
conditions (Equations (3.6)-(3.9)). A typical embryonic neuroepithelial cell is ≈ 50µm in
diameter (Qi et al., 2013). To model Ca2+ signalling over an epithelial tissue, we consider
a Ca2+ wave diffusing outward over 20 cells placed side to side. Therefore, a domain size of
1000µm was chosen for the simulations.

cx(−25, t) = 0 (3.6)

cx(25, t) = 0 (3.7)

hx(−25, t) = 0 (3.8)

hx(25, t) = 0 (3.9)

Equations (3.10) and (3.11) are the initial conditions of the system. They represent a
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perturbation in c at the centre of the domain, with all other spatial points taken to be at
the steady state values of c and h, cSt and hSt respectively.

c(x, 0) = cSt + 4 exp
(
−50x2

)
, (3.10)

h(x, 0) = hSt = 1
1 + c2

St

(3.11)

We can recall from Section 2.4 that c and h have different steady state values for different
values of µ. Equation (2.14) was solved in MATLAB to obtain the values of cSt which were
then manually input into COMSOL Multiphysics.

It is to be noted that, at steady state, the concentration of Ca2+ in the ER is high, and
thus there is a steep concentration gradient between the ER and the cytoplasm; so, the initial
condition (Equation (3.10)) has been set to reflect the same. A thin, steep Gaussian pulse
emulates the initial discharge of Ca2+, from the intracellular stores within the ER into the
cytosol. The simulations were run in COMSOL Multiphysics for the finest mesh setting. It
was noted that, if the pulse size of the initial condition was too large, it would either result
in divergence or unstable solutions, and if the pulse was too thin, the mesh could not detect
the initial condition accurately.

(a) µ = 0.284 (b) µ = 0.288 (c) µ = 0.3

(d) µ = 0.35 (e) µ = 0.45 (f) µ = 0.55

Figure 3.1: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated
as solutions of the system (3.4)-(3.11), over a range of µ. Software: COMSOL Multiphysics
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Figure 3.1 depicts system behaviour over a range of values of the bifurcation parameter
µ. In Chapter 2, the linear stability analysis helped us identify the different bifurcation
regimes for the Atri model. In the case of the spatially extended model, the system will
experience bifurcations at approximately the same values of µ due to the inclusion of the
small diffusion term. Thus, the simulations were performed with various values of µ that
lie within the different bifurcation regimes so we could observe the qualitative changes in
system behaviour.

• Decay to steady state (0 ≤ µ < 0.289)

µ = 0.2: The initial pulse simply decays to a steady state very quickly. In the Atri
model, this value of µ causes the system to rapidly reach steady state (Figure 2.2a).
Thus, it is reasonable to expect the solution to decay to a steady state in the spatially
extended model, as well.

µ = 0.284: In Figure 3.1a, the initial pulse triggers an action potential at x = 0. This
action potential, then, induces two solitary pulses that travel in opposite directions.
However, these pulses decay after travelling a short distance. In the Atri model, this
value of µ produced a solution that, again, decayed to steady state. Here, due to
diffusion, we get solitary pulses which travel some distance before decaying.

µ = 0.288: In Figure 3.1b, the initial pulse triggers an action potential at x = 0,
which is followed by two solitary pulses travelling in opposite directions. These pulses
do not decay, they continue to propagate outward towards the boundaries without
noticeable attenuation. For this value of µ, the Atri model produced an action potential
(Figure 2.2b) but here, owing to diffusion, we get travelling solitary pulses that do not
decay. It is likely that, because this value of µ is close to a bifurcation point, this
behaviour corresponds to a transitory state of the system.

• Periodic wavetrains (0.289 < µ < 0.495)

µ = 0.3: In Figure 3.1c, the initial pulse triggers limit cycles and two periodic wave-
trains that travel outward in opposing directions.

µ = 0.35: In Figure 3.1d, the initial pulse induces waves that then move inward, toward
the origin. These inward-moving, periodic wavetrains are generated at two equidistant
points on either side of the origin. The wavetrains meet each other at the origin.

µ = 0.45: Over short simulation times (Figure 3.1e), the system only produces limit
cycles at x = 0 but, upon increasing the simulation runtime (Figure 3.8), it was
observed that the system displayed some interesting wave patterns.
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The Atri model produces limit cycles for each of these values of µ (see Figure 2.2c).
This behaviour corresponds to periodic wavetrains in the spatially extended model.

• Decaying oscillations (0.495 < µ)

µ = 0.55: In Figure 3.1f, the initial pulse triggers oscillations at the point of origin.
These oscillations are observed to die out with time. For this value of µ, the Atri model
displayed oscillations that died out with time, as well (Figure 2.2d).

(a) Cytosolic Ca2+ concentration (b) Fraction of active IPR

Figure 3.2: (a) Ca2+ concentration ‘c’ and (b) fraction of active IPRs ‘h’ over the domain
−25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated as solutions of the system (3.4)-(3.11), µ = 0.288.

Software: COMSOL Multiphysics

(a) x = 5 (b) x = 15

Figure 3.3: Time evolution of c and h, solutions of the system (3.4)-(3.11), at (a) x = 5 and
(b) x = 15. µ = 0.288. Software: COMSOL Multiphysics
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Figure 3.2 depicts surface plots of c and h, obtained as solutions for the spatially extended
Atri model, for µ = 0.288. Figure 3.3 depicts the evolution of c and h with time at points
x = 5 and x = 15. These plots can be visualised as slices taken from Figures 3.2a & 3.2b
along the lines x = 5 and x = 15. It is sufficient to obtain these plots for only positive values
of x because, as we see in Figure 3.2, the wave pattern is symmetric about x = 0.

(a) t = 0

(b) t = 10 (c) t = 20

Figure 3.4: Spatial distribution of c and h, solutions of the system (3.4)-(3.11), at (a) t = 0,
(b) t = 10, and (c) t = 20. µ = 0.288. Software: COMSOL Multiphysics

Figure 3.4 depicts the distribution of c and h over the domain at time instants t = 0, 10
& 20. These plots can be visualised as slices taken from Figures 3.2a & 3.2b along the lines
t = 0, 10 & 20. By measuring the distance travelled by a Ca2+ pulse between t = 10 and
t = 20, the speed of a Ca2+ wave was calculated to be 6.95µm/s.
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(a) Cytosolic Ca2+ concentration (b) Fraction of active IPR

Figure 3.5: (a) Ca2+ concentration ‘c’ and (b) fraction of active IPRs ‘h’ over the domain
−25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated as solutions of the system (3.4)-(3.11), µ = 0.3.

Software: COMSOL Multiphysics

(a) x = 5 (b) x = 15

Figure 3.6: Time evolution of c and h, solutions of the system (3.4)-(3.11), at (a) x = 5 and
(b) x = 15. µ = 0.3. Software: COMSOL Multiphysics

Figure 3.5 depicts surface plots of c and h, obtained as solutions for the spatially extended
Atri model, for µ = 0.3. Figure 3.6 depicts the evolution of c and h with time at points
x = 5 and x = 15. These plots can be visualised as slices taken from Figures 3.5a & 3.5b
along the lines x = 5 and x = 15. It is sufficient to obtain these plots for only positive values
of x because, as we see in Figure 3.5, the wave pattern is symmetric about x = 0.
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(a) t = 0

(b) t = 20 (c) t = 40

Figure 3.7: Spatial distribution of c and h, solutions of the system (3.4)-(3.11), at (a) t = 0,
(b) t = 20, and (c) t = 40. µ = 0.3. Software: COMSOL Multiphysics

Figure 3.7 depicts the distribution of c and h over the domain at time instants t = 0, 20
& 40. These plots can be visualised as slices taken from Figures 3.5a & 3.5b along the lines
t = 0, 20 & 40. By measuring the distance travelled by a Ca2+ pulse between t = 20 and
t = 40, the speed of a Ca2+ wave was calculated to be 4.45µm/s.
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Figure 3.8: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 200
generated as a solution of the system (3.4)-(3.11), µ = 0.45.

Software: COMSOL Multiphysics

Figure 3.8 depicts a contour plot of c, obtained as a solution for the spatially extended
Atri model, for µ = 0.45. After t ≈ 75, some very interesting wave patterns begin to appear.

Over the course of the simulations, it was found that the choice of non-dimensional diffu-
sion coefficient Do greatly impacted the solutions. In general, it was observed that reducing
the value of Do below 0.1 led to divergence, particularly for the cases with lower values of µ.
This influenced the choice of l (= 20µm), used to non-dimensionalise the system.

In this chapter, we looked at the solutions of the spatially extended Atri model and
observed some interesting patterns. As noted in Chapter 2, for an appropriate range of IP3,
Ca2+ oscillations occur at a constant value of IP3. Above this range, a sustained elevation
of c is observed rather than oscillations (Atri et al., 1993). The insights drawn from the
qualitative behaviour of the Atri model were then used to understand the behaviour of the
spatially extended Atri model.
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Chapter 4

Calcium signalling and mechanics: a
mechanochemical model

In Chapters 2 and 3, we discussed models describing Ca2+ oscillations and waves but, so
far, no consideration has been given to how these Ca2+ signals impact the cells. Over the
course of embryogenesis, cells and tissues generate physical forces, by virtue of which, they
change their shape, move and proliferate (Lecuit & Lenne, 2007). Hunter et al. (2014) found
that Ca2+ flashes could induce cell contraction and directly impact morphogenesis. There-
fore, it becomes imperative to construct and study models that intertwine Ca2+ dynamics
and cellular mechanics.

The first mechanochemical models for embryogenesis can be found in the works of Oster,
Murray and their collaborators (Oster & Odell, 1984; Murray & Oster, 1984; J. D. Murray et
al., 1988; J. Murray, 2001). In those early models, Ca2+ evolution was modelled as a bistable
reaction-diffusion process where the application of stress could ‘switch’ the Ca2+ state from
low to high stable concentration.

Over time, as more experimental evidence came to light, it became clear that the Ca2+ dy-
namics were more complicated than the initial models had assumed. Thus, the mechanochem-
ical model in Kaouri et al. (2019) employs the Ca2+ dynamics of the empirically verified
model in Atri et al. (1993), which encapsulates the experimentally observed Ca2+-induced
Ca2+ release (CICR) process.

Many experimental studies have shown that actomyosin-based contractions are produced
in response to Ca2+ release in both embryonic and cultured cells (Christodoulou & Skourides,
2015; Herrgen et al., 2014; Hunter et al., 2014; Suzuki et al., 2017; Wallingford et al., 2001).
The ability of cells to sense and respond to forces by modulating their cytosolic Ca2+ is also
well established. Mechanically induced Ca2+ waves have been observed in tracheal epithelial
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cells, epithelial cells in Drosophila wing discs and other cell types (M. J. Sanderson et al.,
1990, 1988; M. Sanderson & Sleigh, 1981; Narciso et al., 2017). This mutual interplay of
Ca2+ release and cell mechanics points towards the existence of two-way mechanochemical
feedback between Ca2+ and contractions.

The mechanochemical model in Kaouri et al. (2019) captures this two-way feedback and is
based on the experiments conducted by Christodoulou & Skourides (2015) on the embryonic
neuroepithelial cells of Xenopus. This model operates on the basis of a stretch-activation
Ca2+ flux from the extracellular medium. Stretch sensitive calcium channels (SSCCs) have
been identified experimentally in recent years (Árnadóttir & Chalfie, 2010; Dupont et al.,
2016; Hamill, 2006; Moore et al., 2010). Located on the cell membrane, they allow Ca2+

to flow into the cytosol from the extracellular space upon activation. The SSCCs are acti-
vated upon exposure to mechanical stimulation and they close either by relaxation of, or by
adaptation to, the mechanical force.

In this chapter, we study the mechanochemical model developed in Kaouri et al. (2019).
We simulate the model using two novel traction terms and observe how the system behaviour
changes with the traction term.

4.1 A mechanochemical model based on the Atri model

In Chapter 2, we discussed how the Atri model (Equations (2.1) & (2.2)) described Ca2+

oscillations at a point. In this chapter, we will study mechanochemical models based on the
Atri model. Kaouri et al. (2019) extended the Atri model by adding a mechanics equation
that governs cell dilation/compression over time. Early mechanochemical models included an
ad hoc stretch-activation Ca2+ flux term, following from which, Kaouri et al. (2019) derived
this stretch-activation flux as a contribution from the SSCCs in their model. The derived
mechanochemical model is as follows:

dc

dt
= Jchannel(c, h)− Jpump(c) + Jleak + JSSCC(θ), (4.1)

τh
dh

dt
= h∞(c)− h, (4.2)

dθ

dt
= −E

′(1 + ν ′)
(ξ1 + ξ2) θ + 1

(ξ1 + ξ2)TD(c), (4.3)

where

Jchannel(c, h) = kfluxµh
bk1 + c

k1 + c
, Jpump(c) = γc

kγ + c
, Jleak = β, JSSCC(θ) = Sθ,
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and
h∞(c) = k2

2
k2

2 + c2 .

As in previous chapters, c represents cytosolic Ca2+ concentration, h is a dimensionless
variable denoting the proportion of IPRs that have not been inactivated and θ is the dila-
tion/compression of the apical surface area of a cell, which has been approximated as a linear,
viscoelastic continuum. Ignoring the effect of cell boundaries, this model could be applied
over the embryonic epithelial tissue, as well. The parameter µ is taken as the bifurcation
parameter, to be held at any desired value between 0 and 1, and Jleak is neglected since it is
assumed to be small.
JSSCC is the stretch-activation Ca2+ flux due to the activated SSCCs, where the constant

S represents the ‘strength’ of stretch activation. TD(c) is the contraction stress term. The
constants ξ1, ξ2 are the shear and bulk viscosities of the cytosol, respectively, and the con-
stants E ′ = E/(1 + ν) and ν ′ = ν/(1 − 2ν), where E and ν are Young’s modulus and the
Poisson ratio, respectively.

It is important to note that, although this model assumes the cell’s mechanical properties
to be fixed (i.e. Young’s modulus, Poisson ratio, and viscosity are treated as constants),
these properties have been found to vary significantly over space and also with the embryo’s
developmental stage (Brodland et al., 2006; Luby-Phelps, 1999; Zhou et al., 2009).

4.1.1 Force balance equation for a viscoelastic material

Kaouri et al. (2019) derived Equation (4.3) from the mechanical force balance equation
for a linear viscoelastic material. The experimental results of Von Dassow et al. (2010)
justify the approximation of embryonic tissue as a linear viscoelastic material. Assuming
no external forces, the force balance equation for a Kelvin-Voigt, linear viscoelastic material
can be written as follows (Landau et al., 1960; J. Murray, 2001):

∇.σ = 0⇒ ∇ · (ξ1et + ξ2θtI︸ ︷︷ ︸
viscous stress

+E ′(e + ν ′θI)︸ ︷︷ ︸
elastic stress

− TD(c)I︸ ︷︷ ︸
contraction stress

) = 0, (4.4)

where σ is the stress tensor, e = 1
2(∇u + ∇uT ) is the strain tensor, u the displacement

vector, θ = ∇·u is the dilation/compression of the material, and I is the unit tensor. In one
spatial dimension e = e = θ = ∂u

∂x
; therefore, upon integrating Equation (4.4) with respect

to x, we get

(ξ1 + ξ2)θt + E ′(1 + ν ′)θ − TD(c)) = A. (4.5)
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The constant of integration A = 0 since when c = 0, TD = 0 , θ = 0 and θt = 0. This
concludes the derivation of ODE (4.3).

4.1.2 Nondimensionalising the ODE model

As in Kaouri et al. (2019), the mechanochemical model (Equation (4.1)-(4.3)) can be
nondimensionalised using c = k1c̄ and t = τht̄. After dropping the bars for notational
convenience, we obtain

dc

dt
= µhK1

b+ c

1 + c
− Γc
K + c

+ λθ = R1(c, θ, h;µ, λ), (4.6)

dh

dt
= K2

2
K2

2 + c2 − h = R2(c, h), (4.7)

dθ

dt
= −kθθ + T̂ (c) = R3(c, θ), (4.8)

where K1 = kfτh/k1, Γ = γτh/k1, K = kγ/k1, and λ = τhS/k1 in (4.6); K2 = k2/k1 in (4.7);

and, kθ = τhE
′(1 + ν ′)

(ξ1 + ξ2) and T (c) = τh
(ξ1 + ξ2)TD(c) in (4.8).

Using the parameter values from Atri et al. (1993) (see Appendix A1, Table A1.1), it can
easily be found that K2 = 1, Γ = 40/7 ∼ 5.71, and K = 1/7. Taking the values of E, ν, and
viscosity from Zhou et al. (2009) (E = 8.5 Pa, ν = 0.4 and ξ1 + ξ2 = 100 Pa.s), kθ was found
to be approximately 0.36. Since the parameter values for Ca2+ dynamics are approximate,
we take kθ = 1 for simplicity. Lastly, taking TD(c) = T0DT̂ (c) =⇒ T (c) = τh

(ξ1 + ξ2)T0DT̂ (c)

where T̂ (c) is nondimensional, we fix τh
(ξ1 + ξ2)T0D = 1.

The ‘strength’ of stretch activation λ can be thought of as a coupling parameter between
Ca2+ signalling and mechanics. Physically, it corresponds to a combination of the structural
characteristics of an SSCC. An exhaustive literature search revealed that there are no mea-
sured properties for SSCCs. Therefore, λ was instead taken as a bifurcation parameter. To
ensure that the JSSCC term is comparable in size to the other flux terms, it is prudent to
take λ ≤ 10.

4.1.3 Modelling the Traction stress

The cellular cytoplasm is subjected to mechanical effects by the cytoskeleton - microfila-
ments of protein that form a three-dimensional network. The cytosol has active contractile
units, actomyosin molecules, which behave like miniature muscles and exert a contraction
stress on the cytoplasm via the network. These actomyosin units are formed at very low
Ca2+ concentrations but the network itself begins to break apart at higher concentrations of
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Ca2+. So, the contraction effect ceases to be felt although the contractile units themselves
are not destroyed (Murray & Oster, 1984).

In their models for epidermal sheets, Murray & Oster (1984) and Cruywagen & Murray
(1992) modelled the cytosol as a stable gel at low Ca2+ concentrations and the cytoskeleton
network breakdown was simulated by the solation of the gel, such that, at high Ca2+ concen-
trations, the gel is considered too solated to support any stress. In these works, the traction
stress stems from the formation of the actomyosin units, and is modelled as a sigmoidal
function of Ca2+. It should be noted that they also consider the viscosity and elasticity of
the gel to vary with Ca2+ concentration. In contrast, we assume the viscosity and elasticity
to be constant in this project.

Based on the experiments conducted by Christodoulou & Skourides (2015) on the em-
bryonic neuroepithelial cells of Xenopus, Kaouri et al. (2019) constructed a model where
the Ca2+-induced stress saturates to a nonzero level with an increase in Ca2+ concentration
but they speculated that there might be other cell types where the cell could relax back to
baseline stress. In their study of post-fertilization waves on the surface of vertebrate eggs,
Lane et al. (1987) considered the cytoplasm to be a gel and modelled the traction stress as
a switch from 1, at low values of Ca2+, to 0, at high values of Ca2+. The traction term was
modelled in a similar fashion by Piechór (2013) in a study of thin viscoelastic cells. This
project considers traction terms with a similar shape, however, we model the traction term
to have a gradual ascent and descent, to more closely mimic a biological response.

The Ca2+-induced traction stress T̂ (c) has been modelled as a ‘pulse’ function dependent
upon only one variable, the cytosolic Ca2+ concentration. Kaouri et al. (2019) used the
traction term T̂ (c) = αc

1 + αc
, which is similar in form to the well known Michaelis-Menten

equation, written as:

V (S) = Vmax

(
K−1
m S

1 +K−1
m S

)
(4.9)

where V is the reaction velocity, Vmax is the maximum reaction velocity, S is substrate
concentration, and Km is the Michaelis constant.

The Michaelis constant is the value of substrate concentration which results in a reaction
velocity of 0.5Vmax. This can be easily verified by setting LHS = 0.5Vmax in Equation (4.9),
and solving for S. The Michaelis constant is an indicator of how quickly V ascends to peak
value i.e. Km denotes the ‘scale’ of ascent of V . A low value of Km signifies a rapid rise and
vice versa. Applying this to T̂ (c) = αc

1 + αc
, it can be seen that, in this instance, the scale of

ascent is 1/α. The Michaelis-Menten equation shows that, upon increasing the value of S,
V (S) increases in a hyperbolic manner until it reaches saturation (Figure 4.2a).
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The simulations in Subsection 4.1.5 and Section 4.2 were performed using different traction
stresses to compare the system responses. In this project, we use two novel traction stress
terms to model two distinct types of mechanochemical response. To generate a wide ‘pulse’
that begins its ascent at the origin, we set

T̂ (c) = T1(W, c) = cn

Mn + cn
+ (c−W )n
Mn + (c−W )nH(W − c)− 1, (4.10)

where H(c) is the Heaviside function, M > 0 and n is an even-valued positive integer.
To generate a thin pulse centred at a certain target value (G), we set

T̂ (c) = T2(c) = 1− α(c−G)n
1 + α(c−G)n

= 1
1 + α(c−G)n , (4.11)

where α > 0 and n is an even-valued positive integer.
Note that the Michaelis-Menten equation is a 1st order Hill equation. Equations (4.10)

& (4.11) were derived using Hill equations of order n. In both cases, only even values of n
generate the shape of a pulse. In modelling the traction terms, it is assumed that there is
no contraction in the absence of Ca2+. This is realised by ensuring that T̂ (0) = 0.

The traction term T̂ (c) = T1(W, c) produces a wide solitary ‘pulse’ (Figure 4.1b) whose
width can be adjusted by tuning the parameter W . As c increases, for small c, T̂ (c) increases
in a sigmoidal manner and attains peak value at c = W/2, after which it begins its descent.
Increasing the order (n) of the function increases the ‘steepness’ of the pulse and the peak
value of the pulse is given by the expression

T̂max = T̂ (W/2)

= W n − (2M)n
W n + (2M)n

The traction term T̂ (c) = T2(c) has a different form compared to the Michaelis-Menten
equation and produces a thin pulse-shaped function (Figure 4.1c). So, it is more meaningful
to look for the ‘steepness’ of the pulse instead of a scale of ascent. To find the steepness, set
LHS = 0.5T̂max = 0.5 in Equation (4.11)

=⇒ (c−G) = ±(1/α)1/n

=⇒ c = G± (1/α)1/n = C0.5
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(a) T̂ (c) = αc

1 + αc

(b) T̂ (c) = T1(W, c) (c) T̂ (c) = T2(c)

Figure 4.1: The shape of T̂ (c) for the different traction stress profiles.
Software: MATLAB

The steepness of the pulse is given by |C0.5 − G| = (1/α)1/n. A lower value of |C0.5 − G|
indicates a steeper pulse and vice versa. Also, the width of the pulse = 2|C0.5 − G|. In
modelling the pulse, it is assumed that the cells experience a contraction stress only in the
vicinity of a certain target value (G) of Ca2+. If the Ca2+ level is significantly lower or
higher than the target value, the cells will tend to return to their relaxed state. For α > 1,
increasing the order (n) of the function T̂ (c) decreases the steepness and increases the width
of the pulse; whereas, increasing the value of the coefficient α increases the steepness of the
pulse while decreasing its width. Because of the assumption that there is no traction stress
without Ca2+, it is important to choose a sufficiently high G.

43



4.1.4 Linear stability analysis: The Hopf curve

The linear stability analysis performed in Subsection 2.4 helped identify the bifurcation
regimes for the Atri model, considering only µ as a bifurcation parameter. Similarly, a linear
stability analysis must be performed for the mechanochemical model, with two bifurcation
parameters - µ and λ. However, the increase in complexity, owing to the inclusion of an
extra bifurcation parameter, calls for the use of a visual aid - the Hopf curve to locate the
region of parameter space that sustains oscillations. The Hopf curve is the locus of the
Hopf bifurcation points in the µ-λ parametric plane. The full linear stability analysis and
derivation of the Hopf curve can be found in Kaouri et al. (2019).

Setting the left-hand sides of Equations (4.6)-(4.8) to zero, it can be seen that the steady
states of the system satisfy

µK1
1

1 + c2
b+ c

1 + c
− Γc
K + c

+ λT̂ (c) = 0. (4.12)

Equation (4.12) can be used to plot the system steady states as a function of µ and λ.
The Jacobian of (4.6)-(4.8) is given by

M1 =


R1c R1h λ

R2c −1 0
T̂ ′(c) 0 −1

 , (4.13)

whose characteristic polynomial can be factorised as the cubic equation

(1 + ω)((R1c − ω)(1 + ω) +R1hR2c + λT̂ ′(c)) = 0, (4.14)

where ω represents the eigenvalues. As one eigenvalue is always equal to -1, the system
bifurcations can be studied through the quadratic

ω2 − (R1c − 1)ω −R1c −R1hR2c − λT̂ ′(c) = 0. (4.15)

To identify the µ-λ parameter range sustaining oscillations, we must locate the region in the
µ-λ parameter space that gives rise to either an unstable node or an unstable spiral in the
linearised system. In the full non-linear system, this instability corresponds to limit cycles.
In dynamical systems, a Hopf bifurcation marks the transition from a stable node (or spiral)
to an unstable node (or spiral) and vice versa. So, we seek the Hopf bifurcations in the µ-λ
parameter space, which satisfy Tr(M2) = 0, where

M2 =
R1c R1hR2c + λT̂ ′(c)

1 −1

 and Tr(M2) = R1c − 1.
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Setting

Tr(M2) = 0 =⇒ µ(c) = (1 + c2)(1 + c)2

K1(1− b)

(
1 + ΓK

(K + c)2

)
, (4.16)

and substituting in (4.12) we obtain

λ(c) = 1
T̂ (c)

(
Γc

K + c
− (b+ c)(1 + c)

1− b

(
1 + ΓK

(K + c)2

))
. (4.17)

Thus, the Hopf curve can be obtained for any T̂ (c) by parametrically plotting (4.16) and
(4.17), taking c as the parameter. The interior of the Hopf curve corresponds to an unstable
spiral and approximates the µ-λ parameter space sustaining oscillations (limit cycles) in the
full non-linear system.

4.1.5 Hopf curves for various Traction terms

Kaouri et al. (2019) considered the traction term T̂ (c) = αc

1 + αc
, for α = 1, 2, 10, 100, and

n = 1, 2. Here we use traction terms which were derived from higher-order Hill functions.
Recall the expressions for the traction terms defined in Equations (4.10) & (4.11). We assign
fixed values to some of the equation parameters and rewrite T1(W, c) and T2(c) as follows:

T1(W, c) = c4

0.24 + c4 + (c−W )4

0.24 + (c−W )4H(W − c)− 1,

T2(c) = 1
1 + 10(c− 4)2 .

Our goal is to select a reasonable T̂ (c), in line with experimental evidence. The limited
data allows us to consider various parameter choices so we choose those values that generate
the most reasonable shape of T̂ (c). The simulations in Section 4.2 will use the traction terms
T1(W, c) and T2(c), as defined above.

Some traction terms and their corresponding Hopf curves are depicted in Figures 4.2 and
4.3. The area inside the Hopf curves approximates the parameter space that yields sustained
oscillations in the non-linear system. The area outside the curve could correspond to either
a stable node (Discr(M2) > 0) or stable spiral (Discr(M2) < 0), where

Discr(M2) = (R1c − 1)2 + 4(R1c +R1hR2c + λT̂ ′(c)).
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(a) T̂ (c) = 10c
1 + 10c (b) T̂ (c) = 10c2

1 + 10c2

(c) T̂ (c) = T1(W, c) (d) T̂ (c) = T2(c)

Figure 4.2: Shape of the traction stress term for different T̂ (c). Software: MATLAB

In the case of the 2nd order Hill function, it is observed that the apex of the Hopf curve
begins to loop, as can be seen in Figure 4.3b. This indicates the existence of a single µ−λ pair
which corresponds to two singular points of the system, both of which satisfy Tr(M2) = 0.
Upon testing with higher order Hill functions (tested up to 10th order), it was found that
the loop area increased greatly with an increase in the order of the Hill function.

The shape of the Hopf curve associated with the traction term T̂ (c) = T1(W, c) was found
to be similar to the Hopf curve for T̂ (c) = 10c

1 + 10c . It is observed that changing the value
of W doesn’t greatly impact the shape of the corresponding Hopf curve (Figure 4.3c). The
Hopf curves for W = 2, 2.5, 3 coincide, whereas the curve for W = 1.5 deviates from them
very slightly. As we consider higher values of W , we expect system behaviour to resemble
the T̂ (c) = αc

1 + αc
case. This was confirmed upon observing system behaviour for values of

W > 3.
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For the traction term T̂ (c) = 1
1 + α(c− 4)n , the mechanochemical model was simulated

using α = 10 and n = 2 (Figure 4.2d). Comparing the corresponding Hopf curve (Fig-
ure 4.3d) to the ones previously discussed, it can be seen that this Hopf curve is far larger
and spans a much greater range of λ. Increasing the amplitude of this traction term greatly
diminishes the area of the Hopf curve. In effect, as the amplitude of the traction term in-
creases, the range of µ for which we obtain limit cycles decreases (for a constant value of
λ).

Hopf curves were also obtained for other values of α and n (Figure 4.4) but it was found
that, over the parameter space of interest: λ ∈ (0, 10] ∪ µ ∈ [0, 1], the plots were practically
identical.

(a) T̂ (c) = 10c
1 + 10c (b) T̂ (c) = 10c2

1 + 10c2

(c) T̂ (c) = T1(W, c) (d) T̂ (c) = T2(c)

Figure 4.3: Shape of the Hopf curve for different traction terms T̂ (c). Software: MATLAB
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Figure 4.4: Hopf curves for T̂ (c) = 1
1 + α(c− 4)n for various values of α and n.

Software: MATLAB

4.2 Simulations

To study the solution of the mechanochemical model for different bifurcation regimes,
Equations (4.6)-(4.8) were solved numerically in MATLAB using the ode45 function for the
system parameters specified in Table A1.1. The initial conditions were taken as: c(0) =
1, h(0) = 1, and θ(0) = 1.

Initially, simulations were run for the same traction term used in Kaouri et al. (2019) and
are displayed in Figure 4.6. The Hopf curve associated with that traction term is depicted
in Figure 4.5 and the µ-λ values for which the simulations were run are depicted graphically
in the parameter space.

Figure 4.5: Hopf curve for the traction term T̂ (c) = 10c
1 + 10c . The coloured dots depict the

µ-λ values used for the simulations of Figure 4.6. Software: MATLAB
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(a) µ = 0.2, λ = 0.5 (b) µ = 0.35, λ = 0.5 (c) µ = 0.45, λ = 0.5

Figure 4.6: Solutions of c, h, θ for the system (4.6)-(4.8) over 0 ≤ t ≤ 50 for various values
of µ. We fix λ = 0.5. T̂ (c) = 10c

1 + 10c . Software: MATLAB

µ = 0.2, λ = 0.5: The system rapidly reaches steady state (Figure 4.6a). This is in accordance
with our expectations because, in Figure 4.5, the point (µ = 0.2, λ = 0.5) lies to the left
of the area enclosed by the Hopf curve in µ-λ parameter space, and corresponds to a stable
node.
µ = 0.35, λ = 0.5: The system exhibits limit cycles (Figure 4.6b). The point (µ = 0.35, λ =
0.5) lies within the area enclosed by the Hopf curve and corresponds to an unstable spiral.
This instability results in limit cycles in the full non-linear system. It can be seen that the
oscillations in θ have the same frequency as the oscillations in c.
µ = 0.45, λ = 0.5: The system oscillations are observed to die out over time (Figure 4.6c).
The point (µ = 0.45, λ = 0.5) lies to the right of the Hopf curve and corresponds to a stable
spiral. The oscillations in θ are noted to be of negligible amplitude.

Figure 4.7: Hopf curves for the traction term T̂ (c) = T1(W, c), for different values of W .
The coloured dots depict the µ-λ values used for the simulations of Figure 4.8.

Software: MATLAB
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Figure 4.8 depicts system behaviour for the traction term T̂ (c) = T1(W, c). The coloured
dots on the corresponding Hopf curve (Figure 4.7) denote the combinations of bifurcation
parameters (µ and λ) used for the simulations. The points were chosen to represent different
bifurcation regimes, in order to observe the qualitative changes in system behaviour.

(a) µ = 0.2, W = 1.5 (b) µ = 0.35, W = 1.5 (c) µ = 0.45, W = 1.5

(d) µ = 0.2, W = 2 (e) µ = 0.35, W = 2 (f) µ = 0.45, W = 2

(g) µ = 0.2, W = 2.5 (h) µ = 0.35, W = 2.5 (i) µ = 0.45, W = 2.5

(j) µ = 0.2, W = 3 (k) µ = 0.35, W = 3 (l) µ = 0.45, W = 3

Figure 4.8: Solutions of c, h, θ for the system (4.6)-(4.8) over 0 ≤ t ≤ 50 for various values
of W and µ. We fix λ = 0.5. T̂ (c) = T1(W, c). Software: MATLAB
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µ = 0.2, λ = 0.5: The system rapidly reaches steady state (Figures 4.8a, 4.8d, 4.8g & 4.8j).
This behaviour is to be expected because the point (µ = 0.2, λ = 0.5) lies to the left of the
area enclosed by the Hopf curve (Figure 4.7) and corresponds to a stable node. Upon closer
inspection, it was observed that changing W only produced a very minute change (in the
order of 10−6) in the steady state values of c, h and θ.
µ = 0.35, λ = 0.5: The system exhibits limit cycles (Figures 4.8b, 4.8e, 4.8h & 4.8k). The
point (µ = 0.35, λ = 0.5) lies within the area enclosed by the Hopf curve (Figure 4.7) and
corresponds to an unstable spiral. It can be observed that the oscillations in θ occur at twice
the frequency of the oscillations in c.
During each individual spike in Ca2+ (c), we see two spikes in the value of θ. In Figure 4.8b,
a short spike is followed by one of greater amplitude. In Figures 4.8e & 4.8h, the two spikes
are of equal amplitude. And, in Figure 4.8k, the two spikes have begun to merge.
µ = 0.45, λ = 0.5: We expect the system to exhibit decaying oscillations in c, h, and θ as the
point (µ = 0.45, λ = 0.5) lies to the right of the area enclosed by the Hopf curve (Figure 4.7)
and corresponds to a stable spiral. This behaviour is observed in Figures 4.8f, 4.8i & 4.8l.
However, in Figure 4.8c, we observe that the system displays sustained oscillations. A likely
explanation for this occurrence could be that the point (µ = 0.45, λ = 0.5) lies comparatively
close to the Hopf curve for W = 1.5. Because of this proximity to the bifurcation point, the
system exhibits sustained oscillations rather than decaying ones.

Thus, it can be seen that although the Hopf curves for W = 1.5, 2, 2.5, 3 appear very
similar, the corresponding non-linear systems exhibit significantly different behaviour.

Figure 4.9: Hopf curve for the traction term T̂ (c) = T2(c). The coloured dots depict the
µ-λ values used for the simulations of Figure 4.10. Software: MATLAB
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Figure 4.10 depicts system behaviour for the traction term T̂ (c) = T2(c). With the aid
of the Hopf curve (Figure 4.9), we select combinations of the bifurcation parameters (µ and
λ) corresponding to different bifurcation regimes, to observe qualitative changes in system
behaviour.

(a) µ = 0.286, λ = 1 (b) µ = 0.4, λ = 1 (c) µ = 0.49, λ = 1

(d) µ = 0.286, λ = 7 (e) µ = 0.4, λ = 7 (f) µ = 0.49, λ = 7

(g) µ = 0.286, λ = 10 (h) µ = 0.4, λ = 10 (i) µ = 0.49, λ = 10

Figure 4.10: Solutions of c, h, θ for the system (4.6)-(4.8) over 0 ≤ t ≤ 50 for various values
of λ and µ. T̂ (c) = T2(c). Software: MATLAB

• Outside the Hopf curve - Left area

µ = 0.286, λ = 1: System has only one equilibrium point - stable spiral. In Fig-
ure 4.10a, the system quickly decays to steady state. Due to the chosen initial con-
ditions, the system starts out in the vicinity of the equilibrium point and reaches it
without much overshoot or oscillation.
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• Inside the Hopf curve

In cases where the system has three equilibrium points i.e. Equation (4.12) has three
positive real roots, it is to be understood that the system has undergone Hopf bifurca-
tion for the smallest root (cSt). Generally, for any combination of µ-λ, the equilibrium
points for this system were found to be: cSt ≈ 1, ≈ 3 and ≈ 4, hSt ∈ [0, 1], θSt ∈ [0, 1].
So, c = 1, h = 1, θ = 1 has been chosen as the initial condition, to ensure that the
system starts out in proximity to the equilibrium point corresponding to cSt ≈ 1.

µ = 0.286, λ = 7 & 10: System has three equilibrium points - one unstable spiral, one
saddle point and, one stable spiral. The appearance of the saddle point along with an
additional equilibrium point implies that the system has undergone a Fold bifurcation
at some point (µ = 0.286, 1 < λ < 7). In Figures 4.10d & 4.10g, we observe limit cycles
(in c and h) of small amplitude and frequency because these µ-λ pairs are situated very
close to the Hopf curve. From Figure 2.3, it can be recalled that limit cycles have low
amplitude and frequency near the Hopf bifurcation point. However, it can be seen that
θ = 0 over the runtime of the simulations.

µ = 0.4, λ = 1: System has only one equilibrium point - unstable spiral. In Fig-
ure 4.10b, the system exhibits limit cycles as expected but the oscillations in θ are of
negligible amplitude.

µ = 0.4, λ = 7 & 10: System has three equilibrium points - one unstable spiral, one
saddle point and, one stable spiral. Across the three Figures 4.10b, 4.10e & 4.10h,
the system exhibits limit cycles having roughly the same amplitude and frequency. It
would seem that λ does not exert a significant influence on the characteristics of the
limit cycles. However, these limit cycles have greater amplitude and frequency than
the ones in Figures 4.10d & 4.10g. From Figure 2.3, it can be recalled that following
the Hopf bifurcation, after an initial steep rise, frequency increases very gradually with
µ; however, amplitude rises sharply with increasing µ.

µ = 0.49, λ = 1: System has only one equilibrium point - unstable spiral. In Fig-
ure 4.10c, the system exhibits limit cycles having noticeably greater amplitude than
the limit cycles for µ = 0.4. The oscillations in θ have acquired a significantly greater
amplitude compared to the previous cases, and are noted to be of similar frequency to
the oscillations in c and h.

• Outside the Hopf curve - Right area

µ = 0.49, λ = 7: System has three equilibrium points - one stable spiral (at c =
1.33, h = 0.36, θ = 0.01), one saddle point and, one stable spiral (at c = 4.23, h =
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0.05, θ = 0.65). In Figure 4.10f, the system starts at c = 1, h = 1, θ = 1 and, following
a substantial overshoot in c, settles down rapidly at the equilibrium point c = 4.23, h =
0.05, θ = 0.65 without displaying noticeable oscillatory behaviour. It was intended that
the system would move towards the equilibrium point at c = 1.33, h = 0.36, θ = 0.01;
however, in this case, the initial conditions placed the system in a phase trajectory
that caused it to migrate towards the equilibrium point at c = 4.23, h = 0.05, θ = 0.65
instead.

µ = 0.49, λ = 10: System has three equilibrium points - one stable spiral (at c =
1.34, h = 0.36, θ = 0.01), one saddle point and, one stable spiral (at c = 4.34, h =
0.05, θ = 0.46). In Figure 4.10i, the system starts at c = 1, h = 1, θ = 1 and,
following an initial overshoot in c, we observe oscillations about the equilibrium point
c = 1.34, h = 0.36, θ = 0.01, that die out over time.

When comparing Figures 4.6, 4.8 & 4.10, we see that the limit cycles of θ have the greatest
amplitude in the case of Figure 4.8 - corresponding to the traction term T1(W, c).

In Figure 4.8, for the cases where µ = 0.35 and λ = 0.5, it was noted that the spikes in
θ began to merge upon increasing the value of W . And, in Figure 4.10, for the bifurcation
parameters µ = 0.49, λ = 1, it was observed that the limit cycles in θ had greater amplitude
as compared to the instances of µ = 0.4, λ = 1, 7. These behaviours can be understood by
visualising the shape of the respective traction terms.

For T̂ (c) = 10c
1+10c : In Figure 4.6b, while executing limit cycles, 0 < c < 2.75. In a plot

of T̂ (c) versus c, this range of c corresponds to 0 < T̂ (c) < 1. Hence, we get limit cycles of
noticeable amplitude in θ.

For T̂ (c) = T1(W, c): In Figures 4.8b, 4.8e, 4.8h & 4.8k, while executing limit cycles,
0 < c < 2.75. Considering the shape of T1(W, c), it can be recalled that as c is increased
from 0, T̂ (c) goes through a cycle - rising steeply, reaching a plateau, and then falling back
to 0. This generates the shape of a wide ‘pulse’ whose width is determined by W . For each
spike in c, T̂ (c) goes through this cycle twice - starting at the rising edge of the Ca2+ spike
and then, again, on the falling edge. This generates two spikes in θ for a single spike in c.
As W is increased, the two spikes in θ begin to merge because T̂ (c) is unable to complete
the full cycle.

The behavioural transition observed in Figures 4.8f & 4.8i can be explained similarly. For
µ = 0.45 and λ = 0.5, as we increase W from 2 to 2.5, it is seen that the oscillations in θ

stop suddenly near t = 30. This occurs because the concurrent Ca2+ oscillations fall within
the range 1 < c < 2.5, which corresponds to the plateau of T̂ (c). Thus, the range of the
Ca2+ oscillations can influence the characteristics of the θ oscillations.
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For T̂ (c) = T2(c): In Figures 4.10b, 4.10e & 4.10h, while executing limit cycles, 0 < c <

3.5. In a plot of T̂ (c) versus c, it can be seen that T̂ (c) has non-zero values only in the
vicinity of c = 4 so, this range of c corresponds to T̂ (c) ≈ 0. Hence, the limit cycles in θ

are almost imperceptible. In Figure 4.10c, while executing limit cycles, 0 < c < 4. In this
range, we can get 0 < T̂ (c) < 1. Hence, we get limit cycles of noticeable amplitude in θ.

In this chapter, we presented a mechanochemical ODE model which extends the Atri
model from Chapter 2. After examining the relevant literature, we modelled two novel terms
for traction stress, simulated the mechanochemical model and compared the behaviour for
both terms. Using the simulation results, we compared the Ca2+ oscillations and mechanical
oscillations across different (µ-λ) bifurcation regimes. To conclude, it can be said that the
shape and ascent of the traction term can greatly influence cell, and tissue, contractions.

55



Chapter 5

The Mechanochemical model with
diffusion (1D)

In Chapter 4 we presented a mechanochemical model that examines the interplay of Ca2+

dynamics and tissue dilation/contraction (Kaouri et al., 2019). In this chapter, we add Ca2+

diffusion effects to augment the mechanochemical model and investigate the effects of Ca2+

diffusion in mechanical waves.

5.1 Adding Ca2+ diffusion to the mechanochemical model

The mechanochemical model (4.1)-(4.3) is extended by adding a cytosolic diffusion term
for Ca2+. It is assumed that Ca2+ diffuses with a constant diffusion coefficient and the bound-
ary effects between adjacent cells are neglected. The spatially extended mechanochemical
model is given by:

∂c

∂t
= Dc

∂2c

∂x2 + Jchannel(c, h)− Jpump(c) + Jleak + JSSCC(θ), (5.1)

τh
∂h

∂t
= h∞(c)− h, (5.2)

∂θ

∂t
= −E

′(1 + ν ′)
(ξ1 + ξ2) θ + 1

(ξ1 + ξ2)TD(c), (5.3)

where
Jchannel(c, h) = kfluxµh

bk1 + c

k1 + c
, Jpump(c) = γc

kγ + c
, Jleak = β, JSSCC(θ) = Sθ,

and
h∞(c) = k2

2
k2

2 + c2 .
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Again, c represents cytosolic Ca2+ concentration, h is a dimensionless variable denoting
the proportion of IPRs that have not been inactivated, and θ is the dilation/compression of
the apical surface area of the cells that make up the embryonic epithelial tissue - which is
approximated as a linear, viscoelastic continuum.

Focusing our attention to one-dimensional geometry, we nondimensionalise the spatially
extended mechanochemical model following the same procedure as in Subsection 4.1.2. Once
again, we set c = k1c̄, t = τht̄, x = lx̄, and neglect Jleak since it is assumed to be small.
Dropping bars for notational convenience, we obtain

∂c

∂t
= Do

∂2c

∂x2 + µhK1
b+ c

1 + c
− Γc
K + c

+ λθ = R1(c, θ, h;µ, λ), (5.4)

∂h

∂t
= K2

2
K2

2 + c2 − h = R2(c, h), (5.5)

∂θ

∂t
= −kθθ + T̂ (c) = R3(c, θ), (5.6)

where K1 = kfτh/k1, Γ = γτh/k1, K = kγ/k1, and λ = τhS/k1 in (5.4); K2 = k2/k1 in (5.5);

and, kθ = τhE
′(1 + ν ′)

(ξ1 + ξ2) and T (c) = τh
(ξ1 + ξ2)TD(c) in (5.6).

In Equation (5.4), Do = Dcτh/l
2. Taking l = 20µm and using the parameter values of Atri

et al. (1993) (see Appendix A1, Table A1.1), we have K2 = 1, Γ = 40/7 ∼ 5.71, K = 1/7,
and Do = 0.1. Also, we assume kθ = 1 and fix τh

(ξ1 + ξ2)T0D = 1 (Kaouri et al., 2019). As in

Subsection 4.1.2, µ and λ are taken as bifurcation parameters with µ ∈ (0, 1] and λ ∈ (0, 10].
In line with Chapter 4, the simulations in the following section will be performed for the
same traction terms used in Section 4.2. To recap, the expressions are:

T1(W, c) = c4

0.24 + c4 + (c−W )4

0.24 + (c−W )4H(W − c)− 1,

T2(c) = 1
1 + 10(c− 4)2 .

5.2 Simulations

To study the spatiotemporal evolution of the spatially extended mechanochemical model
for different bifurcation regimes, Equations (5.4)-(5.6) were solved numerically in MATLAB
using the pdepe function for the system parameters specified in Table A1.1, over a domain
size of 1000µm (i.e. −25 ≤ x ≤ 25 in nondimensional units). As in Section 3.3, we consider
a Ca2+ wave diffusing outward over 20 cells placed side by side. Because we ignore the effects
of the cell boundaries, we apply no flux boundary conditions (Equations (5.7)-(5.12)).
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cx(−25, t) = 0 (5.7)

cx(25, t) = 0 (5.8)

hx(−25, t) = 0 (5.9)

hx(25, t) = 0 (5.10)

θx(−25, t) = 0 (5.11)

θx(25, t) = 0 (5.12)

Equations (5.13)-(5.15) are assumed to be the initial conditions of the system. They
represent a perturbation in c at the centre of the domain, with all other spatial points
taken to be at the steady state values of c, h, and θ - cSt, hSt, and θSt respectively. The
spatially independent steady state values cSt, hSt, and θSt are determined by neglecting the
diffusion term and setting LHS = 0 in Equations (5.4)-(5.6), as in Kaouri et al. (2019). We
determine the steady state values by numerically solving Equation (4.12) and set up the
initial conditions as follows:

c(x, 0) = cSt + 4 exp
(
−50x2

)
, (5.13)

h(x, 0) = hSt = 1
1 + c2

St

, (5.14)

θ(x, 0) = θSt = T̂ (cSt). (5.15)

In Chapter 4, the Hopf curves helped identify the combination of bifurcation parameters
which would produce limit cycles in the mechanochemical ODE model (Figure 4.3). For the
PDE model, we can expect the system to undergo bifurcations at approximately the same
values of (µ,λ) due to the small effect of diffusion. Thus, the simulations were performed for
various µ-λ pairs, representative of different bifurcation regimes, so that we could observe
qualitative changes in the system’s behaviour in the presence of diffusion.

In the case of the traction terms T̂ (c) = 10c
1 + 10c and T̂ (c) = T1(W, c), the simulations

have been performed for the same pairs of (µ,λ) as in Chapter 4 to easily compare the
mechanochemical ODE and PDE models. For T̂ (c) = T2(c), we are interested in observing
how the behaviour transitions from solitary pulses to periodic wavetrains, as the system
undergoes a Hopf bifurcation upon changing the values of µ and λ. So, we choose different
values of µ, as compared to Chapter 4, and select (µ,λ) pairs that lie very close to the Hopf
curve, in the parametric plane. We take the same values of λ as in Figure 4.10.

In Subsection 4.1.4, we established that the Hopf curve could be obtained for a traction
term T̂ (c) by parametrically plotting (4.16) and (4.17), taking c as the parameter. In the
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case of the ODE model, the interior of the Hopf curve corresponds to an unstable spiral and
approximates the µ-λ parameter space sustaining oscillations (limit cycles) in the non-linear
system. We utilize the same method to obtain the Hopf curve here. However, we take
cognizance of the fact that the added diffusion term will have an effect on the approximation
of this parameter space.

Figure 5.1: Hopf curve for the traction term T̂ (c) = 10c
1 + 10c . The coloured dots depict the

µ-λ values used for the simulations of Figures 5.2 & 5.3. Software: MATLAB

As in Chapter 4, initial simulations were run for the traction term T̂ (c) = 10c
1 + 10c (Kaouri

et al., 2019). The solutions for this system are displayed in Figures 5.2 & 5.3. The Hopf
curve associated with this traction term is depicted in Figure 5.1 and the µ-λ values for which
the simulations were run are depicted graphically in the parameter space. These values were
chosen to represent different bifurcation regimes, in order to observe the qualitative changes
in system behaviour. Figure 5.2 depicts the behaviour of the system in terms of Ca2+ waves.

µ = 0.2, λ = 0.5: The initial pulse rapidly decays to steady state (Figure 5.2a) as expected
from Figure 4.6a.
µ = 0.35, λ = 0.5: A periodic wavetrain is observed in the vicinity of x = 0 (Figure 5.2b).
Analogous to the limit cycles seen in Figure 4.6b.
µ = 0.45, λ = 0.5: The initial pulse triggers oscillations which die out with time (Figure 5.2c),
at the point of origin. Analogous to Figure 4.6c.
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(a) µ = 0.2, λ = 0.5 (b) µ = 0.35, λ = 0.5 (c) µ = 0.45, λ = 0.5

Figure 5.2: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated
as solutions of the system (5.4)-(5.15) for T̂ (c) = 10c

1 + 10c , over a range of µ and λ.
Software: MATLAB

(a) µ = 0.2, λ = 0.5 (b) µ = 0.35, λ = 0.5 (c) µ = 0.45, λ = 0.5

Figure 5.3: Tissue dilation ‘θ’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated as
solutions of the system (5.4)-(5.15) for T̂ (c) = 10c

1 + 10c , over a range of µ and λ.
Software: MATLAB

Figure 5.3 depicts the behaviour of the same system in terms of mechanical waves - tissue
dilations. Comparing Figures 5.2 & 5.3, it can be seen that the mechanical wave pattern
matches that of the Ca2+ waves due to the coupling of Equations (5.4) & (5.6). From
Figure 5.4, it can be seen that the mechanical waves have the same frequency as the Ca2+

waves and that they have a much smaller amplitude than the Ca2+ waves, similar to the
mechanochemical system (Figure 4.6b). Here, a key difference is noted between the ODE
and PDE systems. In the former, the Ca2+ oscillations had a constant amplitude whereas,
in the latter, the amplitude is varying periodically with time. In both cases, however, the
oscillations in θ appear to be of constant amplitude.
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Figure 5.4: Time evolution of c and θ at x = 0. Solutions of the system (5.4)-(5.15) for the
traction term T̂ (c) = 10c

1 + 10c . We fix µ = 0.35 and λ = 0.5. Software: MATLAB

Figure 5.5: Spatial distribution of c and θ at t = 50. Solutions of the system (5.4)-(5.15)
for the traction term T̂ (c) = 10c

1 + 10c . We fix µ = 0.35 and λ = 0.5. Software: MATLAB

Figure 5.4 depicts the evolution of c and θ with time at point x = 0. Figure 5.5 depicts
the distribution of c and θ over the domain at time t = 50. These plots can be visualised as
slices taken from Figures 5.2b & 5.3b along the lines x = 0 and t = 50, respectively.
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Figure 5.6: Hopf curve for the traction term T̂ (c) = T1(W, c). The coloured dots depict the
µ-λ values used for the simulations of Figures 5.7 & 5.8. Software: MATLAB

Figure 5.6 depicts the Hopf curve for the traction term T̂ (c) = T1(W, c). The coloured
dots denote the combinations of bifurcation parameters (µ and λ) used for the simulations.
We choose the same combination of bifurcation parameters as in Figure 5.1 for ease of
comparison between the traction terms T̂ (c) = 10c

1 + 10c and T̂ (c) = T1(W, c). Figures 5.7 &
5.8 depict system behaviour in terms of Ca2+ waves and mechanical waves, respectively, for
the traction term T̂ (c) = T1(W, c).

µ = 0.2, λ = 0.5: The initial pulse rapidly decays to steady state (Figures 5.7a, 5.7d, 5.7g
& 5.7j) as expected from Figures 4.8a, 4.8d, 4.8g & 4.8j.
µ = 0.35, λ = 0.5: A periodic wavetrain is observed in the vicinity of x = 0 (Figures 5.7b,
5.7e, 5.7h & 5.7k). Analogous to the limit cycles seen in Figures 4.8b, 4.8e, 4.8h & 4.8k.
µ = 0.45, λ = 0.5: The initial pulse triggers oscillations which die out with time, at the
point of origin (Figures 5.7c, 5.7f, 5.7i & 5.7l). For W = 2, 2.5 & 3, this is analogous to
Figures 4.8f, 4.8i & 4.8l respectively. In the case of W = 1.5, Figure 4.8c displayed sustained
oscillations whereas, in Figure 5.7c, we observe dying oscillations. Possibly, this discrepancy
arises due to diffusion.
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(a) µ = 0.2, W = 1.5 (b) µ = 0.35, W = 1.5 (c) µ = 0.45, W = 1.5

(d) µ = 0.2, W = 2 (e) µ = 0.35, W = 2 (f) µ = 0.45, W = 2

(g) µ = 0.2, W = 2.5 (h) µ = 0.35, W = 2.5 (i) µ = 0.45, W = 2.5

(j) µ = 0.2, W = 3 (k) µ = 0.35, W = 3 (l) µ = 0.45, W = 3

Figure 5.7: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated
as solutions of the system (5.4)-(5.15) for T̂ (c) = T1(W, c), over a range of W and µ. We fix

λ = 0.5. Software: MATLAB
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(a) µ = 0.2, W = 1.5 (b) µ = 0.35, W = 1.5 (c) µ = 0.45, W = 1.5

(d) µ = 0.2, W = 2 (e) µ = 0.35, W = 2 (f) µ = 0.45, W = 2

(g) µ = 0.2, W = 2.5 (h) µ = 0.35, W = 2.5 (i) µ = 0.45, W = 2.5

(j) µ = 0.2, W = 3 (k) µ = 0.35, W = 3 (l) µ = 0.45, W = 3

Figure 5.8: Tissue dilation ‘θ’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated as
solutions of the system (5.4)-(5.15) for T̂ (c) = T1(W, c), over a range of W and µ. We fix

λ = 0.5. Software: MATLAB
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(a) W = 1.5 (b) W = 2

(c) W = 2.5 (d) W = 3

Figure 5.9: Time evolution of c and θ at x = 0 for different values of W . Solutions of the
system (5.4)-(5.15) for the traction term T̂ (c) = T1(W, c). We fix µ = 0.35 and λ = 0.5.

Software: MATLAB

Comparing Figures 5.7 & 5.8, it can be seen that the mechanical wave pattern resembles
that of the Ca2+ waves. However, it should be noted that the frequency of the mechanical
waves changes with W (Figure 5.9). For each individual spike in Ca2+, we see two spikes
in the value of θ, similar to the corresponding mechanochemical system (Figure 4.8). In
Figure 5.9a, the spikes appear to be merging. In Figures 5.9b & 5.9c, the spikes are of
similar amplitude. And, in Figure 5.9d, the two spikes have merged completely. Also, it
is interesting to note that, in the case of µ = 0.45, W = 1.5, the minute Ca2+ oscillations
(Figure 5.7c) are adequate to trigger oscillations of significant amplitude in θ (Figure 5.8c).
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(a) W = 1.5 (b) W = 2

(c) W = 2.5 (d) W = 3

Figure 5.10: Spatial distribution of c and θ at t = 50 for different values of W . Solutions of
the system (5.4)-(5.15) for the traction term T̂ (c) = T1(W, c). We fix µ = 0.35 and λ = 0.5.

Software: MATLAB

Figure 5.9 depicts the evolution of c and θ with time at point x = 0. Figure 5.10 depicts
the distribution of c and θ over the domain at time t = 50. These plots can be visualised
as slices taken from Figures 5.7 & 5.8 (images having µ = 0.35) along the lines x = 0 and
t = 50, respectively.

Again, we note that the amplitude of the Ca2+ oscillations varies periodically over time
while the amplitude of the θ oscillations remains constant. However, it should be noted that
the central value of the θ oscillations changes with time. Upon inspection of Figure 5.9, it
would seem that this variation in central value is related to the changing amplitude of the
Ca2+ oscillations, with higher amplitudes of Ca2+ oscillation corresponding to lower central
values of θ.
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Figure 5.11: Hopf curve for the traction term T̂ (c) = T2(c). The coloured dots depict the
µ-λ values used for the simulations of Figures 5.12 & 5.13. Software: MATLAB

Figures 5.12 & 5.13 depict system behaviour for the traction term T̂ (c) = T2(c). The
coloured dots on the corresponding Hopf curve (Figure 5.11) denote the combinations of
bifurcation parameters (µ and λ) used for the simulations. The points were chosen to rep-
resent different bifurcation regimes, in order to observe the qualitative changes in system
behaviour.

• Outside the Hopf curve - Left area

µ = 0.283, λ = 1: Solitary pulses (Figure 5.12a). The initial pulse triggers an action
potential at x = 0. This action potential, then, induces two pulses that travel in
opposite directions and decay after travelling a short distance. In the ODE model (4.6)-
(4.8), this combination of µ-λ produce an action potential (similar to Figure 4.10a).
Here, due to diffusion, we get solitary pulses which travel some distance before decaying.

µ = 0.283, λ = 7 and µ = 0.286, λ = 1: Solitary pulses (Figures 5.12b & 5.12d). The
initial pulse triggers an action potential at x = 0, which is followed by two pulses trav-
elling in opposite directions, towards the boundaries, without noticeable attenuation.
For these values of µ-λ, the ODE model exhibits an action potential (Figure 4.10a) but
here, owing to diffusion, we get travelling solitary pulses. Because these values of µ-λ
lie close to the Hopf curve, it is likely that this behaviour might be representative of an
intermediate ‘phase’ of the system as it transitions between two bifurcation regimes.
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(a) µ = 0.283, λ = 1 (b) µ = 0.283, λ = 7 (c) µ = 0.283, λ = 10

(d) µ = 0.286, λ = 1 (e) µ = 0.286, λ = 7 (f) µ = 0.286, λ = 10

(g) µ = 0.3, λ = 1 (h) µ = 0.3, λ = 7 (i) µ = 0.3, λ = 10

(j) µ = 0.49, λ = 1 (k) µ = 0.49, λ = 7 (l) µ = 0.49, λ = 10

Figure 5.12: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50
generated as solutions of the system (5.4)-(5.15) for T̂ (c) = T2(c), over a range of µ and λ.

Software: MATLAB
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(a) µ = 0.283, λ = 1 (b) µ = 0.283, λ = 7 (c) µ = 0.283, λ = 10

(d) µ = 0.286, λ = 1 (e) µ = 0.286, λ = 7 (f) µ = 0.286, λ = 10

(g) µ = 0.3, λ = 1 (h) µ = 0.3, λ = 7 (i) µ = 0.3, λ = 10

(j) µ = 0.49, λ = 1 (k) µ = 0.49, λ = 7 (l) µ = 0.49, λ = 10

Figure 5.13: Tissue dilation ‘θ’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 50 generated as
solutions of the system (5.4)-(5.15) for T̂ (c) = T2(c), over a range of µ and λ.

Software: MATLAB
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µ = 0.283, λ = 10: Travelling pulses (Figure 5.12c). The initial pulse triggers an action
potential at x = 0, which is followed by two pulses travelling in opposite directions.
Soon afterwards, solitary pulses originate from two points on either side of x = 0
- two pulses from each point. Two of the pulses collide and vanish, the other two
travel outward unhindered. This is, then, followed by solitary pulses originating from
three points. For this combination of µ-λ, the ODE system simply produced an action
potential. However, in the spatially extended model, we observe this unusual wave
pattern due to diffusion. Upon closely inspecting Figure 5.11, it was found that the
Hopf bifurcation occurs at µ ≈ 0.28324 for λ = 10. Because these values of µ-λ lie
close to the Hopf curve, it is possible that this behaviour might be representative of an
intermediate ‘phase’ of the system as it transitions between two bifurcation regimes.

• Inside the Hopf curve

µ = 0.286, λ = 7 & 10: Periodic wavetrains (Figures 5.12e & 5.12f). The initial pulse
triggers low frequency limit cycles and two periodic wavetrains that travel outward
in opposing directions. In the ODE model, these values of µ-λ generated limit cycles
(Figures 4.10d & 4.10g).

µ = 0.3, λ = 1, 7 & 10: Periodic wavetrains (Figures 5.12g, 5.12h & 5.12i). The initial
pulse triggers limit cycles and two periodic wavetrains that travel outward in opposing
directions. These wavetrains are faster than the ones produced for µ = 0.286. In line
with the predictions of the Hopf curve and the bifurcation diagram in Figure 2.3a, the
ODE model also exhibits limit cycles of greater amplitude and frequency for µ = 0.3,
compared to µ = 0.286.

µ = 0.49, λ = 1: Decaying oscillations (Figure 5.12j). Over short simulation times, the
system only exhibits low amplitude, high frequency limit cycles near x = 0 but, for
larger times (Figure 5.14), the system was observed to display a complex wave pattern.
In comparison, for this combination of µ-λ, the ODE model displayed limit cycles with
high amplitude and frequency (Figure 4.10c).

• Outside the Hopf curve - Right area

µ = 0.49, λ = 7 & 10: Decaying oscillations (Figures 5.12k & 5.12l). The initial
pulse triggers oscillations at the point of origin. These oscillations die out with time,
analogous to Figures 4.10f & 4.10i.
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Figure 5.14: Ca2+ concentration ‘c’ over the domain −25 ≤ x ≤ 25 for 0 ≤ t ≤ 500
generated as a solution of the system (5.4)-(5.15) for T̂ (c) = T2(c). µ = 0.49, and λ = 1.

Software: MATLAB

Figure 5.13 depicts system behaviour, in terms of the associated mechanical waves -
tissue dilations, over a range of values of the bifurcation parameters µ and λ. Comparing
Figures 5.12 & 5.13, once again, it can be seen that the mechanical wave pattern matches
that of the Ca2+ waves and that the mechanical waves have a much smaller amplitude than
the Ca2+ waves.

When comparing Figures 5.3, 5.8 & 5.13, we see that the mechanical waves have the
greatest amplitude in the case of Figure 5.8 - corresponding to the traction term T1(W, c).

In Figure 5.9, it was noted that the spikes in θ began to merge upon increasing the
value of W . And, in Figure 5.8, for µ = 0.45 and W = 1.5, we observed θ oscillations
of significant amplitude which disappeared upon increasing W (for the same bifurcation
parameters). These behaviours can be understood by visualising the shape of the respective
traction terms.

For T̂ (c) = 10c
1+10c : In Figure 5.4, the amplitude of the Ca2+ waves is such that 0 < c < 2.8.

In a plot of T̂ (c) versus c, this range of c corresponds to 0 < T̂ (c) < 1. Hence, we get
mechanical waves of noticeable amplitude.

For T̂ (c) = T1(W, c): In Figure 5.9, the amplitude of the Ca2+ waves is such that 0 < c <

2.8. Considering the shape of T1(W, c), it can be recalled that T̂ (c) goes through a cycle of
ascent and descent as c is increased from 0. This generates the shape of a wide ‘pulse’ whose
width is determined by W . For each spike in c, T̂ (c) goes through this cycle twice - starting
at the rising edge of the Ca2+ spike and then, again, on the falling edge. This generates two
spikes in θ for a single spike in c. As W is increased, the two spikes in θ begin to merge
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because T̂ (c) is unable to complete the full cycle.
The θ oscillations of Figure 5.8c can be explained similarly. The amplitude of the cor-

responding Ca2+ waves (Figure 5.7c) is such that 1.1 < c < 1.5, which corresponds to
the falling edge of the associated T̂ (c) (Figure 4.2c). By comparison, for the Ca2+ waves
in Figures 5.7f, 5.7i & 5.7l, 1.2 < c < 1.4 which corresponds to the plateau of T̂ (c), for
their respective traction terms. Thus, we observe θ oscillations in Figure 5.8c and not in
Figures 5.8f, 5.8i & 5.8l.

For T̂ (c) = T2(c): In Figure 5.12, the amplitude of the Ca2+ waves is such that 0 < c < 3.
In a plot of T̂ (c) versus c, it can be seen that T̂ (c) has non-zero values only in the vicinity
of c = 4 so, this range of c corresponds to T̂ (c) ≈ 0. Hence, the mechanical waves have a
nearly imperceptible amplitude. However, based on Figure 4.10c and the conclusions drawn
from the bifurcation diagram (Figure 2.3a), choosing a high value of µ inside the Hopf curve
e.g. µ = 0.4 or 0.45 should produce mechanical waves of greater amplitude.

It should be noted that all of the traction terms above have a peak value of 1 i.e. T̂max = 1.
If the traction terms are scaled to give higher values of T̂max (Figure 5.15), it results in
larger mechanical waves. However, scaling the traction term reduces the area enclosed by
the associated Hopf curve (Figure 5.16), limiting the range of µ-λ parameter choices that
produce periodic wavetrains.

(a) T̂ (c) = T̂maxT1(1.5, c) (b) T̂ (c) = T̂maxT2(c)

Figure 5.15: Shape of the scaled traction stress terms. Software: MATLAB
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(a) T̂ (c) = T̂maxT1(1.5, c) (b) T̂ (c) = T̂maxT2(c)

Figure 5.16: Hopf curves for the scaled traction stress terms. Software: MATLAB

In this chapter, diffusion (in one spatial dimension) was added to the mechanochemical
ODE model from Chapter 4 and we studied the behaviour of the spatially extended system
for the traction stress terms modelled in Chapter 4. It can be recalled that we used the
results of the linear stability analysis and the simulations from Chapter 2 to describe the
behaviour of the spatially extended Atri model in Chapter 3. In an analogous manner, the
Hopf curve and the simulations from Chapter 4 were used to explain the behaviour of the
mechanochemical PDE model.

In the instances where the system displayed periodic wavetrains, it was observed that the
amplitude of the Ca2+ waves varied periodically over time. This was found to exert an effect
on the mechanical waves such that, at a point, the central value of the θ oscillations varied
in accordance with the amplitude of the Ca2+ oscillations at that point.

Thus far, it has been observed that the shape of the traction term and the amplitude of
the Ca2+ waves can greatly impact the mechanical waves. However, the traction terms (and,
by extension, the oscillations in θ) don’t seem to have much effect on Ca2+ due to our choice
of low T̂max. With higher values of T̂max, we can expect a greater impact on the behaviour
of Ca2+. However, as seen in Figure 5.16, increasing T̂max greatly reduces the range of λ
that sustains oscillations. And because λ is the ‘strength’ of the coupling between Ca2+ and
cell mechanics, this imposes a restriction upon the effect that cell mechanics can have on
cytosolic Ca2+ dynamics.
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Chapter 6

The Atri model on a disc (2D)

In the models discussed so far, we have worked with diffusion in one spatial dimension.
In reality, the developing embryo is a complex three-dimensional structure and hence, in
our modelling, we will now progress to two spatial dimensions, assuming radial symmetry
for convenience. In fact, in most experimental investigations, groups of cells arranged in a
two-dimensional layer are studied. For instance, Narciso et al. (2017) studied intercellular
Ca2+ waves in Drosophila wing discs and Wallingford et al. (2001) studied intercellular Ca2+

waves in the dorsal tissue layer of gastrulating Xenopus embryos.
In this chapter, we simulate the Atri model over a circular disc (including Ca2+ diffusion).

The circular disc is taken to approximate a layer of tissue, comprised of a few hundred cells.
For the sake of simplicity, we forgo the inclusion of cellular mechanics here, which can be
explored in a future study.

From Chapter 3, it can be recalled that the Atri model is given by Equations (3.1)-(3.3),
where c represents cytosolic Ca2+ concentration and h is a dimensionless variable denoting
the proportion of IPRs that have not been inactivated. Once again, neglecting IP3 dynamics,
the equations reduce to:

∂c

∂t
= Dc∇2c+ Jchannel(c, h)− Jpump(c) + Jleak, (6.1)

τh
∂h

∂t
= h∞(c)− h, (6.2)

where
Jchannel(c, h) = kfluxµh

bk1 + c

k1 + c
, Jpump(c) = γc

kγ + c
, Jleak = β,

and
h∞(c) = k2

2
k2

2 + c2 .
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6.1 Nondimensionalising the model

While Atri et al. (1993) extended their model to two spatial dimensions in the Cartesian
system, we use plane polar coordinates. Owing to the radial symmetry of our chosen initial
conditions (Equations (6.7) & (6.8)) and model geometry, this choice of coordinates allows
us to simplify the model. To nondimensionalise the model, as in Chapter 3, we set c = k1c̄,
t = τht̄, r = lr̄, and neglect Jleak as it is again assumed to be small. Dropping bars for
notational convenience, we obtain

∂c

∂t
= Do

(
∂2c

∂r2 + 1
r

∂c

∂r

)
+ µhK1

b+ c

1 + c
− Γc
K + c

, (6.3)

∂h

∂t
= K2

2
K2

2 + c2 − h, (6.4)

where
r =

√
x2 + y2.

In Equations (6.3) & (6.4), Do = Dcτh/l
2, K1 = kfτh/k1, Γ = γτh/k1, K = kγ/k1, and

K2 = k2/k1. Taking l = 20µm and using the parameter values of Atri et al. (1993) (see
Appendix A1, Table A1.1), we obtain K2 = 1, Γ = 40/7 ∼ 5.71, K = 1/7, and Do = 0.1.
We again take µ to be the bifurcation parameter.

6.2 Simulations

We simulate the model over the surface of a circular disc of diameter 1000µm (i.e. r ≤ 25
in nondimensional units). For a cell diameter of 50µm, this can be visualised by imagining
20 epithelial cells placed side by side along the diameter of this disc. By approximating
the shape of an individual cell to be circular, and neglecting the spaces between the cells,
we can imagine roughly 400 cells in this circular tissue. Again, we neglect any intercellular
interfaces, so we model the tissue as a continuum.

To study the spatiotemporal evolution of the system for different bifurcation regimes,
Equations (6.3)-(6.4) were solved numerically in COMSOL Multiphysics for the system pa-
rameters specified in Table A1.1, over the circular disc. As in Section 3.3, we consider a
Ca2+ wave diffusing outward over the cells that make up the epithelial tissue layer. Because
we ignore the effects of the tissue boundaries, we apply no flux boundary conditions:
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cr(25, t) = 0 (6.5)

hr(25, t) = 0 (6.6)

Equations (6.7)-(6.8) are taken to be the initial conditions of the system. Equation (6.7)
expresses a Gaussian pulse (in c) whose centre coincides with the centre of the disc. All
other points are taken to be at the steady state values of c and h.

c(r, 0) = cSt + exp
(
−0.5r2

)
(6.7)

h(r, 0) = hSt = 1
1 + c2

St

(6.8)

Figures 6.1, 6.2, 6.5 & 6.12 depict c(r, t) for different bifurcation regimes. It should be
noted that the COMSOL Multiphysics software depicts solutions in Cartesian coordinates.
Because our model geometry and initial conditions are radially symmetric, we expect the
solutions to be radially symmetric as well.

In Chapter 2, the linear stability analysis helped us identify the different bifurcation
regimes for the Atri model. In the case of the spatially extended model, the system will
experience bifurcations at approximately the same values of µ since diffusion effects are small.
In Chapter 3, we studied the behaviour of the model over a one-dimensional geometry. In
the following pages, we study how that relates to the behaviour over the two-dimensional
geometry.
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(a) t = 0 (b) t = 5

(c) t = 10 (d) t = 15

Figure 6.1: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.284. Software: COMSOL Multiphysics

µ = 0.284: In Figure 6.1, the initial pulse triggers an action potential at r = 0. This
action potential, then, induces a solitary circular wave that travels outward but decays after
travelling a short distance. This is analogous to the solitary pulses in Figure 3.1a.

77



(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

Figure 6.2: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.288. Software: COMSOL Multiphysics

µ = 0.288: In Figure 6.2, the initial pulse triggers an action potential at r = 0 which then
induces a solitary circular wave that travels outward. This wavefront does not decay, it
propagates towards the periphery of the domain without noticeable attenuation and then
passes beyond it. It is expected that the wavefront decays after travelling a finite distance
beyond the periphery. This is analogous to the solitary pulses in Figure 3.1b.

Generally speaking, in the cases where the system produces a solitary wave, the value of
µ seems to determine the distance that the wave will travel before decaying. A higher value
of µ yields a wave that travels over a longer distance. However, increasing the value of µ
further, beyond the Hopf bifurcation point, changes the system’s behaviour and produces
periodic waves.
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(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

Figure 6.3: Spatial distribution of c and h along the diameter at y = 0. Solutions of the
system (6.3)-(6.8) for µ = 0.288, at (a) t = 0, (b) t = 10, (c) t = 20, and (d) t = 30.

Software: COMSOL Multiphysics

Figure 6.3 depicts the distribution of c and h along the diameter of the disc (y = 0) at
time instants t = 0, 10, 20, and 30. As expected, this cross-sectional view of the circular
wave resembles the solitary pulses seen in Figure 3.4. On comparing with Figure 3.4, it
appears that the solitary pulses have the same amplitude and travel with similar speed in
both models. Figure 6.4 depicts the evolution of c and h with time at points x = 5, y = 0
and x = 15, y = 0.
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(a) x = 5, y = 0 (b) x = 15, y = 0

Figure 6.4: Time evolution of c and h. Solutions of the system (6.3)-(6.8) for µ = 0.288, at
points (a) x = 5, y = 0 and (b) x = 15, y = 0. Software: COMSOL Multiphysics

µ = 0.3: In Figure 6.5, the initial pulse triggers limit cycles at r = 0 and periodic circular
waves that travel outward. This is analogous to the periodic wavetrains in Figure 3.1c.

Figure 6.6 depicts the distribution of c and h along the diameter of the disc at time
instants t = 0, 10, 20, 30, 40, and 50. As expected, this cross-sectional view of the circular
waves resembles the periodic wavetrain seen in Figure 3.7. Figure 6.7 depicts the evolution
of c and h with time at points x = 5, y = 0 and x = 15, y = 0.

The waves originate at the centre of the disc and travel towards the periphery but they
decay after travelling a certain distance. The first wave decays very close to the centre
(Figure 6.6b). Before they begin to decay, the waves appear to travel with a consistent
amplitude and each wave travels further than its predecessor before decaying. The effect of
this behaviour can be seen in Figure 6.7. In both Figures 6.7a & 6.7b, the first oscillation is
smaller than the subsequent oscillations, which are of constant amplitude.
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(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

(e) t = 40 (f) t = 50

Figure 6.5: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.3. Software: COMSOL Multiphysics
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(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

(e) t = 40 (f) t = 50

Figure 6.6: Spatial distribution of c and h along the diameter at y = 0. Solutions of the
system (6.3)-(6.8) for µ = 0.3, at (a) t = 0, (b) t = 10, (c) t = 20, (d) t = 30, (e) t = 40,

and (f) t = 50. Software: COMSOL Multiphysics
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(a) x = 5, y = 0 (b) x = 15, y = 0

Figure 6.7: Time evolution of c and h. Solutions of the system (6.3)-(6.8) for µ = 0.3, at
points (a) x = 5, y = 0 and (b) x = 15, y = 0. Software: COMSOL Multiphysics

µ = 0.35: In Figure 6.8, the initial pulse triggers limit cycles at r = 0 and periodic circular
waves that travel inward. This is analogous to the periodic wavetrains in Figure 3.1d.

Figure 6.9 depicts the distribution of c and h along the diameter of the disc at time
instants t = 0, 10, 20, 30, 40, and 50. The waves originate at some distance from the centre
of the disc and then travel towards it. The first wave originates very close to the centre
(Figure 6.9c). Each subsequent wave is generated further away from the centre and travels
inward with constant amplitude.

µ = 0.45: In Figure 6.10, the initial pulse triggers limit cycles at r = 0 and inward-travelling
periodic circular waves, in the vicinity of r = 0. This is analogous to the periodic wavetrains
in Figure 3.1e.

Figure 6.11 depicts the distribution of c and h along the diameter of the disc at time
instants t = 0, 5, 10, 15, 20, 25, 30, 35, and 40. The waves originate at a distance from the
centre of the disc and then travel towards it. Unlike Figure 6.9, however, these waves are
only generated in the vicinity of r = 0.

µ = 0.55: In Figure 6.12, the initial pulse triggers oscillations at the point of origin. These
oscillations die out with time, analogous to Figure 3.1f.
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(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

(e) t = 40 (f) t = 50

Figure 6.8: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.35. Software: COMSOL Multiphysics
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(a) t = 0 (b) t = 10

(c) t = 20 (d) t = 30

(e) t = 40 (f) t = 50

Figure 6.9: Spatial distribution of c and h along the diameter at y = 0. Solutions of the
system (6.3)-(6.8) for µ = 0.35, at (a) t = 0, (b) t = 10, (c) t = 20, (d) t = 30, (e) t = 40,

and (f) t = 50. Software: COMSOL Multiphysics
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(a) t = 0 (b) t = 5 (c) t = 10

(d) t = 15 (e) t = 20 (f) t = 25

(g) t = 30 (h) t = 35 (i) t = 40

Figure 6.10: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.45. Software: COMSOL Multiphysics
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(a) t = 0 (b) t = 5 (c) t = 10

(d) t = 15 (e) t = 20 (f) t = 25

(g) t = 30 (h) t = 35 (i) t = 40

Figure 6.11: Spatial distribution of c and h along the diameter at y = 0. Solutions of the
system (6.3)-(6.8) for µ = 0.45, at (a) t = 0, (b) t = 5, (c) t = 10, (d) t = 15, (e) t = 20, (f)

t = 25, (g) t = 30, (h) t = 35, and (i) t = 40. Software: COMSOL Multiphysics
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(a) t = 0 (b) t = 2.5

(c) t = 5 (d) t = 7.5

Figure 6.12: Ca2+ concentration ‘c’ over the circular domain of radius r = 25 at different
instants of time, generated as solutions of the system (6.3)-(6.8). Simulations ran up to

t = 50, for µ = 0.55. Software: COMSOL Multiphysics

In this chapter, we computed solutions of the spatially extended Atri model over a circular
disc and observed the wave patterns of Ca2+. It was found that the periodic wavetrains arising
in the one-dimensional Atri model (Chapter 3) are similar to the circular waves in the two-
dimensional model (Figures 6.5, 6.8 & 6.10). It appears that the two-dimensional model
undergoes bifurcations at approximately the same values predicted by the linear stability
analysis of Chapter 2, performed for the one-dimensional model. Our choice of a radially
symmetric initial condition allowed us to simplify the model and obtain circular Ca2+ waves.
Non-radially symmetric initial conditions could be explored in a future study.
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Chapter 7

Summary, Conclusions and Future
Work

In this project, we studied a series of increasingly complex Ca2+ signalling models. We
focused on the interplay of Ca2+ signalling and mechanics in fertilization and embryogenesis,
a very important phenomenon, albeit poorly understood. Despite its importance, there is a
scarcity of models that couple Ca2+ signalling and cellular mechanics.

In Chapter 1, we begin with a discussion of the biological mechanism underpinning Ca2+

signalling and the coupling between Ca2+ signalling and mechanics. Then, we summarise
some key models that have been proposed for describing Ca2+ signalling.

In Chapter 2, we present the derivation of the Atri et al. (1993) model. The model is a non-
linear dynamical system consisting of two ODEs, for Ca2+ concentration (c) and the fraction
of IP3 receptors that have not been inactivated (h), respectively. The IP3 concentration
(µ) is chosen as the bifurcation parameter. We nondimensionalise the model and perform
a linear stability analysis, to identify the range of µ that sustains Ca2+ oscillations, as in
Kaouri et al. (2019). We then simulate the Atri model for different values of µ, corresponding
to the different bifurcation regimes (Figure 2.2). The system displays sustained non-linear
oscillations (limit cycles) for 0.289 < µ < 0.495, in agreement with the results of the stability
analysis.

Note that we focus on the Atri model because it is backed by experimental findings
(Estrada et al., 2016) and its structure allows a semi-analytical treatment (Kaouri et al.,
2019). This makes it easy to identify the range of the bifurcation parameter (µ) that sustains
Ca2+ oscillations.

In Chapter 3, we include Ca2+ diffusion to the Atri model and nondimensionalise. We solve
the model numerically over a one-dimensional geometry for different bifurcation regimes,

89



based on the values of µ identified in Chapter 2 (Figure 3.1). We find that the action
potential and limit cycles seen in the previous chapter correspond to solitary waves and
periodic wavetrains in the one-dimensional model.

In Chapter 4, we follow Murray & Oster (1984) and Kaouri et al. (2019) where the cell,
or tissue, is modelled as a viscoelastic material. The traction stress saturates with Ca2+

and is modelled with a Hill function. From a force balance equation, an ODE for cell
dilation/contraction (θ) is derived. The resulting mechanochemical model is a system of
three ODEs for the variables c, h, and θ. µ and λ are chosen as the bifurcation parameters.
We nondimensionalise the model and solve Equations (4.16) & (4.17) to plot a Hopf curve
corresponding to the traction term T̂ (c) (Figure 4.3). The Hopf curve for the Hill function
indicates that Ca2+ oscillations vanish when either µ or λ are increased beyond a certain
threshold.

For this project, we introduce two novel ‘pulse’-shaped traction stress terms - T1(W, c) and
T2(c), and compare them with a traction term (Hill function) used in Kaouri et al. (2019).
Comparing the Hopf curves corresponding to these traction terms over the parameter space
of interest: λ ∈ (0, 10]∪µ ∈ [0, 1], we find that, in the case of T1(W, c), the Ca2+ oscillations
vanish when either µ or λ are increased beyond a certain threshold. In the case of T2(c),
Ca2+ oscillations vanish when µ is increased beyond a certain threshold, however, changing
the value of λ doesn’t seem to impact Ca2+ oscillations.

We then simulate the mechanochemical ODE model for each traction term over the var-
ious bifurcation regimes (Figures 4.6, 4.8 & 4.10) - identified using the Hopf curve for each
corresponding traction term. We find that the ‘pulse’-width of the traction term can reg-
ulate the frequency of the cell contractions (Figure 4.8), specifically, the frequency of the
contractions decreases as the width of the traction term increases. The frequency of the
Ca2+ oscillations remains unchanged, however.

In Chapter 5, we include Ca2+ diffusion in the mechanochemical model of Chapter 4 and
obtain a PDE model, which we again nondimensionalise. As in Chapter 4, we simulate the
model for each traction term over the different bifurcation regimes (Figures 5.2, 5.3, 5.7, 5.8,
5.12 & 5.13) and compare with the results obtained in Chapter 4.

We find that the mechanical wave pattern is shown to mirror that of the Ca2+ waves.
Also, as found in Chapter 4, the frequency of cell contractions decreases as the width of
the traction term increases (Figure 5.9). It was noted that the amplitude of the Ca2+

oscillations at a point varies periodically with time (Figures 5.4 & 5.9), unlike the behaviour
seen in Chapter 4 (Figures 4.6b, 4.8b, 4.8e, 4.8h & 4.8k).

Based on the simulation results of Chapters 4 and 5, we find that the shape of the Ca2+

waves can greatly impact the shape and size of the mechanical waves whereas the mechanical
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waves can only exert a limited influence on the Ca2+ waves. This can be understood by
considering Equations (4.6), (4.8), (5.4) & (5.6).

In Equations (4.8) and (5.6), T̂ (c) is dependent upon c and directly impacts θ, therefore,
the shape of the Ca2+ waves can impact the amplitude, frequency and shape of the mechanical
waves based on the shape of T̂ (c). Increasing the height of T̂ (c) increases the amplitude of
the mechanical waves.

From Equations (4.6) and (5.4), it is apparent that mechanical waves of a higher amplitude
would exert a greater influence on the shape of the Ca2+ waves. Note that the parameter
λ determines the ‘strength’ of the coupling between θ and c. Upon increasing the height of
T̂ (c), the area of the associated Hopf curve decreases (Figure 5.16). This greatly reduces the
range of λ that sustains oscillations and imposes an upper limit on our choice of λ. Thus,
we conclude that cell mechanics can only exert a limited influence on the cytosolic Ca2+

dynamics.
In Chapter 6, similarly to Chapter 3, we include Ca2+ diffusion in the Atri model from

Chapter 2 but solve the model over a disc. We simulate the model for different bifurcation
regimes (Figures 6.1 - 6.12). Comparing the results with Chapter 3, we find that the periodic
wavetrains observed in the one-dimensional model correspond to radially symmetric periodic
waves here. Based on our comparison of Figures 3.1a, 3.1b, 3.1c, 3.1d, 3.1e & 3.1f with
Figures 6.1, 6.2, 6.5, 6.8, 6.10 & 6.12, respectively, we find that the disc model undergoes
bifurcations at approximately the same values as the one-dimensional model.

The radially symmetric initial conditions chosen in Chapter 6 allow us to simplify our
model and generate radially symmetric waves. Non-radially symmetric initial conditions
would yield different wave patterns and this can be explored in a future study. The next
step would be to incorporate the mechanics equation in the model. We could then extend
the mechanochemical model and solve it over a cylinder, to emulate an embryonic epithelial
cell.

It should be noted that the models studied in this project are deterministic, however,
Ca2+ signalling is an inherently stochastic process so there exists a separate class of models
that take into account the effect of stochastic processes. Also, the models we studied assume
the cells, and tissue, to be a continuous viscoelastic material i.e. the models are continuum-
based. In contrast, there exists another class of models used to study the interplay of Ca2+

signalling and cell mechanics - cell-based models. In these models, each cell is represented
by a polyhedron and a set of equations at each vertex governs the change in cell shape.
Stochastic models and cell-based models both could be another direction of research.
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Appendix A1

Model parameters

Parameter values
Parameter Value

b 0.111
k1 0.7µM
kf 16.2µM/s

kµ 0.7µM
γ 2µM/s

kγ 0.1µM
β 0− 0.02µM/s

k2 0.7µM
τh 2s
Dc 20(µm)2/s

Table A1.1: Parameter values for the dimensional Atri model. Source: Atri et al. (1993)
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Appendix A2

MATLAB codes

Listing A2.1: Atri Model without Diffusion
1 % ----- ATRI MODEL -----

2

3 [t CH] = ode45(@atri,[0 50], [1 1]);

4 c = CH(:,1);

5 h = CH(:,2);

6

7 figure(1)

8 plot(t,c);

9 hold on; grid on;

10 %title('Atri Model: c(t) and h(t)');

11 xlabel('{\it t}')
12 plot(t,h,'--');

13 legend('{\it c} : Caˆ{2+} concentration','{\it h} : Fraction of active ...

IPRs');

14 hold off;

15

16 function A = atri(t,ch)

17

18 kf = 16.2;

19 th = 2;

20 k1 = 0.7;

21 y = 2;

22 ky = 0.1;

23 k2 = 0.7;

24 b = 0.111;

25
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26 mu = 0.3;

27 K1 = (kf*th)/k1;

28 T = (y*th)/k1;

29 K = ky/k1;

30 K2 = k2/k1;

31

32 Fch = ((b+ch(1))*mu*K1*ch(2)/(1+ch(1)))-(T*ch(1)/(K+ch(1)));

33 Gch = (K2ˆ2/(K2ˆ2+ch(1)ˆ2))-ch(2);

34

35 A = [Fch; Gch];

36

37 end

Code used to generate the plots in Chapter 2.

Listing A2.2: Mechanochemical Model without Diffusion
1 % ----- MECHANOCHEMICAL ODE MODEL -----

2

3 [t CHO] = ode45(@atri,[0 50], [1 1 1]);

4 c = CHO(:,1);

5 h = CHO(:,2);

6 o = CHO(:,3);

7

8 set(0, 'DefaultFigureRenderer', 'painters');

9

10 figure(1)

11 set(gcf,'DefaultAxesFontSize',16);

12 plot(t,c);

13 hold on; grid on;

14 % title('Mechanochemical Model: {\it c}, {\it h} and \theta');
15 xlabel('\it t','FontSize',18);

16 plot(t,h,'--');

17 plot(t,o,'-.m','LineWidth',1);

18 lgd = legend('{\it c} : Caˆ{2+} concentration','{\it h} : Fraction of ...

active IPRs','\theta : Tissue dilation');

19 set(lgd,'FontSize',16);

20 hold off;

21

22 function A = atri(t,ch)

23

24 kf = 16.2;

25 th = 2;
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26 k1 = 0.7;

27 y = 2;

28 ky = 0.1;

29 k2 = 0.7;

30 b = 0.111;

31 ko = 1;

32

33 lm = 0.5;

34 mu = 0.3;

35

36 K1 = (kf*th)/k1;

37 T = (y*th)/k1;

38 K = ky/k1;

39 K2 = k2/k1;

40

41 M = 0.2;

42 n = 4; % only for even n

43 W = 2;

44 rs = (ch(1)ˆn/(Mˆn+ch(1)ˆn));

45 de = 1-((ch(1)-W)ˆn/(Mˆn+(ch(1)-W)ˆn))*heaviside(-(ch(1)-W));

46 pl = rs - de ;

47

48 Fch = ((b+ch(1))*mu*K1*ch(2)/(1+ch(1)))-(T*ch(1)/(K+ch(1)))+lm*ch(3);

49 Gch = (K2ˆ2/(K2ˆ2+ch(1)ˆ2))-ch(2);

50 Och = -ko*ch(3)+pl;

51

52 A = [Fch; Gch; Och];

53

54 end

Code used to generate the plots in Chapter 4.
The code above simulates the model for the traction term T̂ (c) = T1(W, c) (see Equa-
tion (4.10)).

Listing A2.3: Mechanochemical Model with Diffusion
1 %----------------------------------

2 % --- MECHANOCHEMICAL PDE MODEL ---

3 %----------------------------------

4

5 m = 0;

6 x = linspace(-25,25,5000);

7 t = linspace(0,50,500);
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8

9 mu lm;

10

11 sol = pdepe(m,@atripde,@atriic,@atribc,x,t);

12 u1 = sol(:,:,1);

13 u2 = sol(:,:,2);

14 u3 = sol(:,:,3);

15

16 set(0, 'DefaultFigureRenderer', 'painters');

17

18 figure(1);

19 set(gcf,'DefaultAxesFontSize',16);

20 imagesc(x,t,u1); colormap jet; axis xy;

21 colorbar

22 caxis([0 5]);

23 xlabel('\it x','FontSize',18);

24 ylabel('\it t','FontSize',18);

25

26 figure(2);

27 set(gcf,'DefaultAxesFontSize',16);

28 pcolor(x,t,u3); colormap autumn; shading interp;

29 colorbar

30 caxis([0 1]);

31 xlabel('\it x','FontSize',18);

32 ylabel('\it t','FontSize',18);

33

34 %% -------------LINE GRAPHS--------------

35

36 figure(3);

37 set(gcf,'DefaultAxesFontSize',16);

38 plot(x,u1(500,:),'LineWidth',1);

39 hold on; grid on;

40 plot(x,u3(500,:),'m','LineWidth',1);

41 xlabel('\it x','FontSize',18);

42 lgd = legend('{\it c}',' \theta');
43 set(lgd,'FontSize',16,'LineWidth',1);

44 axis([-25 25 0 6]);

45 hold off;

46

47 figure(4);

48 set(gcf,'DefaultAxesFontSize',16);

49 plot(t,u1(:,2500),'LineWidth',1);

50 hold on; grid on;
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51 plot(t,u3(:,2500),'m','LineWidth',1);

52 xlabel('\it t','FontSize',18);

53 lgd = legend('{\it c}',' \theta');
54 set(lgd,'FontSize',16,'LineWidth',1);

55 axis([0 50 0 6]);

56 hold off;

57

58 %% --------------------------------------

59

60 function P = mu lm()

61

62 global mu;

63 global lm;

64 global W;

65 global cSt;

66 global hSt;

67 global oSt;

68

69 mu = 0.3;

70 lm = 0.5;

71 W = 1.5;

72

73 R = AtriMech SteadyStateSolver Vex(mu,lm,W)

74

75 cSt = R(1);

76 hSt = R(2);

77 oSt = R(3);

78

79 end

80

81 function [c, f, s] = atripde(x,t,u,dudx)

82

83 kf = 16.2;

84 th = 2;

85 k1 = 0.7;

86 y = 2;

87 ky = 0.1;

88 k2 = 0.7;

89 b = 0.111;

90 ko = 1;

91 Dc = 20*(10ˆ-12);

92 l = 20*(10ˆ-6);

93
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94 % declaring global parameters within function

95 %--------------------------------------------

96 global mu;

97 global lm;

98 global W;

99 %--------------------------------------------

100

101 K1 = (kf*th)/k1;

102 T = (y*th)/k1;

103 K = ky/k1;

104 K2 = k2/k1;

105 D = Dc*th/lˆ2;

106

107

108 M = 0.2;

109 n = 4; % only for even n

110 rs = (u(1)ˆn/(Mˆn+u(1)ˆn));

111 de = 1-((u(1)-W)ˆn/(Mˆn+(u(1)-W)ˆn))*heaviside(-(u(1)-W));

112 pl = rs - de ;

113 TH = pl;

114

115 F = ((b+u(1))*mu*K1*u(2)/(1+u(1)))-(T*u(1)/(K+u(1)))+lm*u(3);

116 G = (K2ˆ2/(K2ˆ2+u(1)ˆ2))-u(2);

117 O = -ko*u(3)+TH;

118

119 c = [1; 1; 1];

120 f = [D; 0; 0] .* dudx;

121 s = [F; G; O];

122

123 end

124

125 function u0 = atriic(x)

126

127 % declaring global parameters within function

128 %--------------------------------------------

129 global cSt;

130 global hSt;

131 global oSt;

132 %--------------------------------------------

133

134 S = 10;

135 sig = 0.01;

136
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137 u0 = [ cSt+4*exp(-0.5*(xˆ2)/(S*sig)ˆ2); hSt; oSt];

138

139 end

140

141 function [pl,ql,pr,qr] = atribc(xl,ul,xr,ur,t)

142

143 % declaring global parameters within function

144 %--------------------------------------------

145 global cSt;

146 global hSt;

147 global oSt;

148 %--------------------------------------------

149

150 % NO FLUX CONDITION

151 pl = [0; 0; 0];

152 ql = [1; 1; 1];

153 pr = [0; 0; 0];

154 qr = [1; 1; 1];

155

156 end

Code used to generate the plots in Chapter 5.
The code above simulates the model for the traction term T̂ (c) = T1(W, c).

Listing A2.4: Finding the steady state values of the mechanochemical model
1 % --- MECHANOCHEMICAL PDE MODEL: STEADY STATE (IC) ---

2

3 function R = AtriMech SteadyStateSolver Vex(mu,lm,W)

4

5 kf = 16.2;

6 th = 2;

7 k1 = 0.7;

8 y = 2;

9 ky = 0.1;

10 k2 = 0.7;

11 b = 0.111;

12

13 K1 = (kf*th)/k1;

14 T = (y*th)/k1;

15 K = ky/k1;

16

17 syms c h TH(c)
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18

19 deg = 5;

20

21 syms rs(c) de(c) pl(c)

22

23 M = 0.2;

24 n = 4; % only for even n

25

26 rs(c) = (cˆn/(Mˆn+cˆn));

27 de(c) = 1-(cˆn/(Mˆn+cˆn))*heaviside(-c);

28 pl(c) = rs(c) - de(c-W) ;

29

30 TH(c) = pl(c);

31

32 %-------------------------------

33

34 digits(16);

35 eqnC = mu*K1*(1/(1+cˆ2))*((b+c)/(1+c))-(T*c/(K+c))+lm*TH == 0;

36 solC = vpasolve(eqnC, c, 1)

37

38 % THE FOLLOWING CODE RETURNS ONLY ONE REAL ROOT

39 %% --- Root Selector ---

40

41 rt = zeros([1 deg]);

42 ct = 0;

43 pv = 0;

44 rn = size(solC,1);

45

46 for j=1:rn

47 z = double(solC(j));

48 REC = log10(abs(real(z)));

49 IMC = log10(abs(imag(z)));

50

51 if (isreal(z))

52 if(z ≥ 0)

53 ct = ct + 1;

54 rt(ct) = z;

55 if (ct == 1)

56 pv = j;

57 end

58 end

59

60 elseif (real(z) > 0)
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61 if((REC-IMC) > 3)

62 ct = ct + 1;

63 rt(ct) = real(z);

64 if (ct == 1)

65 pv = j;

66 end

67 end

68 end

69

70 end

71

72 R(1) = vpa(rt(1),16);

73 R(2) = 1/(1+R(1)ˆ2);

74 R(3) = TH(R(1))/1;

75

76 if (ct == 0)

77 Out = "No suitable real roots"

78 R(1) = 0;

79 R(2) = 0;

80 R(3) = 0;

81 else

82 Out = "Real root extracted"

83 end

84

85 end

Code used to compute the steady state values of c, h & θ, which are then used to set the
initial conditions for the mechanochemical PDE model.
For traction term T̂ (c) = T1(W, c).
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