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ABSTRACT: We study an inspection and replacement policy for a system when maintenance actions 

are executed at times or “visits” with a fixed, periodic schedule. Then, the novel focus of the paper is 

not when to schedule maintenance but what maintenance to schedule at known times. Violations 

(defaults) may occur because time or resources is limited. The model is motivated by maintenance 

policy typically used for high-value, engineered systems e.g. windfarms, transportation systems, 

manufacturing lines. This motivation underlies the importance of the work. Inspections are modelled 

using the delay time concept. System lifetime is heterogeneous, so that early defects, due to say poor 

quality parts or installation, may occur. There is a lag between failure and corrective replacement and 

so we model the cost of downtime. We determine the cost-rate, system reliability and average 

availability of a policy with an initial inspection (preventive maintenance) phase followed by a wear-

out (corrective maintenance) phase. A numerical example illustrates and investigates characteristics 

of the policy. Results indicate that the scheduled time for preventive replacement and the effective 

visit-frequency have the largest effect on policy performance. The policy is scalable to multi-

component systems in a way that facilitates the study of grouping policies. 

Keywords: maintenance, replacement, inspection, delay time, opportunistic maintenance 

 

 

 

1.  INTRODUCTION  

There are significant costs associated with logistics for the maintenance of dispersed systems 

(Shafiee, 2015; Hedjazi et. al. 2019; Nguyen et al., 2019). Thus, immediate attention to failures of 

such systems (corrective maintenance) and even the actions defined to avoid failures (preventive 

maintenance) are constrained by the transportation of personnel, equipment and spare parts (Arvesen 

et al., 2013; Rodrigues et al., 2020; Kafiabad et. al., 2020). Also, even when logistics is not an issue, 

operations may have priority over maintenance (Scarf et al., 2019; Broek et al., 2020; Sinisterra and 

Cavalcante, 2020). These factors mean that there are significant challenges for research in 

maintenance modelling and optimization, and recent studies of strategies that rationalize maintenance 

logistics in distribution systems (Duarte et al., 2020), in renewable energy systems (Shafiee and 

Sørensen, 2019), for transportation systems (Zhang et al., 2020) have been published. Furthermore, 

simultaneous planning of maintenance and the logistics for maintenance is receiving increasing 

attention (De Jonge and Scarf, 2020; Topan et al., 2020). Strategies include combining maintenance 
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actions (Shahraki et al., 2020), opportunistic actions (Canh Vu et al., 2020; Shen et al, 2021), multi-

echelon resourcing (Wang, et. al. 2019), periodic operational stoppages (Hu et al., 2020; Ruiz et al., 

2021). Notwithstanding such planning, defaulting may occur. Such violations of a maintenance plan 

can include postponement (Yang et al. 2019; Berrade et al., 2017, Cavalcante et al., 2019) or even 

cancellation of maintenance actions (Alotaibi et al., 2020). Our work here contributes to this research 

agenda and, in particular, is most closely related to the study of opportunistic policies. 

There has been much research on the modelling of opportunistic maintenance policies, both in  

theory (e.g. Dekker & Smeitink, 1991; Budai et al., 2006; Laggoune et al., 2010; Xia et al., 2017b,c; 

Zhang and Zeng, 2017) and for practice (e.g Ding and Tian, 2011; Hu and Zhang, 2014; Cavalcante 

and Lopes, 2015; Shafiee et al., 2015; Garambaki et. al., 2016; Xia et al., 2017a; Yildirim et al., 2017; 

Xia et al., 2021). Typically, opportunities arise at random from economic and structural 

interdependencies among components or parts (Dekker & Smeitink, 1991). Grouped maintenance 

policies also exploit such dependencies to maintain collections of parts (Do et al., 2013; Vu et al. 

2015; Peng & Zhu, 2017), but opportunistic maintenance is different because it aims to maintain a 

part or parts when another part of the system causes a stop.  

However, in our paper here, we take a different approach and suppose that maintenance actions 

can be executed only at pre-specified times. We suppose these times are periodic and denote them by 

is , 1,2,...i = . Such periodic “opportunities” may arise when operations cease, for example, at 

seasonal shutdowns (Zhang et al., 2020) or when maintenance resources are available, for example, 

at scheduled visits of a maintenance vessel to an offshore windfarm. This pre-specification makes 

policy both simpler to study (fewer decision variables) and easier to implement in practice, and akin 

to block replacement rather than age replacement, but nonetheless applicable to maintenance of 

windfarms (e.g. Shafiee, 2015), transportation systems (e.g. Corman et al., 2017), and manufacturing 

systems (e.g. Zahedi-Hosseini et al., 2018). This applicability to many types of high-value, technical 

systems underlies the importance of the work in our paper. At the “visits”, we suppose that a 

maintainer of the system chooses either to inspect the system to determine its state or replace the 

system, or to do both these actions. Thus, the novel contribution of this paper is that it models not 

when to schedule the execution of maintenance but what maintenance to schedule at known times. 

We also suppose that there may occur violations (defaults) because time and resources at periodic 

visits may be limited or conditions may vary.  

The choice of inspection and/or replacement at fixed times is formalized by supposing that, from 

new, inspections of the system are scheduled for times is , 1,...,i K= , preventive replacement is 

scheduled at time Ms , and corrective replacement (on failure) occurs at a visit subsequent to failure. 

The notion of inspection is based on the delay-time model in which a failure is immediately revealed 

and preceded by a defective state that extends for some random time, the delay time, during which 

the system operates. The defective state is only revealed by inspection. The model we develop in this 

paper is related to the models of hybrid inspection and replacement (Scarf et al., 2009; Scarf and 

Cavalcante, 2010; Arts and Basten, 2018) and develops the connection between opportunistic 

maintenance and inspection that few papers consider (Wang and Christer, 2003; Cavalcante and 

Lopes, 2015; Berrade et al. 2017; Scarf et al., 2019). Thus, the first phase [0, ]Ks  (of the life of the 

system) is the inspection phase, and the second phase ( , ]Ks Ms  is a wear-out (or failure correction) 
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phase. The phases arise in this order because we suppose that replacements may be heterogeneous, 

so that on replacement new systems may be weak or strong. The two-phase maintenance policy 

modulates different levels of care needed during the life of a critical component. The management of 

a two-phase policy is more onerous than a one-phase policy, but despite this there is increasing 

evidence of the benefit of the additional complication (e.g. Yeh et al., 2010; Cavalcante et al., 2011; 

Alberti et al., 2019; Yang et al., 2019), particularly when component lives are heterogeneous. Such 

heterogeneity may arise as a result of variations in quality (Scarf and Cavalcante, 2012) or variations 

in exogenous factors (e.g. weather) at the times of replacements. The latter may be particularly 

relevant given the fixed times of maintenance interventions. Early failures have been observed for 

wind turbine components (Hahn et al., 2007; Spinato et al., 2009; Faulstich et al., 2011).  

Exogenous factors may also lead to the postponement of maintenance (Van Oosterom et al., 2014; 

De Jonge et al., 2015; Zhang et al., 2019; Wang et al., 2020). Many mechanisms can be envisaged 

here: weather conditions may place additional strain on maintenance resource or may be too bad for 

any maintenance; a supply vessel may run-out of spare parts; maintenance actions on other assets 

may overrun. We model these mechanisms by supposing the possibility of defaulting on replacement. 

This possibility to default makes it particularly important to consider the cost of unavailability 

(downtime). In the model, a downtime cost arises when the system fails and remains so until 

replacement, either at the next scheduled maintenance intervention (visit) or beyond it if there is a 

default. An earlier, simpler version of the model without defaulting or downtime is developed in Scarf 

et al. (2018).  

The paper focuses on a single-component system (non-repairable), although the model provides a 

structure for aggregating the isolated maintenance plans of one-component systems with a common 

time-base, s. Thus, importantly, the common time-base provides a framework for combining 

maintenance inventions for a multi-component system or a fleet of multi-component systems, so that 

chosen groups of components or systems would be maintained at chosen multiples of s. This could 

simplify the grouping problem significantly.  

The precise specification of the model (assumptions, system, and policy) is described in the next 

section. To optimize the policy, we consider a long-run cost per unit time criterion. This “cost-rate”, 

and also the average availability and the approximate system reliability, quantified by the mean time 

between operational failures, are developed in Section 3. Section 4 presents a numerical example to 

illustrate the policy. And we conclude with a discussion in the final section.  

 

2. SPECIFICATION OF THE MODEL 

2.1. Notation 

X  Time to defect arrival   

f , F , F  Density, cumulative distribution and reliability (survival) functions of X 

r   Mixture parameter 

H Delay time   

g , G , G  Density, cumulative distribution, reliability (survival) functions of H 

s  Time between visits 

p    Probability of default   
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, ,F P Ic c c  Cost of failure replacement, cost of preventive replacement and cost of inspection 

Dc  Downtime cost per unit time 

K Number of inspections in a renewal cycle (a decision variable) 

M Number of visits between scheduled preventive replacements (a decision variable) 

( , )U K M  Expected cost of a renewal cycle 

( , )V K M   Expected length of a renewal cycle  

( , )Q K M  Long-run total cost per unit time (cost-rate) 

( , )K M  Mean time between operational failures 

( , )A K M  Average availability  

 

2.2. The system 

We consider a component that when in its socket performs an operational function and we assume 

that replacement of a component, whether preventive or corrective, is the renewal of the system. This 

is the notional non-repairable, one-component system of Ascher and Feingold (1984). This setup 

defines a proper renewal process where the replacement times are renewal epochs. In this way, we 

can calculate the expected cost and expected length of a renewal cycle (Section 3), and use their ratio, 

the long-run cost per unit time (cost-rate), as a suitable criterion to optimize the decision variables. 

At any particular time, the system can be in one of three states: good, defective or failed, and the 

system operates in both the good and the defective states and the distinction between the good and 

defective states is revealed only by inspection. This is the classic delay time model, see Werbińska-

Wojciechowska (2019) for a recent review. The time in the good state G (the defect arrival time), X, 

is a random variable with a mixture distribution, with mixing parameter r, so that effectively 

components lives arise from one of two populations, a weak population and a strong population. The 

time in the defective state D (the delay time), H, is a random variable and is independent of X.  

 

2.3. The policy 

We suppose that maintenance can only be carried out fixed, periodic times is  ( 1,2,...i = ). No actions 

can occur at instants other than these times, which we term visits. Thus, the interval between visits is 

s. We consider an inspection and replacement policy with two phases. In the first phase, inspections 

are scheduled to occur at each of the first K  visits, that is, at times is  ( 1,...,i K= ). In the second 

phase, there are no inspections at visits and the system is scheduled for replacement at the M-th visit, 

M K , that is, when the system is aged Ms . Thus, the policy has two decision variables: K  and 

M .   

On inspection, if the system is defective, the component is replaced if there is no default, or at the 

subsequent visit if there is a default. This replacement of a defective component is termed a preventive 

replacement. Inspections are perfect: there is no misclassification of component-state and no defect 

induction. 

A failed component is replaced at the first visit following failure if there is no default, or at the 

subsequent visit if there is a default. This replacement of a failed component is termed a corrective 

replacement. The probability of a default is p, regardless of whether the defaulted replacement is 

preventive or corrective. 
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We assume that two consecutive defaults cannot occur. Therefore, there is at most one default in 

a renewal cycle. This is because notionally there is no defaulting of inspection; defaults occur only in 

respect of preventive or corrective replacements. Thus, a default occurs only if either a component 

that is failed at is  is replaced at ( 1)i s+  or a component that is found to be defective at is  is replaced 

at ( 1)i s+ . We also assume that no default is possible at the preventive replacement at time Ms . 

The costs that contribute to the cost-rate are the cost of inspection, Ic , the cost of a preventive 

replacement, Pc , and the cost of a corrective replacement, Fc , with I P Fc c c  . These costs are per 

event. Downtime is costed per unit time at rate Dc .  

 

2.4. Justifications 

While the fixed time between visits is convenient for model development, there are important 

practical circumstances that motivate such periodic times for maintenance. In the case of an offshore 

windfarm, we envisage the visit of a maintenance vessel every s time units because the windfarm is 

large and resources are limited. For energy, transportation and manufacturing systems we envisage 

situations in which shutdowns are periodic and between shutdowns operation has primary priority.  

Defaults may arise because resources are limited and the consumption of resources, either time or 

spare parts, is variable and unknown. Thus, the very nature of preventive replacement at a positive 

inspection is random because the system state varies at random. Therefore, the demand for resources 

is not known in advance with certainty, and, for example, when a maintenance vessel has   hours to 

visit n turbines to do an unknown number of maintenance interventions, time and spare parts may run 

out. Also, the external environment may affect the consumption of resources in a way that is random. 

For example, in bad weather, installation of new components may take longer than in good weather.  

Resource limitations may also influence the performance of new, replacement components. Thus, 

component heterogeneity may be the result not only of variable quality of parts (Scarf and Cavalcante, 

2012) but also of maintenance carried out in difficult circumstances. Therefore, a short component-

life may be the result of a poorly executed installation. With the possibility of short component-lives, 

early inspection may be justified, so that great care is taken of the system during early life (Scarf et 

al., 2009; Scarf and Cavalcante, 2010). Component heterogeneity is a special case of heterogeneity 

of maintenance interventions, a topic that is attracting increasing interest (e.g. Zhao et al., 2019; 

Zhang et al., 2020). 

Variability in the environment (exogenous factors) can also explain defaulting. For example, the 

weather may be too bad for execution of maintenance, and the maintainer may postpone maintenance 

to the next visit. However, at this subsequent visit, we might expect a postponed replacement to be 

prioritized. This in some way justifies our assumption that at most one default occurs. Also, the 

assumption that there can be no default at Ms  is justified because we would expect the resources 

required for this maintenance intervention to take priority over other actions.   

The notion of whether failure is immediately revealed or not is not relevant because in the model 

there always exists some time lag between failure and subsequent replacement at a scheduled visit. 

However, we do suppose that, at a visit, if the system is failed this failure is known to the maintainer. 

So, in this sense, while failures are not likely to be safety-critical, they are not soft failures (e.g. 

Taghipour and Banjevic, 2012) because failure prevents the operational function of the system. 
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Nonetheless, in some sense, the model we study unifies maintenance models for critical systems with 

those of protection systems (Vaurio, 1999). Thus, the costing of downtime may be justified by, say, 

loss of production revenue (in the case of a critical system) or the potential for loss due to 

unavailability in the event of a demand (in the case of a protection system). The cost-rate of downtime 

will vary considerably depending on the context, from a low value in the case of a wind turbine, 

whereby the cost of lost power generation is small relative to the cost of damage to the turbine as a 

result of failure, to a moderate value in the case of a manufacturing system. Very high values of 

downtime-cost would preclude the suitability of a maintenance policy with fixed times for 

maintenance. 

Even though downtime is costed, the cost of failure is larger than the cost of preventive 

replacement. The additional cost of failure may arise because: a) a failure may cause damage to the 

wider system of which the component of interest is some important part; b) refurbishment of a good 

or a defective component would cost significantly less than that for a failed component. 

Notice that replacements are always synchronized with visits, and so renewals occur only at visits. 

This provides an important simplification, so that the policy unifies aged-based replacement and 

block replacement. We might study a more general policy in which inspections are scheduled every 

N-th visit, that is, at times , 2 ,...,Ns Ns KNs  (from new). This policy may be appropriate when visits 

occur very frequently (e.g. at shutdowns or under reduced timetables of transportation systems that 

occur on a weekly basis). We might study a policy with three phases in which inspections are 

scheduled to occur when the system is aged is , for 1,...,i K=  and ,...,i L M=  ( K L M  ), that is 

in early life and in late life but not when the system is middle-aged. However, in this paper, we focus 

on the simpler two-variable policy. 

 

3. CALCULATION OF THE POLICY CRITERIA 

The notion of reliability is the foundation of the model, but we focus on criteria that are themselves 

derivative: the average availability and the cost-rate. This is because we suppose that: a corrective 

maintenance action is not immediate so that the system is unavailable between failure and subsequent 

repair; in reality there are likely to be many replicates of the system so that only average availability 

(over a fleet of assets) is important; and the system is not safety-critical. While the concepts of risk 

(Selvik and Aven, 2011; Aven, 2020) and resilience (Cai et al., 2018) may be interesting to apply to 

the system (or fleet of systems), we suppose that the economic cost over the life-cycle is the primary 

focus of the notional decision-maker. 

3.1. Description of the renewal cases 

To present the calculations of the policy criteria concisely, we use the functions ,l c , 1,..., 4l = , 

1,...,15c =  (Table 1). Therein: 1,c  is the function appropriate for calculating the probability of 

occurrence for case c; 2,c  is the function appropriate for calculating the expected length of a renewal 

cycle for case c; 3,c  is the function appropriate for calculating the downtime in a renewal cycle for 

case c; and 4,c  is the function appropriate for calculating the expected cost of a renewal cycle for 

case c. The cases themselves are described one by one in the following and illustrated in Figures 1 

and 2. 
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Table 1. The functions ,l c  in the terms contributing to the decision criteria. 

 probability cycle length downtime cost per cycle

 Case, c 
1,c  2,c  3,c  4,c  

1 1 is  ( )is x h− +  ( 1) I Fi c c− +  

2 1 is  ( )is x h− +  ( 1) I Fi c c− +  

3 1 is  ( )is x h− +  ( 1) I Fi c c− +  

4 1 is  ( )is x h− +  
I FKc c+  

5 1 is  ( )is x h− +  
I FKc c+  

6 1 is  ( )is x h− +  
I FKc c+  

7 1 Ms  ( )Ms x h− +  
I FKc c+  

8 1 is  ( )is x h− +  
I FKc c+  

9 1 is  ( )is x h− +  
I FKc c+  

10 1 Ms  ( )Ms x h− +  
I FKc c+  

11 1 is  0 
I Pic c+  

12 1 is  0 
I Pic c+  

13 1 Ms  0 
I PKc c+  

14 1 Ms  0 
I PKc c+  

15 1 Ms  0 
I PKc c+  

 

The cost-rate is determined by calculating the probabilities of the three types of renewal scenario 

that arise: related to corrective replacement following failure; related to preventive replacement of a 

defective component at inspection; and related to preventive replacement at Ms .  

A failure can arise as a result of a defect that itself arises either in early-life during the inspection 

phase or in later-life during the corrective replacement phase. The costs are different in each case, so 

we develop the calculations of each case in an exhaustive way. The cases related to failure and 

corrective replacement are illustrated in Figure 1. 

In all the following expressions for brevity we write dF for ( )df x x  and dG for ( )dg h h . While 

we will suppose, in the numerical example, that f  has a particular form (mixture), the calculations 

below are presented in a general way.   

We begin with case 1 (Figure 1). Here, for 1,..., ,i K=  1,..., 1K M= − , renewal occurs at is  when 

a defect and failure occur in the interval [( 1) , ]i s is−  and there is no default, so that (corrective) 

replacement occurs at is . The corresponding term, which contributes to outcome probability or the 

expected cost of a renewal cycle, ( )E U , or the downtime, or the expected length of a renewal cycle, 

( )E V , depending on the specification of  ,1l  in Table 1, is 

,1 ,11 ( 1) 0
(1 ) d d

is is xK

l li i s
T p G F

−

= −
= −    .                                                
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case 

          
1 

       
2 

       
3 

       
4 

           
5 

           
6 

           
7 

           

8 

             

9 

              

10 

          
 

Figure 1. Cases with renewal at corrective replacement (on failure). Symbol key: inspection (┼); 

defect arrival (  ); failure( •) ; default (  ); replacement (R). 

 

In case 2, for 2,..., ,i K=  1,..., 1K M= − , renewal occurs at is  when a defect and failure occur in 

[( 2) , ( 1) ]i s i s− −  and there is a default, so that (corrective) replacement is at is . The corresponding 

term is 
( 1) ( 1)1

,2 ,22 ( 2) 0
d d

i s i s xK

l li i s
T p G F

− − −+

= −
=    . 

In case 3, for 2,..., ,i K=  1,..., 1K M= − , renewal occurs at is  when a defect occurs in 

[( 2) , ( 1) ]i s i s− − , there is a default (on the preventive replacement) at ( 1)i s− , and failure occurs in 

[( 1) , ]i s is−  followed by corrective replacement at is . Note, default of this corrective replacement 

cannot occur because two consecutive defaults are not permitted. The corresponding term is   

( 1)

,3 ,32 ( 2) ( 1)
d d  

i s is xK

l li i s i s x
T p G F

− −

= − − −
=    .

 

(K+1)s (M-1)s (K-4)s (K-1)s 0 (K-3)s (K-2)s Ks (K+2)s (M-2)s Ms 

Inspection Phase  Failure Correction 

Phase  

 
(K+1)s (M-1)s (i)s (K-1)s 0 (K-3)s (K-2)s Ks (K+2)s (M-2)s Ms 

R 

 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (i)s (M-2)s Ms (i)s 

R 
 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 

(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
       

 

(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 

(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 
 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 

 

 .... 
 .... 
 .... 

 .... 
 .... 

 .... 

 .... 
 .... 
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In case 4, a defect arises in [( 1) , ]K s Ks−  , 1,..., 1,K M= − and a default of the preventive 

replacement occurs. This is similar to case 3 but considered separately because when there is a default 

at Ks  there are no subsequent inspections, so failure can occur in any subsequent interval [( 1) , ],i s is−  

1,...,i K M= + . The corresponding term is  

,4 ,41( 1) ( 1)
d d

Ks is xM

l li KK s i s x
T p G F

−

= +− − −
=   ,

 
Case 5 is renewal in the wear-out phase at is , 2,..., 1i K M= + − , 1,..., 3K M= − , following 

failure in [( 1) , ]i s is−  and defect arrival in a previous interval [( 1) , ]j s js− , 1,..., 1j K i= + − , noting 

that this need not be an adjacent interval because there is no inspection in the wear-out phase, and no 

default. The corresponding term is  

1 1

,5 ,52 1 ( 1) ( 1)
(1 ) d d

js is xM i

l li K j K j s i s x
T p G F

−− −

= + = + − − −
= −     . 

The similar case when renewal is at Ms  is treated separately (case 7) because we assume there is no 

possibility to default Ms . 

Case 6 is similar to case 5 except there is a default on the corrective replacement. Renewal is at 

,is  3,...,i K M= + , 1,..., 3K M= − , default is at ( 1)i s− , failure occurs in [( 2) , ( 1) ]i s i s− − , and the 

defect arises in a previous but not necessarily adjacent interval in the wear-out phase. The 

corresponding term is  
( 1)2

,6 ,63 1 ( 1) ( 2)
 d d

js i s xM i

l li K j K j s i s x
T p G F

− −−

= + = + − − −
=     .

 
As mentioned above, if failure occurs in [( 1) , ]M s Ms− , then a default on the corrective 

replacement is not possible. Defect arrival before Ks  is part of case 4. Defect arrival after Ks , but in 

a preceding interval, is the next case, case 7, with corresponding term  

1

,7 ,71 ( 1) ( 1)
 d d

js Ms xM

l lj K j s M s x
T G F

−−

= + − − −
=   ,

 
valid for 1,..., 2K M= − . 

The last three cases correspond to defect arrival and failure in the same interval in the wear-out 

phase. In case 8 there is no default and the corresponding term, valid for 1,..., 1i K M= + −  and 

1,..., 2K M= − , is 

1

,8 ,81 ( 1) 0
(1 ) d d

is is xM

l li K i s
T p G F

−−

= + −
= −    ,

 
and in case 9 there is a default (on the corrective replacement) and the corresponding term, valid for 

2,...,i K M= + and 1,..., 2K M= − , is  

( 1) ( 1)

,9 ,92 ( 2) 0
d d

i s i s xM

l li K i s
T p G F

− − −

= + −
=    .

 
Finally, in case 10 defect and failure both occur in [( 1) , ]M s Ms− . This case is treated in isolation 

because there is no possibility of default. The term is   

,10 ,10
( 1) 0

d d
Ms Ms x

l l
M s

T G F
−

−
=    
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Special cases of these terms arise for values of K and M  that preclude some cases. Thus, when 

1M =  or 2M =  or 3M =  these terms simplify or disappear altogether. We omit their detailed 

description for brevity.  

The cases above deal with those renewals that are corrective replacements (on failure). Next, we 

consider cases with preventive replacement (Figure 2), and we use the same structure. The cases are 

simpler because preventive replacement can only occur during the inspection phase or at Ms .  

 

case 

           

11 

        
12 

        

13 

            

14 

            

15 

           

 

Figure 2. Cases with renewal at preventive replacement. Symbol key: inspection (┼);  

defect arrival (  ); preventive replacement ( ); default (  ); replacement (R). 

 

So, renewal on preventive replacement at is , during the inspection phase, with no default (case 

11) has corresponding term  

,11 ,111 ( 1)
(1 )  d d

isK

l li i s is x
T p G F



= − −
= −    , 

 

1,...,i K= , 2,..., 1K M= − , K M , and with default (case 12) has corresponding term  

( 1)

,12 ,122 ( 2)
 d d

i sK

l li i s is x
T p G F

− 

= − −
=    ,

 

2,...,i K= , 2,..., 1K M= − , K M . The last three cases relate to renewal on preventive replacement 

at Ms. In case 13, the defect arises in [( 1) , ]K s Ks−  , 1,..., 1K M= − ,  there is a default at Ks  and the 

defect survives to Ms , whence the term is  

,13 ,13
( 1)

 d d
Ks

l l
K s Ms x

T p G F


− −
=   .

 

(K+1)s (M-1)s (K-4)s (K-1)s 0 (K-3)s (K-2)s Ks (K+2)s (M-2)s Ms 

Inspection Phase  Failure Correction Phase 

 
(K+1)s (M-1)s (i)s (K-1)s 0 (K-3)s (K-2)s Ks (K+2)s (M-2)s Ms 

R 

   

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 

 

 
(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 

 

 

(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 

         

(K+1)s (M-1)s (i-1)s (K-1)s 0 (K-2)s Ks (K+2)s (M-2)s Ms (i)s 

R 

 .... 
 .... 
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In case 14, the defect arises in the wear-out phase, in the interval [( 1) , ]i s is− , 1,...,i K M= + , ,K M

and survives to Ms . No default can occur because there is no inspection in the wear-out phase and 

no default at Ms . So, the corresponding term is  

,14 ,141 ( 1)
d d

isM

l li K i s Ms x
T G F



= + − −
=   .

 

Finally, in case 15 there is no defect arrival in [0, ]Ms , so no possibility of failure or default, and the 

corresponding term is  

 ,15 ,15 1 ( )l lT F Ms= − .

 
 

3.2. Calculation of the decision criteria  

We now derive the cost-rate, the average availability and the mean time between operational failures, 

using the appropriate function   in each term.  

Using the function in column 2 of Table 1, so that 1, 1c =  for all cases, 1,...,15c = , the 

corresponding term 1,cT  is the probability of occurrence for case c. Therefore, we must obtain 
15

1,1
1cc

T
=

= . This provides a check on the exhaustiveness of the cases.  

Using the function 2,c  in column 3 of Table 1, the corresponding term 2,cT  is the contribution to 

the expected length of a renewal cycle for each case. Column 4 in Table 1 gives the functions 3,c

appropriate for the terms that are the contributions to the downtime. Finally, column 5 of Table 1 

gives the functions 4,c  appropriate for the terms that are the contributions to the expected cost of 

inspection and replacement in a renewal cycle. Then, it follows that the expected downtime in a cycle 

is  
15

3,1
( ) cc

E W T
=

= ,

 
and the expected cost of a renewal cycle is given by  

15

4,1
( ) ( )c Dc

E U T c E W
=

= + , 

and the expected length of a renewal cycle is given by  

15

2,1
( ) cc

E V T
=

= , 

and the cost-rate is given by    

( , ) ( ) / ( )Q K M E U E V= . 

and average availability is given by 

( , ) { ( ) ( )}/ ( )A K M E V E W E V= − . 

To approximate the system reliability, we use the mean time between operational failures 

(MTBOF). This is simply the ratio of the expected length of a renewal cycle to the probability that a 

renewal cycle ends in failure (Scarf et al., 2005). It is the reciprocal of the long-run mean number of   

failures per unit time. Thus,    

10

1,1
( , ) ( ) / cc
K M E V T

=
=  . 
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4.  NUMERICAL EXAMPLE 

We specify the distribution of the time to defect arrival, X, as a mixture of Weibull distributions, 

1 1 1( , )W    and 2 2 2( , )W   , with mixing parameter r, so that the reliability function of X is 

1 2
1 2( ) exp{ ( / ) } (1 )exp{ ( / ) }F x r x r x  = − + − − . We specify the distribution of the delay time (time 

in the defective state), H, as an exponential distribution with rate   (mean 1/  ). In the base case, 

we set the  1 1 = , 1 3 = , 2 10 = , 2 3 = , 0.2r = , 0.5 = , and 1s = , so that the interval between 

visits is the unit of time and equal to the characteristic “life” of the weak population.   

The cost of inspection, preventive replacement and failure are respectively I 0.1c = , 1Pc = , 

4Fc = , noting that these costs are the cost per event. The cost of downtime is 2Dc =  per unit of time 

that the system is failed (down). 

All numerical calculations are implemented in Mathcad (version 15), which provides a convenient 

platform for calculating multiple integrals. However, the computation burden is heavy, particularly 

when K and M are large because many double integrals must be evaluated and the search space is 

large. It would be interesting to seek a more efficient computational approach by using a semi-Markov 

decision process framework (see e.g. Salari and Makis, 2020), although we do not pursue this further 

here.  

In the tables of results (Tables 2 and 3), the first row corresponds to the base parameter case. In 

subsequent rows, parameter values that are different to the base case have a grey highlight. Finally, 

note that all the results presented were calculated using the formulae given in Section 3. However, 

for the purpose of verification, we also simulated the policy and obtained results that were within 

0.0005 (in absolute terms) of the calculated results (based on 106 repetitions). 

 

4.1. Cost-rate, system reliability and average availability without defaulting  

We consider first results without defaulting and we make some observations that these results 

indicate, bearing in mind that we cannot claim that any findings apply generally, because this 

numerical study considers a limited region of the parameter space. Nonetheless, we can see that K 
 

and M 
 are well separated, so that the two phases are distinct, when the characteristic lives of the 

populations are well separated (c.f. row 1 and row 5 6), and when the downtime cost-rate is not large 

(c.f. rows 1, 7, 8). This is provided 0r  . The separation of the phases persists for a range of values 

of s (c.f. rows 1, 10, 11), and that while K 
 and M 

 depend on s the lengths of the inspection and 

failure-correction phases, sK  and ( )s M K −  do not. So, we might tentatively conclude that 

changing s changes the cost-rate and the average availability but does not change the policy. We can 

also see that a moderate value of the visit interval is cost-minimising, presumably because more 

frequent visiting increases the inspection cost-rate and less frequent visiting increases the failure cost-

rate. This claim is supported by the apparent relationship between availability and s (average 

availability decreases as s increases). Note finally, although s is not a decision variable in the policy, 

a decision-maker would in practice be expected to have some control of it.   

We also present the values of the mean time of operational failures (MTBOF) calculated at the 

cost-optimum point, ( , )K M   . Observe that the MTBOF behaves as we would expect: the less 

heterogeneity of components the greater is the system reliability (c.f. rows 1-3); when the downtime 
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cost ( Dc ) increases, a more conservative policy has a higher MTBOF ( c.f. rows 1, 8 and 9 ); and as 

the mean delay time (1/  ) decreases the MTBOF decreases substantially (c.f. rows 1, 4 and 5). 

 

Table 2. Optimal policy without defaulting for various values of  1 , 1 , r,  , Dc , and s. Other 

parameters are fixed at base-case values:  2 10 = , 2 3 = , I 0.1c = , 1Pc = , 4Fc = . 

row       
 

              cost-rate 
 

 
average 

availability 

 1  1  r    Dc  s 
 

K   M   Q     K   M   A  

1 1 3 0.2 0.5 2 1  2 7 0.313 36.4  2 4 0.994 

2 1 3 0 0.5 2 1  0 6 0.229 64.7  0 3 0.999 

3 1 3 0.1 0.5 2 1  2 7 0.284 41.4  2 4 0.996 

4 1 3 0.2 1 2 1  2 7 0.364 24.8  2 4 0.990 

5 1 3 0.2 2 2 1  1 7 0.414 17.7  2 4 0.984 

6 2 3 0.2 0.5 2 1  7 9 0.314 44.1  3 5 0.994 

7 1 5 0.2 0.5 2 1  2 7 0.311 37.1  2 4 0.994 

8 1 3 0.2 0.5 1 1  2 7 0.301 36.4  - - - 

9 1 3 0.2 0.5 4 1  6 8 0.335 47.6  - - - 

10 1 3 0.2 0.5 2 0.5  6 15 0.346 38.1  7 9 0.998 

11 1 3 0.2 0.5 2 2  1 3 0.343 33.8  1 3 0.979 

 

An interesting point is that availability can be maximised (Figure 3a), although not simultaneously 

to minimising the cost (Figure 3b). This is the weak-strong heterogeneity effect, so that infrequent 

preventive replacement is sub-optimal—higher probability of failure of the strong (surviving) 

components and so lower average availability—and very frequent replacement is sub-optimal—early 

replacement may result in a strong component being replaced by a weak one. Also, we can see that 

from a cost-rate point of view, K and M act somewhat independently— 7M  =  whatever the value 

of K, whereas with regard to availability, K and M interact so that the optimum length of the wear-

out phase is constant 3M K − =  whatever the value of K. When 0r = , so that components are not 

heterogeneous, matters are simpler and there is no inspection, although we might anticipate inspection 

at every visit would be optimal if the cost of inspection is sufficiently small.  

 

 

Figure 3. In the base case, without defaulting, (a) average availability and (b) cost-rate versus M  

for various values of K :  1K =  (─ ─ ─); 2K =  (───); 3K =  (------); 4K =  (▬▬). 
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4.2. Cost-rate, system reliability and average availability with defaulting  

Now we consider results of the model when defaulting can occur, Table 3. Here, it appears that 

defaulting increases the cost-rate and decreases the availability but does not change the policy (c.f. 

rows 1 of Table 2 with rows 3 and 4 of Table 3). The average unavailability more than doubles (from 

0.6% to 1.6%) as the default probability increases (from 0 to 0.4), while the cost-rate increases by 

11% (from 0.313 to 0.347) over the same range. When s is larger ( 2s = ), this effect is more dramatic 

(c.f. row 11 of Table 2 with row 11 of Table 3), where the cost-rate increases by 30% (0.343 to 0.446) 

over the same range. When s is smaller ( 0.5s = ), the cost-rate increase is 5% (0.346 to 0.363). Thus, 

as we might have anticipated, defaulting is significant problem if scheduled visits are infrequent, and 

other policy adjustments (to K and M ) cannot compensate.  

In both defaulting scenarios (with and without), inspection appears to be cost-effective only when 

there is heterogeneity, that is, if there is a tendency to early failure of the system. When there exists 

defaulting, the ineffectiveness of inspection is perhaps because there will often be a delay between a 

positive inspection (defect identification) and the consequent preventive replacement, so that 

inspection is not very effective for preventing failure. When there is no defaulting, this ineffectiveness 

appears to persist. 

Comparison of Figure 4 with Figure 3 suggests that the cost-rate and average availability are less 

sensitive to departures of K and M from their optimal values when there is the possibility to default 

than when there is not. This makes sense because if there is the possibility to default on an action 

(replacement), as a result of a shortage of spare-parts say, then the policy itself is less effective and 

implementation of an action at its prescribed moment is less important. 

 

Table 3. Optimal policy with defaulting for various values of  1 , 1 , r, p,  , Dc , and s. Other 

parameters are fixed at base-case values:  2 10 = , 2 3 = , I 0.1c = , 1Pc = , 4Fc = . 

 

row    
 

   
 

          cost-rate 
 

 
average 

availability 

 1  1  r  p   Dc  s 
 

K 
 M 

 Q  μ 
 

K 
 M 

 A  

1 1 3 0.2 0.2 0.5 2 1  2 7 0.330 32.9  2 5 0.989 

2 1 3 0 0.2 0.5 2 1  0 6 0.232 64.7  0 3 0.999 

3 1 3 0.2 0.4 0.5 2 1  2 7 0.347 30.1  2 5 0.984 

4 2 3 0.2 0.4 0.5 2 1  4 7 0.348 35.8  3 6 0.983 

5 2 3 0.2 0.2 0.5 2 1  4 7 0.333 39.7  3 6 0.987 

6 1 3 0.2 0.2 2 4 1  2 6 0.498 20.2  2 5 0.974 

7 1 3 0.2 0.4 2 4 1  2 6 0.540 19.2  2 4 0.965 

8 1 3 0.2 0.2 0.5 2 0.5  6 15 0.354 36.1  6 9 0.997 

9 1 3 0.2 0.4 0.5 2 0.5  6 15 0.363 34.3  6 9 0.995 

10 1 3 0.2 0.2 0.5 2 2  2 5 0.417 19.3  2 5 0.944 

11 1 3 0.2 0.4 0.5 2 2  2 5 0.446 18.7  2 5 0.930 
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Figure 4. In the base case, with defaulting ( 0.2p = ), (a) average availability and b) cost-rate versus 

M  for various values of K :  1K =  (─ ─ ─); 2K =  (───); 3K =  (------); 4K =  (▬▬). 

 

Comparing Table 2 with Table 3, it appears that when components are not heterogeneous, 

defaulting has little effect on the MTBOF (c.f. rows 2 in the tables). However, interestingly, with 

heterogeneity, when the interval between visits is large defaulting has a greater effect on reliability 

than when it is small (c.f. rows 8, 10, Table 3, and rows 10, 11, Table 2).  

 

4.3. Required availability analysis with defaulting 

Defaulting reflects uncertainty that exists at the time of execution of maintenance action. This 

uncertainty can arise from events (e.g. bad weather, shortages of spares, absence of personnel) that 

are difficult to predict but possible to quantify (see e.g. Energy Institute, 2020). Thus, a default 

analysis can be interpreted as a maintenance risk analysis. One possible way to conduct such an 

analysis is through a constrained-availability approach. Here, for a given visit-interval s, the 

maximum allowable default probability p that meets a required average availability can be determined 

(Figure 5). Thus, if visits are sufficiently frequent, then default occurrence may be acceptable. This 

indication, although not a general result, has important practical implications for the management of 

maintenance. Such an analysis will also be useful for contract negotiation when maintenance is 

outsourced, wherein targets for availability may be specified. 

 

 

Figure 5. In the base case, average availability of the cost-minimum policy versus p  for various  

1s =  (·····), 2s =  (----), 3s =  (─ ─); example average availability constraint at 0.96 (──). 
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4.4. Implications for practice 

The policy, and the corresponding model, is motivated by issues in the maintenance and logistics for 

maintenance of high-value engineered systems such as windfarms, and systems used in e.g. 

transportation, manufacturing, and defence. Thus, in our view, this work is applicable in a way that 

addresses the recommendation of Scarf (1997). Therefore, we restate the implications for the planning 

and control of maintenance as follows. 

• Significant variance from planned actions (defaulting) has an important, negative effect on the 

maintenance performance only when the periodic visits are infrequent. Otherwise, the fixed-

frequency policy is relatively robust to defaulting. It follows that the “effective visit frequency”, 

(1 ) /p s− , is a key quantity of interest for planning. Thus, planners should be aware that an 

appropriate maintenance-frequency depends on the risk of default. 

• This interaction between visit-frequency and default probability is interesting for practice because 

the one can compensate for the other, although for a small visit-frequency and high default 

probability the timing of actual interventions becomes somewhat akin to random inspections (e.g. 

Scarf et al., 2019).  

• Weak-strong heterogeneity implies that average availability can be maximised. This is because 

early replacement may result in a component in good condition, with a long expected residual life, 

being replaced by a weak one, with a short expected life (Scarf et al., 2009). This is different to 

the case of homogeneously failing systems, for which increasing the frequency of maintenance 

generally increases the reliability of a system (see e.g Alotaibi et al., 2020). Thus, it is important 

that maintainers are aware that early replacement of a component may be doing harm rather than 

good to a system performance. Broadly, this is the maintenance-quality effect (Scarf and 

Cavalcante, 2012; Dourado and Viana, 2021). Also, this is useful for out-sourcing contracts where  

availability may be specified. 

• Finally, when the visit frequency is fixed, defaulting, as a result of a shortage of spare-parts or 

personnel or lack of access or priority of production, makes the policy less effective and policy 

optimization is less relevant. Thus, we suggest that managers need to solve issues related to 

defaulting as a first priority and carefully plan interventions as a second priority.   

5.  CONCLUSIONS 

We derive exact expressions for the long run cost per unit time (cost-rate) and average availability 

for a maintenance policy in which inspections and replacements of a non-repairable system can only 

be executed at scheduled visits that occur every s time units. The policy has two phases, an initial 

inspection phase followed by a failure-correction phase. The policy considers what maintenance to 

schedule at known times rather than when to schedule maintenance. The phases are adapted to the 

possible heterogeneity of the lifetime of the system. The policy is important because the pre-

specification of maintenance epochs mimics the reality in which immediate attention to failures 

(corrective maintenance) and even the actions defined to avoid failures (preventive maintenance) are 

constrained by operations and/or logistics. The policy is also simple to study because the age of the 

system is always in-phase with the periodic visits. It is easy to implement in practice, and suitable for 

extending to multi-components systems and the grouping of preventive maintenance. The paper also 

considers various factors in imperfection in maintenance, e.g. early defects, poor installation, spare-
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part shortages, overrun on work schedules. These factors increase uncertainty about the effectiveness 

of maintenance interventions. Thus, the model we propose supports the decision maker when it is not 

clear if the adoption of an action is effective. 

The results indicate a number of interesting characteristics of the policy. The visit interval s does 

not have a dramatic effect on the policy, so that the cost-optimal lengths of the phases (the inspection 

phase and the failure-correction phase) do not vary with s. This is not surprising. Also, neither very 

frequent visits nor infrequent visits are helpful, in the sense that in both cases the cost-rate increases. 

Thus, the cost-rate appears to be non-linear in s. On the other hand, average availability increases as 

visits become more frequent. Defaulting has a strong effect on cost, reliability, and unavailability if 

visits are infrequent, but not so otherwise. Inspection is relatively ineffective unless there is a 

tendency to early failure.  

 Our principal observation relevant for maintenance planning in practice is that visit frequency and 

default probability are important factors and assessment of the first should take account of the second. 

Thus, we might point to the “effective visit frequency”, (1 ) /p s− , as a key quantity of interest when 

a maintenance schedule is fixed.  

A limitation of the paper is that we use a numerical study so we cannot make general conclusions 

about the optimality of policy decision variables or the validity of our conclusions. However, we 

would claim that our findings are reasonable and valid for the range of parameter values we consider. 

Furthermore, the purpose of the numerical analysis is not so much to determine general characteristics 

of the policy but more to indicate what is possible. When broader behaviours are sort, more cases can 

be investigated.  

In future work, it would be interesting to use the model as a framework for analysing grouping 

policies for multi-component systems. In such policies, components are assigned to groups (in an 

optimal manner), each group having the same maintenance interval. A specified visit-interval will 

significantly simplify this assignment problem. Studies that consider, say, more flexible inspection 

scenarios, for example, inspections in later life, or the effect of emergency (immediate) corrective 

response to failure may also be useful. 
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