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1 INTRODUCTION 

More than 2 million people in the UK are living with a vision impairment or blindness [79]. Their vision impairments 

can be caused by a variety of underlying visual conditions (e.g., cataract, glaucoma, macular degeneration, diabetic 

retinopathy, retinitis pigmentosa (RP)) [79], and affect different aspects of visual function such as visual acuity (VA), 

contrast sensitivity (CS), light sensitivity, colour perception, depth perception, and the visual field (VF). One of the 

significant problems associated with low vision (LV) is reduced mobility which affects both physical and mental 

wellbeing of people with LV [28,42,49,59]. 

To improve mobility performance in people with LV, it is essential to improve their orientation skills. That is, 

orientation skills allow people to understand where they are in the environment, where they are going and to plan 

safe routes to get to a destination. In recent years, several mobility aids based on different technologies have been 

proposed to improve orientation and mobility (O&M) in people with low vision. These aids use various sensors (e.g. 
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ultrasonic sensors [67,82,83], depth sensors [15,38,69], cameras [83,86,87], RFID tags [2,29]) to gather information 

about the environment, extract vital information for O&M and transmit it to people with LV via different modalities: 

auditory [1,15,29,82,86]  and vibrotactile [15,52,74].  

While these aids based on alternative modalities are essential for people who are completely blind, the majority 

of people with LV have useful residual vision [31]; and, despite struggling, prefer to use it to observe the 

environment [85]. To improve the usefulness of residual vision in people with LV, many mobile applications exist 

that can manipulate the images to make them more visually accessible such as inverting colours or increasing 

contrast of photos/videos etc. With advances in augmented reality (AR) head-mounted display systems, there is a 

unique opportunity to maximise the usefulness of residual vision by providing information in a visually accessible 

manner. Researchers have proposed visual AR aids to simplify the visual scene (e.g. [24]), to provide distance 

information (e.g. [30,44]), to extend the size of the visual field (e.g. [73,95]), to improve contrast sensitivity (e.g. 

[34]), to provide magnification (e.g. [72]), and to provide navigational cues in indoor environments (e.g. [9]) and 

on stairs (e.g. [104]). While these aids were successful in improving some visual functions such as improved clinical 

measurements (VA, CS, and VF), and obstacle detection and object recognition, there is currently no robust evidence 

that they can improve mobility efficiency. 

The majority of the current research into AR mobility aids providing visual augmentations for people with LV 

has focused mainly on technical developments such as exploring different computer vision and visualisation 

techniques and reporting quantitative measures such as mobility efficiency and errors, obstacle detection rates, and 

clinical visual measurements. Less emphasis has been placed on understanding the usability and suitability of these 

aids in people with different levels of residual vision and underlying conditions. The majority of the studies did not 

report participants’ opinions and feedback regarding the visual augmentations which determine the success and 

usability of the aids. Additionally, most of them also failed to involve potential end-users at the initial design stage 

to capture their specific requirements. Instead, they relied on the researchers’ perception of their needs, which may 

be insufficient due to significant differences between how people with LV and normal-sighted people navigate [98].  

To better understand the usability and suitability of visual augmentations in AR for people with varying levels 

of residual vision, we conducted this qualitative study to understand participants’ experiences, preferences, and 

suggestions for a visual O&M aid. We assessed the perspectives of 18 participants on their experiences with eight 

prototype visual augmentations using HoloLens v1 (HL) and gathered their feedback and suggestions. The 

prototypes were developed based on the existing literature, and our prior discussions with people with LV 

regarding their mobility experiences. The prototypes, described in detail later, performed different functions such 

as visualising walls; conveying distance information via colours; enhancing details; helping with object recognition; 

visualising a path for navigation.  

Our results suggest that participants with VA better than 2/60 could potentially perceive the most benefit from 

the prototypes and that different individuals, even with similar levels of residual vision, perceived different benefits 

and showed different preferences for the prototypes. This suggests that there will not be a one-size-fits-all solution 

to visual O&M aids and underlined the importance of extensive customizability to accommodate the needs of the 

LV population. This paper makes three principal contributions: (i) we provide detailed, qualitative descriptions of 

participants’ perceptions of different types of visual augmentations using AR glasses that complement the existing 

technically-oriented literature; (ii) we highlight the importance of customizability; (iii) we provide requirements 

and suggestions to inform the design of the future visual O&M aids.  
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2 BACKGROUND 

In this section, we provide some definitions of O&M, identify the problems caused by LV, and describe traditional 

mobility aids, before discussing the related work in the context of technology-based mobility aids, and studies on 

mobility requirements in people with LV.  

2.1 Mobility and people with low vision 

Mobility, the act or ability to move from one’s current location to the desired location in another part of the 

environment safely, gracefully, efficiently and comfortably [16], is a critical component affecting the quality of life 

in people with LV [50,51]. Efficient mobility requires good orientation skills, i.e. the ability to use one’s vision and/or 

other senses to understand the local environment at any given time [37]. O&M in people with LV are influenced by 

a range of visual factors such as VA, CS, VF, and visual scanning ability [11,27,46–48,53,60,80,91]. For example, the 

size of the VF together with CS are the most important predictors of mobility performance [27] whereas CS and VA 

affect obstacle detection and depth perception [80]. Reduced or sudden changes in illumination levels could also 

compound their mobility problems [46,48,97].  

Mobility problems experienced by people with LV differ greatly depending on the nature of underlying vision 

loss, and problems may include difficulty reading signs, finding the desired destinations, navigating stairs, and 

avoiding people, obstacles and trip hazards [84,90,91]. These mobility problems can be generalised into two 

categories: wayfinding (planning and following routes from place to place) and safety (traversing environment 

safely without tripping or bumping into obstacles) [89].  

To alleviate some of the mobility problems, people often use white canes, guide dogs, and other optical aids. 

White canes are ubiquitous mobility aids, but they are useful only to observe the immediate environment low-lying 

obstacles [12]. Guide dogs are another popular mobility aid that promotes safety, but their associated training and 

maintenance costs limit their widespread availability. In terms of optical LV aids, some people with LV use 

monocular or binocular telescopic devices for some orientation tasks such as reading signs and recognising 

obstacles at a distance but suffer from usability issues such as difficulty focusing, amplified shakiness from hand 

and, reduced visual field [54]. Prism lenses are another optical aid that improves the size of VF for people with 

tunnel vision but introduces problems such as confusion, overlapping views and double vision [6]. 

2.2 Technology-based mobility aids 

To overcome the limitations of traditional mobility aids, many technological aids have been proposed to support 

mobility. Using a wide range of sensors such as ultrasonic sensors s[67,82,83], depth sensors [15,38,69], cameras 

[83,86,87], RFID tags [2,29], Bluetooth low energy (BLE) beacons [26], GPS [41], these systems assist users with 

wayfinding [1,26,52], obstacle avoidance [15,38,43,67,69,86], or both [29,41,81,83,87]. These aids convey 

information to users via different modalities: auditory [1,15,29,82,86] and vibrotactile [4,52,69,74]. Audio aids 

provide information with either verbal warnings and instructions [3,19,58,88] or sonification [7,36,43,61] or both 

[45]. For example, NavCog3 used BLE beacons for localisation and provide turn-by-turn instructions and 

descriptions of nearby landmarks and points of interest via bone-conducting headphone [81]. Vibro-tactile aids 

provide feedback through small vibrators embedded in various places such as in the handle of a cane [4], soles 

inside shoes [96], wrist bracelet [52], vest [18,23], belt [69], and backpack straps [76]. For example, a jacket with 

eight embedded actuators vibrates in the direction of the obstacles to inform the user of their presence. Besides 
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audio and vibrotactile aids, some aids guide the users by steering to avoid obstacles [13,100] or pulling them along 

the path [8] similar to how a guide dog functions.  

In addition to assisting with wayfinding and mobility, some aids help users to improve their orientation skills. 

Example aids include those helping with reading signs; recognising objects and people; and describing the 

environment via sonification [7,61]. For example, the vOICe application sonifies the environment by mapping 

changes in pixel values in images captured by the camera with sound in different tones, pitch, and frequency [7,61]. 

The primary focus of most of the research into mobility aids has been on people with no vision by providing 

audio and tactile feedback and therefore overlooked people with LV’s ability and preference to use their residual 

vision. 

2.3 Technology-based visual mobility aids 

As an alternative to sight substitution aids described in the previous section, some research has proposed visual 

augmentations to improve the usefulness of the residual vision in people with LV using head-mounted displays 

(HMD). As people with LV have a strong preference to use their residual vision [85], visual augmentations in HMD 

provide a way of conveying information more intuitively than other sight substitution techniques such as 

sonification or vibrations in a hands-free manner. 

One approach improved the size of VF, an important indicator of mobility performance [53], by overlaying a 

minified edge or colour image of the wider visual scene onto the centre of the field of view 

[14,35,55,57,72,73,95,101]. It is targeted to people with peripheral vision loss and its impact on mobility 

performance is yet to be tested extensively. Another study proposed to help people with tunnel vision is an obstacle 

detection and notification system that tracked and notified the users about dynamic obstacles using dots with 

different colours and sizes in their central vision, but this has not been tested with participants [102].    

However, scene simplification approaches, designed to accommodate the poor visual functions of people with 

LV and to allow them to focus on obstacles in the scene, have shown to improve safety [24,30,40,44,78]. One 

simplification technique was colour coding different categories of objects by segmenting and classifying them in the 

image using a neural network to improve visibility [24,40]. This visualisation resulted in improved object 

recognition in static photos [24] but significantly decreased mobility efficiency [40]. Hicks et al. [30] and van Rheede 

et al. [78] used depth cameras to detect the distances to nearby objects and display them by changing the brightness 

based on their distances on low-resolution HMDs. This visualisation technique provided depth perception in the 

simplified scene and resulted in improved obstacle avoidance but increased the time taken to complete the mobility 

courses [78]. 

Similarly, Kinateder et al. [44] used HoloLens to simplify and recolour the visual scene based on object distance. 

The authors reported that four participants with severe vision impairments were able to detect obstacles from 

further distances and described their qualitative assessments. These simplification techniques showed the potential 

to improve safety as they helped with obstacle detection and avoidance. However, there is a limited qualitative 

assessment to understand these simplification techniques’ usability for people with different levels of residual 

visions. Therefore, we included a variation of this technique (prototype 2) in our study to understand how 

simplified scenes are perceived in people with a wide range of visual levels. 

Whilst previous visualisations removed details in the scene by recolouring the whole scene or using low-

resolution displays, Angelopoulos et al. [5] proposed a visualisation technique to add depth perception to the 

existing scene without significantly altering it. Their visualisation conveyed depth information for 6 feet from the 
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HoloLens by overlaying coloured wireframes in the visual scene. In an experiment with 10 participants with RP, 

this visualisation helped to reduce mobility and object grasp collisions significantly but increased the time taken. 

As this visualisation was limited to 6 feet from the device worn at eye-level, this technique offered limited depth 

information along the floor (2.71 feet and 3.43 feet ahead on the floor for 1.75m-tall male and 1.61m-tall female 

respectively). This inspired us to include a variation of this technique (prototype 3) in our study that extends the 

depth visualisation to more than 6 feet and to find out how people with different visual conditions other than RP 

perceive it. Additionally, Zhao et al. [104] proposed visual augmentations to highlight the edges and landings of 

stairs using HoloLens and 12 participants in the study thought the visualisations to be useful, comfortable and felt 

secure.  

While all these visual augmentations mentioned above have contributed to safe navigation for people with LV, 

there has been little research on visual mobility aids for wayfinding. Bai et al. [9] used a depth camera and ultrasonic 

sensors to generate safe-path to follow in indoor environments. They provided audio feedback together with a small 

directional cue to follow in an HMD. Their study showed improved collision avoidance in ten participants with lazy 

eyes, but it was not clear if the improvement was due to visual navigational guidance alone. Zhao et al. [105] used 

HL to provide visual (path, distance and action signs, and destination) and audio (distance and action) guidance of 

fixed routes in an indoor environment. With 16 participants, their study found no significant effect of visual and 

audio feedback on wayfinding time, but visual feedback resulted in significantly fewer wayfinding errors and lower 

cognitive load. In outdoor environments, people with LV rely on wayfinding apps designed for sighted people such 

as Google Maps [99]. Due to the limited number of studies in visual way finding augmentations, we designed 

prototype 8 to improve our understanding of how people with LV perceive visual guides for dynamic wayfinding. 

In addition to providing visual augmentations to improve obstacle avoidance and wayfinding, other approaches 

aimed to improve visual aspects important for orientation and mobility. Real-time edge enhancement [55,108] 

improved CS, whereas digital zooming approaches [56,72] improved VA. While these approaches showed improved 

clinical visual measurements, how they impact mobility is not known yet. As VA and CS play important roles in 

mobility, these approaches inspired us to include prototypes 4,5 and 6 which used high-contrast images or edge 

images to improve CS and allowed dynamic magnification to improve VA and to find out how these enhancements 

are perceived in people with LV. Other visual enhancements to improve orientation include sign reader [33] and 

visual cues for search and scanning [107]. 

Most of the literature, except a few [78,104,107,108], in visual mobility aids did not evaluate the impact of the 

visual enhancements using participants with varying levels of visual abilities and conditions. Therefore, our 

understanding of how these visual enhancements impact people with different levels of residual vision is limited. 

Additionally, only a few studies [44,104,107,108] reported subjective feedback. These subjective data are important 

to inform future works on how to improve and adapt different visual augmentations to suit the needs of people with 

LV better.  

2.4 Requirements for technology-based visual mobility aids 

Most of the studies described previously focused on the technical aspects such as visualisation techniques which 

were designed without the input from potential end-users. While those requirements can be derived from the 

literature to some extent such as the importance of CS and VF, it is essential to understand the needs and 

requirements of potential end-users because people use their residual vision in different ways.  
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In order to use AR glasses as visual mobility aids, it is crucial to understand how people with LV perceive 

augmentations in the AR environment. Zhao et al. [103] explored how virtual shapes such as triangles and text were 

perceived in Epson Monveio glasses with 20 participants with LV. The participants were able to identify shapes and 

read text on the AR glasses, and the authors recommended guidelines for designing accessible virtual elements for 

people with LV. However, the study was limited to an indoor environment and involved only basic shapes such as 

triangles and stars rather than potentially useful visual augmentations.  

Two studies observed how participants with LV navigate real-world environments to identify mobility 

challenges and how they used their residual vision. Szpiro et al. [85] observed 11 participants with LV find a store 

and purchase an item in the real-world environment. Another study observed challenges that 14 people with LV 

face while navigating stairs, new buildings and through two city blocks [106]. The authors described requirements 

for mobility aids such as information needs (e.g. surface-level changes, the direction of changes) and visual 

requirements (e.g. use of colour and luminance contrast) amongst others.  

Some other studies involving participants with LV, explored a broader range of issues in different contexts, 

through challenges and use of other tools, elicited requirements for their mobility needs and assistive technologies 

based on other mediums such as auditory and vibrotactile [17,39,62,71,75,98]. For example, Jafri et al. [39] 

interviewed participants with LV to understand their mobility challenges, their low vision aid usage and to obtain 

feedback on a depth-based obstacle avoidance system with audio feedback.  

The relative lack of studies exploring how people with different levels of residual vision perceive visual 

augmentations in AR glasses and the limited number of studies on the requirements for visual mobility aids has 

motivated us to undertake this study. Therefore, in this paper, our aim was to understand if there is an association 

between the level of residual vision and the preference of different visual augmentations, the perceived benefits 

and drawbacks of the visual augmentations and to elicit user-based requirements for visual mobility aids by 

gathering suggestions based on the capabilities of HL and their day-to-day mobility experiences.  

3 METHODS 

3.1 Participants 

We recruited 18 participants with LV (ten females, eight males) with ages ranging from age 29 to 75 (mean age: 

59.3), via local low vision charities (Sight Life, Sight Cymru, and Cardiff University Low Vision Clinic) in Cardiff. To 

better understand how visual augmentations are perceived by people with different levels of residual vision, we 

recruited participants with a wide range of visual conditions (Table 1). All participants except two (P3, and P8) 

were registered as either sight impaired (SI) (n = 4) or severely sight impaired (SSI) (n = 12). All participants except 

four completed all the prototype applications. Four (P3, P4, P12, P18) did not complete the navigator, three (P3, P4, 

P12) the object recognition, and one (P12) the zoom overlay prototype. None of the participants had prior 

experience with AR technology.  

Table 1. Participant demographic information. Participants labelled with superscript ‘6’, ‘7’, and ‘8’ did not complete zoom overlay, 
object recognition and navigator prototypes respectively. 

ID Age/ 

Gender 

Registration 

status 

Diagnosis Binocular 

Visual Acuity 

Binocular 

Contrast 

Sensitivity 

Binocular 

Visual Field 

P1 64/F SSI Retina Dystrophy 6/60 Significant loss Moderate 

contraction 
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P2 38/M SI Horizontal Nystagmus 6/36 Noticeable loss Moderate 

contraction 

P37,8 58/M None Cataract, Macular 

Degeneration 

6/48 Noticeable loss Full-field 

P47,8 61/M SSI Macular Degeneration, 

Myopia 

6/48 Significant loss Moderate 

contraction 

P5 69/F SSI RP 1/40 Severe loss Central vision 

loss 

P6 65/F SSI Cataract,  

Detected retina, Myopia 

3/60 Significant loss Moderate 

contraction 

P7 67/M SI Glaucoma, Cataract 3/60 Severe loss Moderate 

contraction 

P8 62/M None Nystagmus, Myopia 6/18 Ok Moderate 

contraction 

P9 47/F SSI Myopia 6/90 Significant loss Moderate 

contraction 

P10 48/F SSI Wet macular 

degeneration, 

Stargardt’s disease 

1/40 Severe loss Moderate 

contraction 

P11 29/F SSI Myopia, Nystagmus,  

Cone dystrophy 

6/60 Significant loss Moderate 

contraction 

P126,7,8 59/F SSI Junior macular 

degeneration 

3/60 Significant loss Central vision 

loss 

P13 46/M SSI - 1/40 Severe loss Profound loss 

P14 72/M SSI Nystagmus, 

Congenital optic 

atrophy 

6/60 Significant loss Moderate 

contraction 

P15 70/F SSI Glaucoma, Cataract, 

Nystagmus, Aphakia 

6/90 Significant loss Moderate 

contraction 

P16 70/M SSI Myopia, Cataract, 

Glaucoma, Detected 

retina 

1/32 Severe loss Moderate 

contraction 

P17 75/F SI Vision loss caused by 

stroke 

6/12 Noticeable loss Moderate 

contraction 

P188 67/F SI Vision loss due to brain 

damage 

6/12 Noticeable loss Full-field 

3.2 Procedure 

This study was conducted between October 2019 and March 2020. The study consisted of a semi-structured 

interview that lasted approximately one hour, and the interview was voice recorded. The study environment 

consisted of a well-lit room comprising of tables, chairs, and various items (such as books, water bottles, cups, 

laptops, photos) placed around the room, and a corridor with a few turns. Before starting the session, we scanned 

the environment with the HL so that it could generate the spatial information necessary for prototypes quickly and 

recognise the participants’ current location in the environment. We also marked a destination point at the end of a 

corridor for the navigational task.  

At the beginning of the interview, we asked each participant about their background information such as 

demographics, underlying visual conditions, registration status, and LV aids use. We then measured VA and CS using 
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the ETDRS LogMAR and Pelli-Robson contrast sensitivity charts respectively and conducted a confrontational visual 

field test. We did not measure participants’ colour perception however, we asked them to self-report any other 

visual impairments they are aware of. After collecting background and visual information, we fitted the participants 

with HL to demonstrate the prototypes.  

During the demonstration process, we showed one prototype after another and explained their intended 

purposes. For each prototype, we presented all adjustable options such as colours or line sizes to the participants 

and asked them to observe the environment through the augmented views. If they were comfortable to do so, they 

were encouraged to get up and walk around the room to experience changes in the visual augmentations while they 

were mobile. For prototype 8, we asked the participants to get up and walk out of the room following the path 

shown in HL to reach the destination. To maintain consistency across participants, the interview guide consisted of 

the following questions for each prototype: (i) describe what you are seeing; (ii) anything that you find useful, and 

why; (iii) anything you find disadvantageous for your vision, and why; (iv) how to improve.  At the end of the session, 

we asked what their favourite prototypes were, what enhancement they want to see on AR glasses for their mobility 

problems, and what they think of the device itself. The ethics committee of the School of Computer Science and 

Informatics, Cardiff University approved this study (approval no: COMSC/Ethics/2019/032).   

3.3 Analysis 

The voice recordings were transcribed in verbatim. The first author read and re-read the transcripts and wrote 

memos of early impressions. Then the transcripts were uploaded to NVivo12 for data handling and coding. We used 

deductive thematic analysis with open coding, where codes were developed and updated throughout the process. 

The codes were then merged into themes describing the patterns in the data relevant to the research questions. The 

impressions from the data, themes and coding progress were discussed regularly as a team. Eventually, we analysed 

the data individually for each prototype as the overlapping themes across eight prototypes failed to provide 

insightful details due to significant differences between the purposes of prototypes.   

3.4 Device 

We used HoloLens v1 [63] from Microsoft to demonstrate the AR prototypes to the participants. HL is a see-through 

AR device with an approximate field of view of 30°H and 17.5°V. It includes one depth camera and four environment 

understanding cameras to capture the state of the surroundings and one 2MP camera for photos and 30fps videos. 

Users can interact with the AR environment using voice command, hand gestures, or a dedicated Bluetooth clicker. 

HL was chosen for this project for its ability to be worn with eyeglasses. 
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Figure 1: Screenshots of prototypes; (a) lines on walls; (b) colour overlays; (c) coloured-line overlays; (d) edge overlays; (e) comic 

overlays; (f) live view overlay; (g) zoom overlay – zoomed view taken from the same location as (f), (h) object recognition, (i) navigator. 
Darkened images in (a) and (d) of the screenshots were caused by black pixels which were rendered transparently in in-device view. In 

images (d), (e), and (f), taking screenshot from monocular view exacerbated misalignment of overlays and real-world environment 

compared to the actual binocular view through HL. 

3.5 Design Procedure of AR Prototypes 

This study represents the third phase in our project that aims to develop an effective mobility aid for people with 

LV and to evaluate its effectiveness quantitively with mobility trials. The first phase of our project, a systematic 

literature review on how current visual augmentations in HMDs affect mobility in people with LV [32], highlighted 

the lack of user involvement in the design and development stages of the aids, and the lack of qualitative data in 

most of the existing literature. To better understand the requirements for visual mobility aids in people with LV, 

we undertook four focus groups with 20 participants with LV as the second phase of our project. In the focus groups, 

we discussed the unique mobility challenges that the participants experienced in their day-to-day activities, the 

techniques they used to cope with them and how they want technology to help alleviate those problems. Some 

problems participants discussed in the focus groups included difficulty detecting obstacles, walls and surface level 

changes, being uncertain of where they were and difficulty orientating themselves when travelling in unfamiliar 

environments and knowing the distances to objects due to reduced depth perception and contrast sensitivity.  

In this study, we created eight prototypes (Figure 1) based on the results of our systematic literature review and 

focus group discussions (please see the companion video produced to demonstrate each prototypes). These 

prototypes served six different purposes: to visualise walls and objects with large enough vertical surfaces 

(prototype 1); to improve depth perception (prototypes 2 and 3); to provide edge and contrast enhancements 

(prototypes 4, 5); to provide dynamic magnification (prototype 6); to showcase the device’s capabilities of object 

recognition (prototype 7); to provide visual navigation cue (prototype 8). We developed prototype applications for 
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HL using Unity 2018.5.7f1 [92]. Software packages used included Mixed Reality Toolkit 2017.4.3.0 [66], OpenCV for 

Unity [22], and YOLOv3-Lite [77].  

3.5.1 Prototype 1 - Lines on Walls 

Some participants in our previous focus group work reported difficulties identifying walls in their environments 

and walked into them due to reduced contrast sensitivity. To alleviate this problem, we drew inspiration from LV 

clinics and hospitals, where it is a common practice to paint high-contrast colour lines on the walls to help people 

with LV with tracing [20], recognising where the walls are and assist them with orientation and wayfinding. In order 

to explore the effects of similar virtual lines in an AR environment, we created this prototype to draw lines on the 

vertical surfaces using Microsoft HoloToolKit [64]. The application drew four lines per one meter of a vertical 

surface, and the width of each line was 0.1m. There were four options for the line colour: red, green, blue, and yellow. 

The lines are drawn in real-time in a pre-scanned environment, or with a delay of a few seconds in an unknown 

environment. 

3.5.2 Prototype 2 - Colour Overlays 

People with low vision experience reduced depth perception [80]. Due to their inability to perceive distance, most 

of the participants in the focus groups experienced problems such as difficulty navigating stairs or missing a step, 

tripping on obstacles due to the inability to distinguish how far away they were, falling due to the inability to 

perceive surface level changes. This prototype aimed to improve depth perception for people with LV. Using a 

variation of the colour-based distance representation in an experiment with four participants with LV [44], this 

prototype mapped warmer colours to nearer distances and cooler colours to further away distances and overlaid 

the solid colours in the scene. This distance to colour mapping was arbitrary, and the prototype used ten different 

colours in total. The first colour covered the distances between 0.3m to 1.5m and the last colour covered distances 

beyond 3.5m. The eight middle colours covered 0.25m distances each. At one time, the maximum total volume of 

environment painted with colours was 10m3. We decided to include this prototype in our study to further improve 

our understanding of how this simplified colour-based visualisations of distances was perceived by people with a 

wide variety of visual conditions. 

3.5.3 Prototype 3 - Coloured-line Overlays 

Like the previous prototype, this aimed to provide improved depth perception for people with LV. Increasing the 

amount of visualisation from a previous study [5], which visualised the environment up to 6 feet from the user, this 

prototype visualised everything that had been scanned by the HL. Instead of drawing solid colour overlays like 

prototype 2, this prototype used spatial mapping renderer [93] from Unity to draw triangular mesh on top of the 

real-world environment, and the mesh was coloured based on the distance to the usser. Each one-meter distance 

from 1 to 10m was coloured by nine different colours (red, green, …, orange) and white colour was used to denote 

distances beyond 10m. This application was configured to draw a triangular mesh made up of approximately 1000 

triangles per 1 m2 area.  

3.5.4 Prototype 4 - Edge Overlays 

As CS together with VF size are important predictors of mobility performance in people with LV [27,80], most 

participants in our focus groups reported experiencing problems that stemmed from reduced CS such as the 

distinguishing obstacles and walls in the environment, and identifying different objects and their boundaries. In 

order to highlight distinctive objects in the environment by providing edge enhancements, we developed this 

prototype to overlay edges in the users’ view in a similar fashion to this Google Glass application [34]. This 



   
 

11 
 

prototype used the video camera of HL to capture the environment and calculated edge images from the video feed 

using Canny edge detection implementation of OpenCV [70]. Then the edge images were displayed, approximately 

1.5m, in front of the user in real-time at 30fps. Due to well-documented error in the un-distortion function of HL’s 

image processing pipeline [65], there was a slight misalignment between edge images and their real-world views. 

The participants could adjust the colour (red, white, green, blue, and yellow), and the size of edges.  

3.5.5 Prototype 5 - Comic Overlays 

To alleviate problems caused by poor CS as described in previously, this prototype aimed to provide high-contrast 

views to people with LV by overlaying a comic-looking image of the environment in real-time. This prototype, based 

on the comic filter from OpenCV for Unity plugin [22], generated grayscale, high-contrast images of the 

environment. Like the previous prototype, filtered images were displayed at approximately 1.5m in front of the user 

at 30fps. Similar issue with image alignment was present in this prototype.  

3.5.6 Prototype 6 - Live-view and Zoom Overlays 

In our focus groups, some participants described occasions where they observed their environment by taking 

photos on their mobile phones and viewing them by zooming in to different parts of the photos on the phone screen. 

To provide a similar functionality on HL, this prototype displayed either the video feed of the camera from HL 

without additional manipulations (live-view overlays) or the zoomed view of the video feed (zoom overlays) in real-

time. Like prototypes 4 and 5, the images were displayed at approximately 1.5m in front of the user at 30fps and 

have a slight image misalignment problem. This prototype also allowed users to magnify the centre of the visual 

scene using voice command (“zoom in”, “zoom out”) while they were stationary and the zoom level reset when 

users started moving. During the magnified view, the real-world background remained visible and unaligned.  

3.5.7 Prototype 7 - Object Recognition 

We included this prototype to demonstrate some possible machine learning capabilities of HL. Using click gesture 

or Bluetooth clicker, users could analyse the objects in the scene. The prototype returned the results with both 

visual (red squares around identified objects in images) and audio feedback. Making a new request to analyse the 

scene removes the previous visual feedback to avoid confusion. The object recognition was performed on an 

external computer to which the HL was connected remotely. The YOLOv3-Lite algorithm, trained to recognise 80 

classes (e.g. dog, cup, laptop, book, chair, person) [77] was used for recognition tasks.  

3.5.8 Prototype 8 - Navigator 

To help people with LV with navigation and orientation in unfamiliar environments, this prototype dynamically 

generated a path from user’s current position to a predefined destination and visualised the path by drawing a 

green line on the floor. Upon command, we used the NavMesh API [94] from Unity to generate the traversable path. 

The properties of a walkable area could be defined in NavMeshAgent class, and we used 0.4m radius, 1.7m height 

and 0.5m step height in our prototype. This prototype could be used in conjunction with all the other prototypes 

except prototypes 2 and 3.  

4 RESULTS 

This section begins by describing the three themes that emerged across the eight prototypes. The main theme that 

emerged from this study was the need for extensive customizability of the visual augmentations. Many participants 

reported perceiving the visual augmentations differently from one another (e.g. different colours, wavy or curvy 

lines, blurriness) and made suggestions to accommodate their visual needs. Their suggestions included altering the 
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sizes, colours, locations and the number of virtual elements provided by the visual augmentations. The second 

theme was that visual augmentations could provide an improved understanding of the environment and obstacles. 

The majority of the participants noted that improvement in obstacle detection was one of the main advantages 

during the demo session. Both highlighting objects using holographic overlays in the real-world environment 

(prototypes 1, 2, 3, 8) and overlaid two-dimensional filtered images (prototype 4, 5, 6) improved their awareness 

of objects and obstacles and allowed them to understand the layout of the environment better. Consistent virtual 

elements in the augmented views also served as depth cues, allowing them to know the distances of obstacles better. 

They also felt that the visual augmentations lit up the environment, and it allowed them to see better. The last theme 

was the technical weakness of current hardware and software implementation. The technical issues reported by 

participants included slow and sparse depth acquisition, video delay, and misalignment and instability of filtered 

image overlays.  

In addition to the three themes across the eight prototypes, we observed some important points.  Real-time 

filtered images in prototypes 4, 5, and 6 improved participants’ ability to perceive details in the visual scene such 

as improved face recognition and enabled them to see details in images. They were also generally enthusiastic about 

having help in recognising objects and having visual navigator. They also felt occlusion caused by persistent visual 

enhancements was a problem in observing details in the environment. Other comments regarding visual issues 

were difficulty seeing colours properly and excessive brightness from augmentations. 

While the eight visual augmentations used in this study shared some similarities, the differences between each 

unique augmentation are more significant. Additionally, one of the aims of this study is to understand how people 

with LV perceive different types of visual augmentations. Therefore, we will describe the results for individual 

prototypes for greater understanding in the following sections.  

4.1 Lines on Walls 

Seven participants (P2, P3, P4, P6, P10, P11, P13) said they liked this prototype and agreed that this improved the 

overall usefulness of their residual vision in different ways such as improved spatial understanding and depth 

perception.  

While the primary purpose of this prototype was to visualise the walls, only P13, who could not see the walls 

with his normal vision, felt this was beneficial for that specific purpose. As P13 said, “I can’t see the wall, but I can 

see the green, … It lets me know where the wall is”. For the rest of the participants, this prototype was not helpful to 

visualise the walls as they did not have trouble seeing them. As P1 said: “It doesn’t help because I can see the walls 

anyway”.  

However, eight participants (P2, P3, P4, P6, P8, P10, P11, P10) found this prototype to be helpful to understand 

the environment and obstacles better. Four participants (P2, P3, P4, P11) felt that this enabled them to be more 

aware of the obstacles in the environment as the lines drawn on the vertical surfaces of the obstacles were easy to 

perceive. “It gives me a little bit more idea that there’s something there.” (P3) and “The chairs come out because there’s 

light on it and it reminds me that something is on the way” (P11).  

As the lines are drawn at fixed distances from the floor, changes in the height of the lines enabled P2 and P4 to 

deduce the layout of the environment better. “… looking down the skirting board there, the shape of green has 

changed, and it is sort of sloping down. I am assuming it is just a slope and [I am] adjusting …” (P4). Changes in the 

number and the size of the lines visible in HL also served as depth cues for six participants (P3, P6, P8, P10, P11, 

P12) to gain an improved sense of depth perception. “It gives you a good idea of how far the wall is from you” (P11), 
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and “The further away, the bigger area it has… it can give you depth perception” (P12). Additionally, four participants 

(P3, P4, P6, P10) also thought that these augmented lines were useful in a dimmed or a dark environment to light 

up the scene. “That helps absolutely. I think it could be very useful … I didn’t expect it to work in the dark … looking 

around, I know there’s a chair immediately” (P4) and “It lights up things more for me” (P10). 

Despite the benefits described above, some technical and visual issues with this prototype limited its usability 

for many participants. Technical issues associated with this prototype stemmed from slow and limited depth sensor 

of the HoloLens. Five participants (P2, P3, P4, P18, P12) noted that the visual augmentations did not update quick 

enough when they moved. “The slow update is a problem, the leftover depth images” (P3) and “another problem I’ve 

got is that I am seeing an after image.” (P12). Seven participants (P3, P4, P6, P8, P10, P15, P18) were able to perceive 

small discontinuities in the lines caused by holes in the depth maps. “I can see patterns on it” (P18) and “There are 

green specks coming out here” (P6).  

Additionally, the visual issues associated with this prototype included occlusion caused by the lines, and 

difficulty perceiving the visual augmentations. For four participants (P9, P12, P15, P16), the presence of the 

augmented lines in their vision was a source of confusion or distraction. As P16 and P12 said: “It is just confusing 

me now … with all the lights [from augmentations]. I am not sure what I am looking at” and “… because you are 

concentrating on that [lines on walls], you forget what’s around you”. Five participants (P3, P4, P11, P6, P12) disliked 

that the visual augmentations were occluding the real-world environment. As P3 and P11 said: “You were trying to 

look at things on the walls, then it wouldn’t be good. The green light comes across it” and “If somebody sat there, you 

are only going to see it behind them”. 

Four participants (P6, P10, P12, P18) also had trouble perceiving the colours of the lines correctly. They 

mentioned that they saw the visual augmentations in many different colours at the same time although the 

prototype used only one colour at a time and described their experiences as “psychedelic” (P12), and “they’re 

different colours, the shades are changing” (P6). P10 and P17 also expressed concerns about the brightness produced 

by the visual augmentations: “because I can see a lot of brightness, it might blend in together [with environment] and 

the glare might be too much for my eyes” (P10).  

Other important limitations of this prototype as described by some participants were its inability to distinguish 

doors and walls (P4, P5, P12) and its failure to pick up and visualise obstacles without large enough vertical surfaces 

or glass surfaces (P4, P11, P12).  

4.2 Colour Overlays 

Only three participants (P6, P11, P17) out of 18 felt this prototype could be useful in improving their residual vision. 

For them, overlaying multiple solid colours in real-world scene provided better-defined shapes of the obstacles and 

made them seem closer for better understanding of the environment and obstacles in it. “It looks clear, it looks as 

though it’s defined” (P6) and “There is no blurring or zigzagging around the objects, they are not foggy” (P17).  

Although seven participants (P3, P6, P8, P10, P11, P12) agreed that using solid colour overlays to indicate 

distance information helped them to improve their depth perception, its drastically unfamiliar visual 

representation and occlusion of real-world environment rendered this prototype unsuitable as a visual mobility aid 

for most participants in this study.  

For nine participants, this visualisation of distance as colours was too unintuitive. They described their 

experience as “psychedelic” (P8, P4), “abnormal” (P18), “funny shapes” (P1), “prism” (P6), “confusing” (P7, P16), 

“weird” (P12, P10), “lots of reflection” (P10), “modern art installation” (P8), “dunes in the desert” or “being on drugs” 
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(P12). Four participants (P10, P11, P13, P14) mentioned their difficulty in perceiving colours correctly: “I see blue, 

red, green and a colour between red and green only” (P14), and “… that would be useful if we get the colours right” 

(P10).  

Seven participants (P2, P4, P7, P11, P15, P16, P18) voiced their concerns about not being able to see the details 

in the environment as the prototype was overlaying the scene with solid colours. “I worry about not being able to 

see them[obstacles]” (P18), and “I can’t make anything out, it obscures all of you. It’s concentrating on something, and 

that’s the worst thing, you could fall over” (P16).  

4.3 Coloured-line Overlays 

Only four participants (P2, P10, P11, P18) said they liked this prototype and felt this to be useful to judge the 

distance. For other participants, they found some aspects of this prototype to be useful even if its overall 

performance was not good enough.  

For three participants (P2, P4, P5), coloured lines drawn on the walls and floors and objects allowed them to see 

further ahead than what they could see with their normal vision and therefore improve their understanding of the 

layout of the environment. “It gives [me] a sense of how big the environment is … it’s very cool” (P2), “it’s taken me ten 

meters in advance… so I can sort of work out with that” (P4), “Because I can only see things each side … then I know 

that it’s that gap that I have to walk through” (P5). Four other participants (P6, P10, P11, P15) felt that the lines 

provide better-defined boundaries to the objects and obstacles. “it is good because the shape is standing out” (P6), 

“that’s much better … because I can actually see the edge of things” (P11), and “it helps me know something is there 

because it separates [objects]” (P10). 

However, six participants (P4, P5, P9, P10, P11, P13) with self-reported poor colour perception had a difficult 

time understanding the distances in this prototype due to the use of 11 different colours. “I can’t make out the 

colours, they are wrong for me” (P4), “I can’t see the colours, I can only just see the lines” (P11), and “all the colours 

are just one for me. It doesn’t appear to be any depth perception there” (P9). 

Due to having a large number of lines (1000 triangles per 1m2) for 10m ahead at any given time, four participants 

(P4, P9, P12, P15) felt that the prototype was providing an overwhelming amount of visual information, leading to 

information overload. “It worked perfectly in a small, confined area [in room], but now [in corridor] it is uncomfortable 

because it’s focusing[showing] too far away and I don’t need to do [know] that presently” (P4), “I don’t think I can walk 

like this … too much visual information” (P15), and “… there are a lot of patterns, it’s very busy, and you can’t make 

out what’s there” (P12).  

Six participants (P1, P3, P8, P11, P17, P18) also disliked that the lines were obscuring parts of the real-world 

environment which prevented them from reading signs or identifying objects. “I can’t see anything really, all I see is 

yellow lines” (P17), “I am losing information that I get from my normal vision of what is here” (P8), and “when you 

were stood there, I couldn’t even see you behind all those stripes” (P1).  

Other significant limitations of the prototype experienced by participants included slow updates (P8), not 

recognising glass surfaces due to depth sensor limitation (P11), and lack of object boundary between two objects 

with similar distances (P3).  
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Figure 2: Edge and comic overlays on a face; (a) example of sparse information, missing edges on chin, neck, and hairline; (b) comic 

overlay on a face. Darkened image in (a) is caused by black pixels that are transparent in in-device view of HL. Misalignment in overlays 
exacerbated by capturing screenshot in monocular view instead of actual binocular view of HL. 

4.4 Edge Overlays 

Eight participants (P2, P3, P4, P6, P9, P10, P12, P17) agreed that overlaying edge images improved the usefulness 

of their residual vision. The edge images allowed them to see obstacles and objects better (P2, P4, P9, P17), read 

signs (P12), see facial expression (P4), and see some details in images (P1, P4, P6).  “I can see that there’s a chair 

there … that’s something I can’t see normally” (P2), “It can’t show me the walls but show me the writings. I can read 

[letters on the wall], it’s more recognisable” (P12),  “if I was sat in a pub and I wanted to see your facial expression I 

think that might work” (P4), and  “it’s a building? Wow, I am just amazed that I can identify the picture from a distance, 

… Brilliant! Excellent! (P6).  

Nevertheless, one fundamental visual issue with this prototype was that the information provided by the edges 

alone was too sparse to understand the scene (Figure 2). Seven participants (P1, P2, P3, P5, P7, P11, P16) felt that 

although the edge overlays allowed them to see that something was there, it was not enough to make out what they 

were seeing. “I can see lights on your arms. It is like an X-ray, … I wouldn’t be able to distinguish what it was” (P5), 

“The lines don’t make a difference. Your face is not clear anyway, … I can’t tell you what [object] it was on” (P7), and “I 

am not sure, I can see outlines of something, but I don’t know what it is” (P16). Additionally, P2, P8, P18 noticed lack 

of depth perception in the augmented view as the prototype overlaid the 2D edge images on the scene. “It’s much 

closer than it is actually. That’s what I am finding somewhat confusing” (P8), and “I am seeing it [handbag] much 

nearer. I am not seeing the distance between them” (P18). 

The main weakness of this prototype as described by half of the participants (P3, P5, P6, P7, P9, P11, P12, P15, 

P16) was a technical issue caused by unstable edge images. As edge images were extracted at 30fps without 

stabilisation, slight movements of the head could result in different edges being extracted and displayed for each 

frame leading to slightly jumpy and moving edges. “It is constantly updating … I think after a while, it is starting to 

take up awful lot, from the view to my brain” (P3), “It’s picking them up all and that’s what’s flashing a lot” (P9), and 

“if you move your head, it’s dizzying” (P6).  
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Figure 3: View of a painting; (a) normal, (b) comic overlay 

4.5 Comic Overlays 

Eight participants (P2, P3, P4, P6, P10, P11, P12, P17) liked this prototype and felt it improved their residual vision. 

Six participants (P2, P6, P10, P12, P17) felt that high-contrast black and white overlays enabled them to perceive 

facial features better (Figure 2). “I like the way it emphasises facial features and facial expressions …[it] could help 

with face recognition” (P2), “Oh my goodness, that’s definitely better. Wow! I can see eyebrows and everything” (P6), 

and “I can see your face clearly, wow!” (P10). This prototype also enabled six participants (P4, P6, P8, P10, P11, P15) 

to observe significantly more details in images and paintings (Figure 3). “This simplify things a bit. These are quite 

good. … it clarifies the overall shape of those three pictures.” (P8), and “I can see more details in brush [on a picture], I 

can see there are bristles on the brush” (P11). High contrast overlays also made it easier to see objects and obstacles 

for P2, P3, P11, and P15. “It makes things stand more, definitely” (P15), and “if you look around, it emphasises different 

things” (P2).  

However, six participants (P2, P3, P4, P5, P7, P16) commented that the overlays were not stable enough. This 

instability of images limits the participants’ ability to use this prototype for extended periods or their ability to 

comprehend the visual scene. “This might give me a bit of headache if I were to put this on for a long period of time” 

(P2), “If you are wearing for a long time, it needs to be stable. Coz the wall outside the window is redrawing itself.” 

(P3), “There’s something moving on there, a lot of circles or something like that” (P16). Some participants also noted 

that this visual augmentation is difficult to perceive at times because of blurriness due to slight misalignment of 

overlays and real-world (P8, P18), brightness due to large portion of the overlaid image being white (P3 and P1), 

and slight video lag (P2, P3).  

4.6 Live-view and Zoom Overlays 

This prototype offered normal and magnified views of the scene. In the normal view, viewing the environment 

through the overlaid images improved colour perception for four participants (P4, P7, P9, P11). “I can see you a lot 

clearer … there are a lot of colours down the wall, it’s a lot clearer…” (P7), and “Everything is a bit brighter and 

clearer… red seems a lot brighter to me, but I haven’t been able to see red before …” (P11). Five participants (P4, P7, 

P8, P9, P14) remarked that they were able to perceive a lot more details in images due to improved colours, 

sharpness and contrast and closeness of the two-dimensional overlay image compared to the real-world distance. 

“When I am using this, the buildings [in the photo] are separate… I could see more details on the pictures.” (P8), “If I 

look at it [photos], I have no idea at all what’s on the inside. Yes, that’s very good” (P4).  

Five participants (P4, P6, P9, P11, P17) also agreed that zooming up to a certain level was a useful feature of this 

prototype. “If I look at that and all I see is a dark space behind the glass, and yet I was able to see things happening 
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behind it. Wow! That's impressive” (P4), and “I can see what’s in the cabinet now” (P17). P6 was even able to read a 

few sentences from the participant information sheet using this prototype.  

However, as the zoomed image is overlaid on top of real-world, it made it hard to see the details clearly as the 

real-world background was visible resulting in double and blurry vision (P1, P3, P7, P11, P16, P18). “Seems to be 

giving me [a] sort of multi-vision or double vision. Everything is sort of double vision, that is even if I close one eye. It is 

not clear at all” (P3), “The blurriness of double vision is taking it [improved brightness and definition] away from that” 

(P11). 

4.7 Object Recognition 

Nine out of 15 participants who tried this prototype said this could be useful for them in their day-to-day lives. As 

P6 said: “Wow! Fantastic! That would be brilliant. It’s like somebody telling you what you see”. Four participants (P7, 

P10, P11, P18) felt this prototype could help them search and locate items of interest in home and supermarket 

environments. “If you have a desk or table with lots of objects on there, I will be able to search [using this prototype]. 

It could help in the supermarket too” (P10), and “When I am out shopping, I can’t see everything. So, having something 

to tell me what was there, I’d know then” (P18). P11 and P16 also noted knowing what things are in advance could 

be helpful to them. “I like it. Most of the times, looking at stuff, in my head, I am imagining what it is, and when you get 

close to it, it could be completely different” (P11).  

Six participants (P1, P5, P8, P13, P14, P17) who disliked this application did so for a variety of reasons. Four 

participants (P5, P8, P14, P17) felt that their vision was enough to identify and recognise objects. “I can see things 

in front of me naturally anyway… I don’t think I can identify things with this view” (P5), and “I don’t think so [it is not 

useful]. Like I said, at this present time, I think I’m coping well” (P17). P13, on the other hand, was unable to see 

objects in both real-world and in the HL highlights due to his severe vision loss. P1 did not believe these recognitions 

were robust enough to be useful in her daily life: “The question is they don’t always work”.  

Suggestions to improve the usefulness of this prototype included face recognition (P1, P2, P8, P9, P11), providing 

environmental information (P15, P16) such as doors and road signs, and recognising only the targeted area where 

a person is viewing (P2).  

4.8 Navigator 

Ten out of 14 participants who completed the demonstration for this prototype liked it. They were able to follow 

the line smoothly and felt more confident that they were going in the right direction while following the line. 

“Knowing the green line shows you the gap that you can walk through, [I] can walk confidently” (P2), “It is useful for 

me to navigate if you know where you need to go and it’ll tell you go there, turn left, right. That will be good to find a 

way around as long as they have a plan to go around” (P6), and “Confidently, having something that’s just going to 

take me through a building and say stop there, you are at the right room or at your location would help me” (P8). 

Although this prototype was well-received by the majority of the participants, there were some areas of 

improvement for better usability. One drawback of this prototype was constantly updated shortest path. As it 

constantly recalculated the shortest path to the destination, P7, P10 and P11 felt the line moved too much and was 

at times too close to the walls or too jagged. Additionally, we found that participants have different preferences for 

the positioning of the line. Some were happy to have the line drawn on the floor (P10, P11), whereas some want it 

to be higher up at waist level (P8, P15), or on the wall (P17).  

Out of four participants who did not like this prototype, three (P1, P5, P13) of them had difficulty seeing the line 

on the floor due to their relatively poorer residual vision. P16, however, felt uncertain that the line would take him 
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through safely. He described his uncertainty as “It’s a lot of work. When I follow that line, but you still got to fear for 

things around you, people sat there and that. To pass a chair, for instance, would the green line go over the chair? 

Would the line stay on the floor?”. 

4.9 Usability of HoloLens 

All the participants struggled with the weight of HL during the study. While most of them, except three, were happy 

to wear it continuously for approximately 40 minutes in this study, they expressed their reservations about wearing 

it for longer periods. They also noted the conspicuousness of HL as another factor that would prevent them from 

wearing it in public. “I won’t wear this mainly because of what people would think of you. It’s a vanity thing really” 

(P1) and “You wouldn’t want to walk around in the street, unless you have people steering you to make it obvious that 

you are on a test” (P3). However, participants’ opinions were split in terms of the screen size. Some felt that the 

current small screen size allowed them to use both the augmented view and their unaltered natural vision. “It 

(screen) didn’t seem to be too small, too big, I still had peripheral vision. I knew where I was … So, I didn’t feel divorced 

from my surroundings which it is if you have VR goggles on” (P8) and “Instead of being all around you, it helps you to 

focus, you are focusing to a particular idea which is ideal as your eyes are moving… So that was good” (P6). However, 

some participants felt the screen size was too small. “If the view was bigger, that might help. As I don’t have central 

vision, I have to move my eyes to find it” (P5) and “Screen size could be bigger, deeper. If it is wider, it’s great, but a 

little deeper for me” (P3). Participants also liked being able to wear their prescription glasses underneath the HL in 

this study. While this study did not explore how visual augmentations were perceived in outdoor environments for 

all participants, two stood outside a building and observed the environment through HL during an overcast day and 

reported that they were able to perceive augmentations with ease. 

5 DISCUSSION AND IMPLICATIONS 

In the following sections, we discuss how different augmentations are perceived by people with different visual 

abilities, the subjective benefits and drawbacks participants experienced, and their requirements and suggestions 

in developing visual mobility aids for improved usability amongst a wider low vision population. Subsequently we 

discuss the implications of the results for future AR based O&M aid designs.  

5.1 Residual vision and preference of visual augmentations 

One of the goals of this study was to explore the correlations between underlying visual ability and the types of 

augmentations people with LV find useful. It appeared that visual augmentations mainly benefited participants with 

VA better than 2/60.  Participants with VA worse than 2/60 or with central vision loss were more likely to struggle 

to see the augmentations. 

Participants with VA better than 2/60 liked the navigator prototype and live-view overlays. But for those with 

good VA and CS, the live-view overlays caused some blurring and double vision. Most of the participants also liked 

the idea of having an assistant helping to recognise things for them, except those with the best and worst residual 

vision in the study. The future studies should explore how the usability of automatic recognition could be improved 

by incorporating text and number reading (signs and buses) and automatic face recognition.  

There was little interest in using colours to convey distance in prototypes 2 and 3, due to the limited colour 

perception in people with LV, and the significantly modified view of the world making it difficult for users to 

assimilate what they were seeing.  
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For prototypes 1, 4, and 5, participants who liked these prototypes did not conform to any specific group of 

residual vision levels. Their differences in preferences for these prototypes seemed to stem from the differences in 

personality rather than vision. Their different expectations in technology played an important role in deciding the 

usefulness of different visual augmentations. For example, despite being able to see more via the HL than what she 

normally could with her residual vision, P1 did not find any of the prototypes useful because she was not able to 

recognise what she was seeing. However, P4 found most of the prototypes to be useful as they enabled him to see 

just enough to know things were around, without being able to recognise or identify what they were. As the 

preferences, expectations, and techniques on using residual vision differ from one person with LV to another, it is 

unlikely that one solution will fit all. To accommodate the needs of individuals, future designers of O&M aids should 

provide a range of customisable visual augmentations and allow users to adjust and combine them based on their 

individual needs similar to the prescription of traditional low vision aids in low vision clinics which are tailored to 

the needs of the individual [21]. These visual augmentations should be adjustable in terms of their sizes, colours, 

placement.   

Another factor limiting the potential usefulness of visual aids was the limited screen size of the glasses. 

Participants with severe central vision loss or patchy vision, e.g., P5 with severe RP, did not benefit from glasses as 

the visual augmentations were rendered in their blind spot. Therefore, future visual aids should consider screen 

sizes and anticipated user group. Designers should also consider implementing techniques such as warping and 

remapping [68] to display the visual augmentations in the good parts of the field of vision. In the future studies, it 

would also be useful to understand how similar visual augmentations are perceived by people with LV in video-see-

through display with larger screens (e.g., Oculus) compared to optical see-through displays. 

5.2 Benefits and drawbacks of visual augmentations 

In agreement with existing literature, all the different visualisation techniques from prototypes 1 – 6 improved 

participants’ ability to perceive obstacles in different ways. This is crucial in achieving safe mobility as bumping 

into obstacles is one of the major problems experienced by people with LV. To maximise this benefit, designers of 

future studies should focus on implementing robust real-time obstacle detection algorithms that are accurate 

enough to pick up small tripping hazards, changes in surface levels, curbs, stairs and more  [106], and visualise 

them. Additionally, as participants showed a strong preference for the navigator aid, there is a design opportunity 

to provide the visual navigation cues in conjunction with visualisations for obstacle detection to provide a holistic 

visual mobility aid (i.e., wayfinding and safety). 

Another benefit of the augmentations from prototypes 4-6 was the improved face and facial feature recognition. 

These types of augmentations have the potential to improve participants’ social life as lack of face recognition by 

people with LV is often a severe barrier in their social interactions [16]. The filtered-image overlays allowed them 

to see not only faces but also facial features and emotions (e.g., smiling). Additionally, they also enhanced visual 

details and allowed some participants to see what was in photos and paintings in their environment. This improved 

detail perception could open a design opportunity for exploring how people with LV can access arts visually, albeit 

altered to some extent, whereas their access to arts is limited to voice descriptions or tactile representation [10]. 

Additionally, future designers of visual aids should implement a wide range of image filters and allow users to 

combine them and fine-tune their parameters to suit the individual’s needs.  
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Although prototype 5 allowed many participants to see things in greater detail, displaying 2D high-contrast 

image overlays reduced depth perception for them. Future studies should explore ways to incorporate distance 

information in the edge overlays, perhaps colour-coding the edges or audio feedback.  

One of the drawbacks of prototypes, as reported by participants was occlusion of the real-world environment 

by the visual augmentations. Despite being able to see obstacles and distances better with visual augmentations, 

many participants felt uncertain, and they wanted to be able to see real-world objects at times to better understand 

what they were seeing. This suggests future designs to incorporate efficient means of switching augmentations on 

and off to combine the benefits of both normal and augmented views.  

Prototypes 2, 3, and 5 produced too much light for some participants and caused discomfort and difficulty seeing 

the enhancements until they manually reduced the screen brightness. As people with LV have difficulty adjusting 

to different light levels, future visual aids should be designed to maintain a consistent and comfortable level of 

brightness across different environments.   

Another drawback of the augmentations in HL was difficulty perceiving colours correctly due to some 

participants experiencing diminished colour perception. To overcome this problem, designers of future aids should 

use fewer distinctive colours and should incorporate colour schemes that can be adjusted according to users’ needs. 

The important technical issue observed in prototypes 1, 2, and 3 was slow and sparse depth maps and spatial 

updates from HL causing visible holes, colour specks in the visual augmentations and inability to deal with dynamic 

elements in the environment. More powerful hardware in the future could potentially alleviate these problems, but 

future studies could consider using additional data sources to improve efficiency and accuracy [25]. Another 

important technical issue is image stability for prototypes 4, 5, and 6. As even the slightest head movements alter 

the extracted edges, the final overlaid images look different from frame to frame, leading to jumpy and perpetually 

changing lines in some parts of the overlays. Other problems with image overlays included misaligned and blurry 

images, and delays in overlays. Designers of future aids should implement image stabilisation algorithms and 

improve image registration. 

6 LIMITATIONS  

While one of the strengths of this study was the diverse sample of participants with respect to residual vision, a 

limitation was the lack of proper representation of the most prevalent visual conditions such as macular 

degeneration and glaucoma. Another limitation was that because participants were recruited via low vision 

charities, they were active and engaging members of the low vision community who might not be representative of 

people with low vision more generally i.e. there was some potential for selection bias. Having long term vision loss 

and being well-adjusted to it physically and mentally, their feedback and opinions of the visual augmentations might 

be different from the majority of people with LV who enjoy less independence in their day-to-day lives. Another 

limitation of this study was the lack of a comprehensive evaluation of outdoor environments.  

Regarding the technological aspects, limitations of the HoloLens as visual mobility aid included slow and sparse 

depth mapping, limited camera, small screen sizes, weight, and cost. Future technical improvements in these areas 

would significantly improve the usability of AR glasses for this vulnerable user group.  

7 CONCLUSION 

This study provides insights about user experiences with various visual augmentations and further highlights the 

diversity of low vision population. Based on the detailed qualitative data, we have made suggestions to improve the 
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design and usability of visual augmentations as O&M aids. As people with low vision have highly varied visual needs 

and preferences, the ability to customise the augmentations to accommodate their needs will be critical for the 

success of any future visual low vision aids. The results also suggest that participants with VA better than 2/60 

could benefit the most from visual augmentation.  

Despite having some technical limitations (e.g., slow depth sensor, poor camera, unstable images) and limited 

customizability, many of the visual augmentations on HL were generally perceived as useful. With future 

advancements in hardware and software, AR glasses have the potential to deliver useful information visually and 

audibly as both standalone and complementary O&M aids. 
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