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Abstract—Recently, there has been a growing interest in robotic systems that are able to share workspaces and collaborate with humans. Such collaborative scenarios require efficient mechanisms to communicate human requests to a robot, as well as to transmit robot interpretations and intents to humans. Recent advances in augmented reality (AR) technologies have provided an alternative for such communication. Nonetheless, most of the existing work in human-robot interaction with AR devices is still limited to robot motion programming or teleoperation. In this paper, we present an alternative approach to command and collaborate with robots. Our approach uses an AR interface that allows a user to specify high-level requests to a robot, to preview, approve or modify the computed robot motions. The proposed approach exploits the robot’s decision-making capabilities instead of requiring low-level motion specifications provided by the user. The latter is achieved by using a motion planner that can deal with high-level goals corresponding to regions in the robot configuration space. We present a proof of concept to validate our approach in different test scenarios, and we present a discussion of its applicability in collaborative environments.

I. INTRODUCTION

Commanding a robot to perform a certain task can be time consuming. For many industrial robots it is common that operators explicitly need to define waypoint configurations for a desired trajectory. Since in many industrial settings the same task needs to be executed the exact same way many times, the time spent on programming the robot can be amortized. However, increasingly robots and humans operate in the same space (which may not be a fully structured environment), and each task is executed only a few times. As a result, there has been significant interest in exploring different modes of human-robot cooperation. For low-level specification of a desired trajectory physical interaction can be used (see, e.g., [1]), whereas for high-level task specification speech and gestures have been explored (see, e.g., [2]).

Early on, the potential of virtual, augmented, and mixed reality (VR, AR, and MR, respectively) as other modalities for human-robot cooperation was recognized [3], [4]. The focus in this paper is on AR, but many of the same ideas could also be applied in a VR/MR setting. AR has been shown to be useful in allowing people to command robots and to visualize a robot’s planned actions [5], [4]. In contrast to VR, AR uses the real world as a context for understanding and interacting with virtual objects. AR allows a user to seamlessly integrate coordination of a robot’s actions with her own world interactions with the world. This enables a more direct interaction with the world without having to use a symbolic representation (such as natural language or code).

Most of the work on the use of AR in robotics has focused on robot motion programming [5], [6] and teleoperation [7], [8]. In this paper, we take a robot-agnostic and object-centric approach. By this we mean that the AR interface emphasizes the desired outcomes of robot actions rather than the specific motions of a robot needed to achieve these outcomes. When commanding highly dexterous robots it is often difficult for a human collaborator to reason about their reachable workspace, or kinematic/dynamic feasibility of a task. In our approach, the user can focus on specifying a sequence of high-level goals and let the robot itself determine a sequence of feasible motions that achieve these goals. This latter not only endows the robot with capability to cope with a wider range of scenarios, but it also increases the robot’s autonomy. We call this use of AR High-level Augmented Reality Specifications (HARS), to distinguish this work both from other uses of AR and other work on commanding robots via high-level specifications.

An example that encapsulates the capabilities of a HARS is shown in Fig. 1, where a user places two virtual cans on a real table. By placing these virtual cans, a user is requesting a robot to get real cans and to place them as indicated by the virtual counterparts. However, there may be different valid alternative selections that will accomplish the intended task. For example, there could be more available real cans than the ones required by the provided HARS. Also, the user, through the proposed AR interface, can provide a range of possibilities of where to place the objects. We propose to exploit the robot’s decision-making capabilities of its motion planner to make a final decision from the given alternatives.
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Fig. 1: A user placing virtual cans in desired locations. Inset figure shows the user’s point of view. The robot takes this input and computes a plan to place real cans in those locations.
The robot then computes motion plans to put each of the real cans, shows a virtual execution of the plan, and—after approval by the user—executes it in the real world.

The contributions of this paper are a new high-level AR interface, which focuses the user on what it wants from a robot rather than the how. The approach relies heavily on motion planning techniques, which use high-level goals that do not correspond to a single state, but, rather, implicitly describe regions in configuration space that achieve a desired task. The work presented is a prototype interface, which combines a head-mounted AR device with a motion capture system and a mobile manipulator to solve a certain type of HARS. We introduce the notion of a virtual inventory of types of objects that a user can use to specify object arrangements. We demonstrate the application of HARS in pick and place operations; the scenarios that can be considered are as follows. The user places a virtual object in some region of the workspace (via the augmented reality (AR) interface), after which our motion planner takes over. Each HARS request of such a type requires four robot actions that the planner needs to solve: (1) to move close to the object(s) that are to be manipulated; (2) to pick up the specified object; (3) to move close to a specified placement location; and (4) to place the real world object according to the user specified parameters. Examples of such pick-and-place tasks include complex block stacking arrangements and assembly operations.

The rest of the paper is organized as follows. The next section provides an overview of related work. Section III describes in detail how a HARS can be decomposed into motion planning problems. Section IV describes the complete AR-robot system. Section V describes results obtained with our prototype system on some motivating examples. Finally, in Section VI we discuss the results so far and outline directions for future work.

II. RELATED WORK

Effective collaboration between humans and robots relies on two-way communication, which in the past has been explored via multimodal interfaces (e.g., [9], [10], [11], [12]). Recent advances in AR technologies have allowed for an alternative mode of communication [3]. We focus on the AR work close to the concept of HARS.

AR research in robotics can be primarily classified as belonging to either visual feedback and/or robotic instruction. Visual feedback can be used to graphically represent task-plans [4], disambiguate user and robot references [13], or even effectively reduce the skill-barrier to efficient operation [14]. Robotic instruction via AR has mostly been directed towards low-level motion specification. Such frameworks might allow the user to explicitly specify via-points, preview the planned path prior to execution and consequently modify the via-points to address any discrepancies [15], [5], [16], [17], [18]. These types of interfaces, along with visual feedback, have been validated in industrial settings to enhance operator experience particularly in 3-D printing and fabrication [19], [20], [6]. Variations in low-level motion specification might instead rely on the manual definition of collision-free volumes for the generation/optimization of valid trajectories [21], [15], [22], or teleoperation by the user [7], [8], [23]. Low-level motion specification frameworks greatly reduce the hurdles to robot programming; however, they rely heavily on user actions. We instead propose a prototype which further shifts the work load from the user to the robot using AR coupled with motion planning techniques.

The work in [24] introduces the idea of an object-based programming scheme using AR. A context-based multimodal framework that allows the user to interact with the robot is presented based on which the user is able to convey objects of interest and drop locations. Visual feedback including planned paths, selected objects and planned gripper actions are displayed on a 2D monitor for reference. These high-level queries are completed by stitching together preprogrammed low-level actions. The ideas developed, particularly those pertaining to the use of AR and automating low-level actions are very relevant and we build upon them. The interface used in the paper restricts the user to a 2D perspective of a limited virtual environment. Interacting with a 3D world via a 2D interface is limiting and can lead to loss in fluency. As described in Section I HARS uses motion planning techniques and an AR headset to enable an environment/robot agnostic implementation that is physically intuitive.

Another relevant idea is explored in [25] in the context of industrial assembly programming. The paper presents a framework in which the user demonstrates the assembly with virtual objects while the start and end states are recorded. The robot controller then executes a predefined pick-place sequence. The paper acknowledges the limitations of such a predefined planning methodology which inhibits the implementation from working in more complex environments. HARS uses ideas such as an always accessible virtual inventory and motion planning to maintain generalization.

The work in [26] explores intention projection to facilitate effective human-robot collaboration by proposing a task-planning paradigm that trades-off cost with the ability to project robot intentions. Similar ideas have been explored by [27]. We acknowledge that intention projection can be very useful in task-planning applications so that the user can plan his actions accordingly. Our paper explores a different yet complementary aspect—that of conveying high-level requests via AR—and deriving geometric constraints from the user-defined high-level goals (e.g., object type, acceptable place regions). A combination of [26] for task-planning and projections [27], and our work for handling individual requests could be considered as a further extension of work presented in this paper.

III. MOTION PLANNING FOR SOLVING HIGH-LEVEL AUGMENTED REALITY SPECIFICATIONS (HARS)

In this paper, we propose a novel approach for collaborating with robots, which allows a user to command a robot by giving a HARS, while letting the robot determine the specific details on how to accomplish the desired task. In order to do so, a user, through an AR interface, manipulates virtual objects that are used to specify the desired state of their
real counterparts. The user can also provide position and orientation ranges around the specific pose that is defined by the virtual object. Such ranges may induce a large number of valid robot motions, which cannot be expressed by a set of preprogrammed robot behaviors. To endow a robot with the capabilities to deal with a HARS in an automated way, we propose to integrate the aforementioned AR interface with a motion planner. Such a motion planner deals with high-level goals that represent regions in the workspace, and hence in the robot configuration space.

A. Translating User Requests into Goal Regions

A HARS for pick-and-place tasks requires four consecutive robot actions (which in the case of a mobile manipulator alternate between moving the robot’s base and moving the robot’s arm): to get close to some object(s) of the desired type, to grasp one of them, to get close to a placement location, and to place the object as specified by the user. Each of these actions can be translated into a robot motion query. However, such motion queries do not necessarily have a unique robot goal configuration, instead they may have an admissible robot goal region. Therefore, a goal region represents all the valid alternatives that a robot has for completing a desired action.

In this work, the aforementioned robot actions are specified through workspace constraints, which implicitly generate goal regions in the configuration space. Hence, workspace constraints are associated with the specific robot action in consideration. For example, when the robot needs to get close for picking up or placing an object, a workspace constraint is specified by the distance at which the robot is considered to be close enough to the placement location or to the object. For example, in the case of a mobile manipulator, such a distance can correspond to the radius of a sphere of reachable end effector poses. Then, the workspace constraint is “translated” into a navigation goal region, which contains all the valid robot base poses (positions and orientations) at which the robot will be within the reachable sphere.

Another example of robot goal regions can be when the robot has to pick up an object—assuming the robot has already used a navigation goal region to get close enough to the object, a set of workspace constraints contains the different valid ways to pick up the object, e.g., the set of different end effector poses to grasp the object. This information can be available through different entities, such as pose detectors that can predict different ways to manipulate available objects [28]. Then, this set of workspace constraints is “translated” into a grasping goal region, which contains all the valid robot configurations that take the robot (arm and end effector) to grasp the object. The goal regions concept can also be extended to situations in which a user request has multiple valid options, e.g., when the robot needs to pick up one object of a given type and there are several objects of that type available. In this latter case, and also assuming the robot has already moved close enough to the available objects, multiple goal regions that contain the robot’s alternatives to pick up one of the objects are obtained from the sets of different end effector poses to grasp each of the available objects.

Once the robot has grasped a real object and has moved close enough to the placement location, in our type of HARS, the user explicitly defines, through the AR interface (examples are given in Figs. 1, 4), a set of workspace constraints with respect to a virtual object, which is used to indicate the preferences for placing a real object. Such constraints can be translated into a placement goal region, which contains all the valid robot configurations that take the robot (arm and end effector) to place the object as specified by the user.

Each of the four robot actions that we need for our type of HARS can be formulated as the solution of a start-to-goal-region motion query. Solving such a motion query consists in finding a continuous path to any of the goal regions. However, we typically do not have an analytic description of the goal regions. We can approximate the goal regions by sampling goal configurations (using, e.g., rejection sampling or an inverse kinematics solver). We can then construct a coarse approximation of the goal regions by generating a set of valid goal samples. As an example, imagine a grasping goal region that contains all the end effector poses to grasp an object from either the top or the side. A valid goal sample corresponds to one specific pose in which the robot, including its end effector, does not collide with any nearby obstacle. Such an approach allows us to reformulate the start-to-goal-region motion query to find a continuous path to any of the goal samples, which approximate a goal region (see Fig. 2).

In order to solve such start-to-goal-region motion queries, we propose to use a tree sampling-based motion planner, since this kind of planner is rooted at a given start configuration, while the branches can be used to attempt connecting to any of the goal samples. Such a behavior is consistent with the formulated planning problem. But more specifically, we propose to use a planner that keeps track of its progress in expanding toward each of the goal samples. If a tree expansion toward a goal sample succeeds, the priority of that state is increased. If it fails, its priority is decreased. Whenever the tree planner is biased towards a goal region it picks the goal sample with the highest priority, thus prioritizing those goal samples that are more likely to get connected to the tree.
Such a planner was originally presented in our previous work, and we refer the reader to [29] for more detailed information.

B. Online Replanning in Partially Known Environments

In our previous work [29], we assumed the robot has a complete model of the world. However, missing information (e.g., due to occlusion) or changing information (obstacles may change location) require constant replanning. Hence in this paper, we extend our start-to-goal-region planning approach of [29] by using a strategy, which enables fast replanning with minimal computational overhead [30]. At the beginning of each planning cycle, the planner starts from the remainder of the plan of the previous cycle that has not been executed yet. That remainder is rechecked for validity and the valid parts are added to the tree that the planner maintains. This tree is then grown until a new valid plan is found (which may be instantaneous if nothing the robot’s world model has changed).

This strategy encourages the robot to keep using a given goal sample as new information about the environment is sensed. If previously unseen obstacles make the considered goal sample unfeasible (or just very difficult), the planner can automatically discover an alternative valid goal sample without the need for a higher-level reasoning strategy. This last part is important, because it avoids having the robot make arbitrary decisions about how much time needs to be spent at different levels of abstraction. Let us consider, for example, that a user request requires a robot to bring an object that is on a table. Even if the robot knows the location of both the object and the table, an initially unknown object that is in the middle of the straight path to the table, e.g., a chair, would require the robot to find an alternative path to get close to the object. The behavior of this online replanning approach is presented in Fig. 3.

IV. System Overview

The collaboration approach presented in the previous section can implemented in different ways. This section presents one particular implementation, which was used for validation purposes. The following sections will discuss some aspects of such a configuration.

A. Hardware Configuration

In our setup, a Fetch mobile manipulator [31] can move around, while it is tracked by a set of Vicon cameras [32]. Some static elements in the surroundings that are used in manipulation requests, such as manipulation objects (e.g., cans, blocks and cubes) and placement locations (e.g., tables and cabinets), are also tracked and reported to the Fetch. Other elements in the scene can be detected by the robot’s onboard perception sensors. A human user who interacts with the robot is equipped with a Magic Leap [33], which is a head-mounted AR device that also includes a portable computer and a remote control. The Fetch, the Magic Leap and the Vicon tracking system are all connected through a WiFi network.

B. HARS Specification and Preview via AR

As it was explained before, in this paper our approach deals with a specific case of HARS, in which virtual objects are used to specify the desired state of their real counterparts. In our AR interface, a user can fetch a virtual object from an inventory (see Fig. 4a), and simply manipulate and place the virtual object in the desired location. Furthermore, our AR interface allows the user to define an admissible placement region where the object can be placed. Such a region is visualized as a cuboid that is built according to the ranges in the x, y and z axes, which are modified by interacting with the Magic Leap’s remote control (see Fig. 4b). The user can also indicate orientation preferences, which is done by selecting if a rotation axis is fixed according to the virtual object’s pose, or if it can take any value from $[0, 2\pi]$ (see Fig. 4b). All this functionality is intuitive and supported by the Magic Leap. With our proposed work, all user preferences are captured through the notion of goal regions.

Furthermore, the proposed AR interface allows the user to manipulate multiple objects. This is done by sequencing the solution of multiple HARS (see Fig. 4c). In this case, our approach proposes to keep track of the order in which each virtual object was placed by the user, so that the robot can follow the same order. Finally, the AR interface also shows the user a preview of the expected robot motion before its execution. Such a motion preview is superimposed on the real robot, thus giving the user the opportunity of approving or requesting an alternative solution (see Fig. 4d).

C. Coordinate Systems Consistency

To be able to convey information, such as goal queries and robot pose, back and forth between the AR device and the robot they need to share a common frame of reference. This is particularly crucial since the Magic Leap, running Unity [34], assigns itself an arbitrary frame of reference upon boot, while the reference frame of the robot (Fetch) depends on the localization system used (Vicon, in our setup). For this reason the user needs to step through a calibration step each session to align the virtual and real worlds. This requires the
Fig. 4: Proposed AR interface. (a) Inventory of virtual objects. (b) A virtual cylinder is placed over a real table in order to command a robot to place a real wooden cylinder. The preferences in position are given by a cuboid, whose size can be modified through the Magic Leap’s controller. The orientation preferences are indicated in the rotation axes. (c) A sequence of HARS can be defined by placing multiple virtual objects, thus commanding the robot to arrange multiple objects. (d) A virtual robot is superimposed on the real robot in order to visualize the computed motions.

Fig. 5: Calibration to align the virtual Magic Leap (ML) world and real world. This is done via a real object (RO) and a virtual counterpart (VO).

user to manipulate a virtual object and overlay it on its real Vicon tracked counterpart. Once satisfied with the overlay, the user can request to calculate and save the transform that maps the difference in frames. Onwards, all information pertaining to poses is pumped through this transform or its inverse. Figure 5 explains this calibration setup. We are interested in computing $T_{ML}^{VICON}$ and we can assume knowledge of $T_{VO}^{ML}$ and $T_{RO}^{VICON}$. Once the real object is overlaid with the virtual object, we can perform basic matrix operations to calculate $T_{VICON}^{ML}$ according to the equation, $T_{ML}^{VICON} = T_{VO}^{ML} (T_{RO}^{VICON})^{-1}$.

V. Test Scenarios

This section presents different test scenarios, which seek to demonstrate the capabilities of our approach in cases that are relevant for common human–robot collaboration tasks.

A. Single-object Request

Let us consider a collaborative scenario, which includes manipulation objects such as wooden cylinders and wooden blocks initially placed on a shelf. In this first test scenario, a HARS allows a user to command a robot to fetch an object from its initial position on the shelf (see Fig. 6), then and place the object in a desired location, which in this particular example corresponds to a table (see Fig. 7). In order to do so, the user, through the AR interface explained in Section IV, retrieves a virtual object (a cylinder or a block) and places it over the table, while also defining an admissible placement goal region (see Fig. 4b). Such interaction with the virtual object allows the user to provide the robot with a high-level specification for placing a real-world object, without providing low-level motion details on how to accomplish this task.

In order to solve this HARS, the robot first navigates close to the wooden cylinders are, then the robot grasps one from the shelf. The location to navigate to is chosen heuristically to maximize the odds of being able to grasp several objects of the same type.

After getting close to the objects, the Fetch uses its sensors to inspect the available objects and their surroundings, so that the robot can detect any unreported obstacle (see Fig. 6c). The robot creates a grasping goal region that includes the gripper poses for grasping each object. In some cases, some of the gripper poses to grasp the available objects can be difficult to reach due to other nearby objects, which can create occlusions and narrow passages. Nonetheless, the approach presented in Section III provides a mechanism to prioritize those objects that are easier to reach. It should be noted that our framework allows maximum flexibility to the user, and rids the user from the burden to specify exactly which object will be picked up. However, if the user wants a specific object, this is also allowed by our approach (e.g., the user can specify and require an object-type which includes only the object of interest).

Once the Fetch has picked up an object (see Figs. 6d), another motion query is required to move close enough to the table. Such a motion query is similar to the initial one to approach the objects on the shelf, and since the robot must deal with a partially known environment. After getting close to the table, the robot needs to inspect the table while looking for unreported objects (see Figs. 7a, 7b). Then, the manipulator of the Fetch robot must place the object on any available spot in its placement goal region. For this last motion query, the placement goal region corresponds to the position and orientation constraints specified by the user via the AR interface (see Fig. 6a). Fig. 7c depicts the Fetch after
Fig. 6: (a) A user specifies a HARS by placing a virtual cylinder and defining a placement goal region. (b) A navigation goal region is established to approach the shelf where the real cylinders are. The shelf and cylinders are tracked and reported by the Vicon cameras. (c) The Fetch inspects the available cylinders in order to detect other unreported obstacles. (d) The Fetch grasps one of the cylinders in order to continue solving the HARS as shown in Fig 7.

In summary, upon receiving the initial high-level specification, the Fetch generates each of the described motion queries without additional input from the user. Once the Fetch finds a valid motion plan for a given query, an animated preview of that motion is displayed to the user. The user then has the option to approve the current motion plan, tell the Fetch to recalculate the motion in order to find an alternative solution, or to abort the current action entirely. While this level of interactivity can take place for each individual motion query, the option also exists to allow the Fetch to complete the entire high-level task without interruption. This gives the user the ability to provide various levels of supervision over the Fetch’s completion of the high-level task, which is especially useful when the Fetch is given a sequence of HARS to perform, as described below.

B. Multi-object Requests

Let us now consider a second scenario, which also includes wooden cylinders and wooden blocks that are initially placed over a cabinet. This time, however, the user wants to command the robot to arrange a set of objects (e.g., to stack them). This particular task can be specified by sequencing multiple HARS. Similar as in our previous test scenario, the user retrieves and places virtual objects through the AR interface, which also keeps track of the specific order in which the virtual objects are manipulated and placed. Although in this case the user decides the placement order for each object, the HARS provides no constraints on how to get and place the real objects.

To attend this user request, the robot follows the strategy explained in the previous example, i.e., the robot approaches solving and executing this latter start-to-goal-region motion query to place a wooden cylinder on the table.

the objects, picks up one of the objects, then the robot moves close to the placement region, and finally the Fetch places the object. These consecutive motion queries are repeated \( n \) times, where \( n \) corresponds to the number of virtual objects set via the AR interface. Fig. 8 depicts the Fetch after solving and executing the start-to-goal-region motion queries to arrange a group of objects on the table.

VI. DISCUSSION AND FUTURE WORK

We have presented a new high-level AR interface to command and collaborate with robots. This new interface allows the user to specify high-level goals, which we have called High-level Augmented Reality Specifications (HARS), while letting the robot determine the feasible motions that achieve these goals. We have also proposed to use motion planning techniques, which can solve robot motion queries with high-level goals that correspond to regions in the configuration space. This latter characteristic increases the autonomy and autonomous decision making capabilities of a robot, thus allowing the user to provide more general and open requests.

To evaluate the proposed approach, we presented a proof of concept for attending one case of HARS, in which a user can manipulate a virtual object in order to command a robot to fetch and place a real object. We also demonstrated that
such a type of HARs can be sequenced, thus allowing the user to give robots more complicated tasks such as arranging and stacking multiple objects.

This paper lays the foundation for further investigations of ways that AR and planning can be integrated in human-robot collaboration applications. One direction that will be investigated in future work is the perceived utility of our approach through user studies. Besides considering potential efficiency improvements in collaborative tasks, it would also be interesting, for example, to assess the combination of the proposed approach with other interaction modalities, such as speech and gestures.
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