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Abstract
District heating systems (DHS) provide thermal energy to a range of consumers. Hence, an
adequate sizing of the key elements involved in the energy supply system and their man-
agement are critical. Pumps and valves are essential components of a DHS as they ensure
hydraulic operating conditions aremet for the energy distribution process. To achieve this, a
hydraulic system is typically controlled by defining a differential pressure set‐point at a
critical location in the network. However, a good understanding of the dynamic behaviour
of the hydraulic system during the diverse operating conditions is required for its efficient
control and to maximise its performance. This paper presents a control strategy based on
suitable dynamic models of the hydraulic system. These non‐linear models enable the
simulation of the behaviour of mass flow rate, pressure drops in pipes, power consumption
of the pump and the heat delivery tomeet the thermal loads. Control systemdesign is carried
out inMATLAB, and the designed controller is verified with Apros—a commercial process
simulation software. It is shown that the hydraulic behaviour of a DHS is well described by
the dynamic models presented. In addition, the designed control scheme reduces the
electricity consumption of pumps compared with a conventional mass flow rate controller
based on a look‐up table and a differential pressure valve.

1 | INTRODUCTION

District heating and cooling systems (DHCSs) are widely
used for the supply of space heating and cooling to
buildings. A DHCS comprises the heat and cooling
sources, distribution pipe networks and consumer heat
substations [1]. It can be considered an integrated energy
system as different energy vectors such as electricity,
heating and cooling are linked together by coupling
technologies. For example, a gas‐fired combined heat and
power unit is a coupling element between electricity, heat
and gas systems.

Heating and cooling supply processes in a DHCS require
an effective performance of different components to ensure
consumer demand is met under a range of operating condi-
tions. Typically, energy management is carried out by local
controllers working independently from each other [2]. The
actuators governed by different control strategies act over key
variables of the DHCS (i.e. temperature, mass flow rate and
differential pressure) to meet heating and cooling demands.

Thus, the controllers' set‐points need to be modified according
to the energy demand profile.

Different approaches have been used to assess and increase
the efficiency of the energy transportation process of hydraulic
networks in a DHCSs. For example, system performance can
be optimised using a synchronised schedule for all energy
sources [3]. Alternatively, the operation of a pipe network to
transport hot or cold water could be improved to reduce the
electrical power consumption of the pumps. To achieve this,
the hydraulic behaviour of the DHCS is assessed so that
effective controllers are designed to ensure adequate hydraulic
operating conditions and to guarantee that the energy demand
is met. For instance, the modelling approach presented in Ref.
[4] uses a resistance ratio to predict the hydraulic behaviour of
a pipe network. However, the practical use of this methodol-
ogy is limited as it would require several sensors to measure
differential pressures throughout the network so that correc-
tion factors are accurately calculated.

Other references found in the literature focus on the
regulation of mass flow rate in pipe networks so that the
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energy supplied is modified and the heating and/or cooling
production is reduced. The method reported in Refs [5,6] is
based on the mathematical model of an economical friction
factor, with a variable‐speed pump configuration being used.
However, the non‐linear behaviour of the pump's efficiency is
not considered. An iterative method to achieve hydraulic bal-
ance based on a genetic algorithm is presented in Ref. [7].
Nevertheless, the temperature dependence on the pipe friction
factor, a crucial parameter affecting the hydraulic behaviour of
a pipe network, is not accounted. Likewise, an iterative method
for the balancing of pipe networks is used in Refs [8–10].
Based on the principle of conservation of energy, this analytical
method defines the energy losses for each element in the
network. However, the temperature changes inside the pipes
are neglected—even though they are critical to calculate the
energy supply in each pipe branch.

Hybrid models including conventional central circulating
and distributed variable‐speed pump topologies are presented
in Refs [11,12]. Control strategies to optimise pipeline pres-
sures are used to minimise the total power consumption of the
pumps. Although these references present methods to model,
control and optimise the hydraulic performance of a DHCS,
they are based on steady‐state or quasi‐steady‐state approxi-
mations. These hybrid models require a large computational
time since iterative methods are used to find system parameters
for specific operating points. Furthermore, their accuracy is
limited by assumptions aimed to simplify the complexity of the
solving method, such as a constant friction factor or the lack of
temperature dependence.

The use of steady‐ or quasi‐steady‐state models prevents
the comprehensive analysis of pipe networks including not
only the hydraulic, but also the thermal behaviour [13–20]. For
example, quasi‐steady‐state models include variations on the
operating conditions but do not consider transient responses
of critical thermal and hydraulic variables. To be able to
maximise the dynamic performance of a DHCS, temperature
and pressure drop should be also considered in the analysis.
On the one hand, dynamic simulations allow the analysis of
operating conditions and their effects over system compo-
nents, such as heat supply substations. On the other hand,
adequate models capable of capturing the accurate dynamic
behaviour of the system are necessary to develop efficient
control systems.

To address the aforementioned shortcomings, the objective
of this study is to develop a hydraulic dynamic model for a pipe
network of a district heating system (DHS) suitable for control
system design. The presented dynamic modelling approach
goes beyond steady‐ and quasi‐steady‐state regimes and con-
siders pipe parameters such as the friction factor and the
relative roughness, which ensures a higher accuracy. Physical
principles are used to develop the model considering the non‐
linearity of the elements of the pipe network. Thus, non‐linear
differential equations are obtained. This way, rates of change of
temperature, differential pressure and mass flow are modelled
under different operating conditions.

To illustrate the modelling approach, the mathematical
model of a simple pipe network is developed, from first

principles, and implemented in MATLAB. To provide con-
fidence in the modelling methodology, the model is then
verified using Apros (an advanced process commercial
simulation software). Although Apros has a number of li-
braries with components for energy systems and industrial
processes [21–23], it is not suitable for control system
design, which is instead carried out using MATLAB. To
further demonstrate the capabilities of the modelling tech-
nique, a more representative DHS model is built in MAT-
LAB. This is, in turn, linearised to design simple
proportional‐integral (PI) controllers using frequency
response tools. Finally, the DHS, together with relevant
controllers, is implemented in Apros to verify the system
operation using commercial software. Simulation results
show that it is possible to reduce the electricity consumption
of the pump whilst hydraulic operating conditions and en-
ergy supply demands are met.

Note: Although the focus of this study is on DHS, the
modelling approach presented here may be also adopted for
district cooling systems (DCS) or DHCS.

2 | MATHEMATICAL MODELS

The dynamic behaviour of a network transporting a fluid is
characterised by its high non‐linearity. Despite their inherent
complexity, accurate dynamic models are essential to design
adequate controllers. In this section, mathematical models of
the main components of a pipe network in a DHS are
presented.

2.1 | Pump model

Due to the complexity of the flow through a centrifugal pump, its
hydraulic behaviour cannot be described accurately by an
equation based on fluidmechanics theory [24]. The performance
of a pump is instead determined experimentally through tests
and described by a set of curves. Usually, these curves are pro-
vided by manufacturers and represent the relation between
volumetric flow (Q) or mean velocity (v) and the head (h) pro-
duced at a specific pump speed. Therefore, h is determined by
the speed of the engine (ω) and the generated fluid velocity.
Assuming a steady and incompressible flow, neglecting friction
effects and by applying Bernoulli's equation through the input
and output of the pump, the relationship between the head
produced by the pump and its pressure drop is given by Ref. [24].

Δp¼ ρgh¼ f ðω; vÞ; ð1Þ

where ρ is the density of the fluid, g is the gravitational ac-
celeration and Δp is the pressure boost between the inlet and
outlet of the pump.

A set of efficiency curves can be simplified using the
nominal efficiency curve (see Figure 1). By using the affinity
laws of pumps [24], the relationship between the efficiency
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curve at nominal speed (ωN ) and any given pump speed (ωx) is
provided by

hN
hx
¼

ω2
N

ω2
x

ð2Þ

The head produced for any speed set‐point can be
described by a polynomial equation as

h¼ P1Q2 þ P2Qωsp þ P3ω2
sp ð3Þ

where ωsp is the set‐point of the motor speed of the pump
(defined as a value between 0 and 1), and P1, P2, and P3 are the
coefficients of the polynomial equation, which can be calcu-
lated via linear regression using the given pump curve. The
volumetric flow is defined in terms of mean velocity, with
Q ¼ 3600 Av, where A is the flow area of the pump. The
pressure boost between the inlet and the output of the pump
may be calculated using Equation (1).

The pump's power consumption is determined by its
motor efficiency (ηm), its hydraulic efficiency (η), ρ, Q, and h as

P ¼
ρgQh
ηηm

ð4Þ

2.2 | Pipe hydraulic model

The pressure drop in a pipe is dependent on the wall shear
stress (τ). The laminar shear stress is defined by τlam ¼ μu,
where μ is the dynamic viscosity and u is the velocity of the
fluid. However, unlike laminar flows, turbulent flows exhibit
random fluctuations of velocity components in all directions
within the fluid. This behaviour increases the transport of
momentum. The turbulent shear stress is defined by

τturb ¼ ρuv, where ρ is the fluid density, u is the velocity of the
fluid, v is the rate of mass transfer of the fluid and the overbar
denotes a mean value [24]. Thus, for turbulent flows, τ is a
function of density which, in turn, is temperature dependent.
This implies that the movement of the fluid through the pipe is
affected by τ. The friction factor ( f ), in turn, describes the
relation between the velocity of the fluid and τ. Its calculation
depends on the Reynolds number (Re) of the fluid, the relative
roughness of the pipe (ε) and the diameter of the pipe (D),
with f ¼ φðRe; ε=DÞ.

The pipe friction factor is calculated using analytical
equations. It is defined by two ranges: laminar (no dependence
on density) and turbulent. The transient region between both
ranges is not considered. For 320 < Re < 2100 (laminar flow), f
is given by

f ¼
64
Re
; ð5Þ

and for values between 5000 and 1 � 108 (turbulent flow), f is
calculated using [25]:

f ¼ 0:25

,�

log
�

ε=D
3:71
þ

5:74
Re0:9

��2

: ð6Þ

The total pressure drop (Δp) in a pipe is calculated by
applying the energy conservation principle for a steady incom-
pressible flow. This considers the effect of friction previously
described along the streamline that passes through the length of
the pipe and uses the Darcy–Weisbach equation to consider the
major head losses in the pipe. This way, Δp is defined as [24].

Δp¼ f
Leqρv2

2D
; ð7Þ

where Leq is the equivalent length of the pipe. As it can be
observed from Equation (7), pressure drop is a function of the
thermophysical properties of the fluid (i.e. viscosity and den-
sity) which, in turn, are temperature dependent. For the sake of
simplicity, the analysis presented in this study considers
equivalent pipe lengths to include the pressure drops of
straight pipes plus all minor pressure drops due to bends, el-
bows, reducers and tees that could exist through a pipe section.
The reader is referred to Ref. [24] for further details.

2.3 | Control valve model

To regulate the mass flow rate through a pipe, a control valve is
used. Changes in the flow, in turn, modify the pressure drop in
the valve. As in the case for a pump, the theoretical analysis to
calculate the pressure drop for a valve is a rather challenging
task [24]. To address this issue, a dimensionless parameter
obtained experimentally, termed valve's loss coefficient (KL), isF I GURE 1 Head‐flow pump characterisation curves
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used instead to analytically describe the relation between the
volumetric flow and the pressure drop in the valve. This
parameter is typically given by manufacturers and is dependent
on the valve opening (ov). Incorporating KL, the valve's pres-
sure drop is calculated by

Δp¼
KLðovÞρv2

2
: ð8Þ

3 | MODELLING APPROACH OF PIPE
NETWORKS

The models presented in Section 2 are amenable to conduct
steady‐state studies. However, an analysis of the system's dy-
namic performance upon disturbances is essential to ensure
adequate operating conditions and that the energy supply is met.

The hydraulic dynamics of a pipe network are described by
the rate of change of flow velocity or volumetric flow rate and
pressure drops. Linear momentum and Newton's second law
of motion are used to establish a complete model. Linear
momentum (M) defines the relation between the total mass (m)
and velocity of a fluid (v) as [26,27].

M ¼mv: ð9Þ

Newton's second law can be written in terms of momentum as

F ¼
ΔM
Δt
¼m

dv
dt
: ð10Þ

By having a constant cross‐sectional area (Ac) and pressure
drop (Δp) through the pipe, the total force to accelerate the
fluid inside the pipe can be calculated with F ¼ AcΔp. The
dynamic relationship between the hydraulic variables is then

m
dv
dt
¼ AΔp: ð11Þ

For completeness, the model of a simple pipe network,
shown in Figure 2, is explained next. It comprises two
branches with three valves, six pipes and a pump. Valve 1 is
included to protect the system from overpressure. The valve's
loss coefficient values are shown in Table 1. These have been
obtained directly from information available in Apros. System
parameters are summarised in Table 2.

The fluid behaviour in a pipe network may be analysed using
an electric analogy. The flow velocity and pressure drop are
analogous to current and voltage, respectively. This observation
enables to use Kirchhoff's laws to calculate the flow velocity in
the branches of the pipe network. For the system in Figure 2, the
mathematical model is developed using Equations (3), (7), (8)
and (11). The total force in each branch is obtained using the
pressure boost/drop and the flowarea of each element. The total
force should produce a specific acceleration for the total fluid's

TABLE 1 Valve's loss coefficient

Opening valve ov [%] Valve's loss coefficient KL [‐]

10 194.41

20 48.37

30 21.68

40 12.19

50 7.74

60 5.37

70 4.10

80 3.06

90 2.44

100 2

Note: KL is a dimensionless quantity [24].

TABLE 2 Parameters of the pump and pipes

Variable Unit Value

Pipe diameter (Dkx) m 0.2523

Pipe area (Akx) m2 0.05

Pump's flow area (Ap) m2 0.05

ε=D ‐ 100 � 10� 6

Length pipe 1 (Lk1) m 300

Length pipe 2 (Lk2) m 5

Length pipe 3 (Lk3) m 200

Length pipe 4 (Lk4) m 1

Length pipe 5 (Lk5) m 200

Length pipe 6 (Lk6) m 300

Pump's nominal head m 50

Motor efficiency (ηm) ‐ 0.95

Hydraulic efficiency (η) ‐ 0.93

F I GURE 2 Schematic diagram of a simple pipe network
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mass in the system. Thus, the hydraulic branch velocities are
calculated by solving the following equations:

mt1
dv1
dt
¼ ApΔpP � Ak1Δpk1 � Ac1Δpc1

� Ak2Δpk2 � Ac2Δpc2 � Ak6Δpk6

ð12Þ

mt2
dv2
dt
¼ � Ak3Δpk3 � Ak4Δpk4 � Ac3Δpc3

� Ak5Δpk5 þ Ac2Δpc2 þ Ak2Δpk2

ð13Þ

It should be highlighted that the presented modelling
technique is based on the momentum conservation law (9). To
verify its suitability for the modelling of pipe networks, the
model given by Equations (12) and (13) has been implemented
in MATLAB and compared to a model built in Apros. Since
Apros considers one‐dimensional conservation equations for
mass, momentum and energy, such a comparison gives confi-
dence in the modelling approach presented in this work.
Simulation results obtained with both software platforms are
shown in Figure 3. As it can be observed, flow velocities (top
graph) agree on well in both cases. This demonstrates the high
accuracy of the presented mathematical model.

Note: It is important to emphasise that although volu-
metric flow rate (Q) is commonly used in practical projects to
describe hydraulic systems, the modelling approach and results
presented in this study are specified in terms of fluid velocity
and mass flow rate ( _m). The rationale behind this choice is that
the equations describing the pressure boost or drop of the
hydraulic components (pumps, pipes and valves) and the
relationship between linear momentum and Newton's second
law are given in terms of fluid velocity. Moreover, an electric‐
hydraulic analogy was adopted, where the fluid velocity is
analogous to electric current. On the other hand, mass flow
rate is used in Section 4 as the heat consumption PT in a
substation is easily calculated with PT ¼ _mcpðΔTÞ, where cp is
the specific heat of the fluid and T is the temperature of the
fluid. If required, Q can be easily obtained from fluid velocity
using Q ¼ Av, where A is the cross‐sectional area of the pipe
or from mass flow rate using Q¼ _m=ρ.

4 | CONTROL SYSTEM DESIGN
EXAMPLE OF A DHS

A simple pipe network (see Figure 2) was adopted in Section 3
to clearly illustrate the modelling approach introduced in this
paper. However, to demonstrate its capabilities for realistic
applications, the DHS configuration shown in Figure 4 is
adopted in this section. This consists of three substations and
one heat source. The supply and return pipelines are numbered
from 1 to 3 and from 4 to 6, respectively. A linear control valve
and a flat plates heat exchanger (Hxi) are used in each sub-
station. The control valve regulates the fluid's mass flow rate in
the primary circuit of the heat exchanger. A closed‐loop
temperature controller is included to ensure a constant

temperature in the secondary circuit despite variations in mass
flow rate. This is based on the frequency domain method
presented in Refs [28,29] and explained in Appendix A3.

The head‐volumetric flow curves of the pump are given in
Figure 1. The coefficients in Equation (3) are P1 ¼ � 0.0004,
P2 ¼ 0.0019 and P3 ¼ 99.75. The diameter and the relative
roughness of the pipes are the same for the entire network:
ε=D¼ 100� 10� 6 and D ¼ 0.25 m.

The pressure drop of the heat exchanger is calculated with
[29].

Δp¼
64
Re

ρv2

2Dh
L; ð14Þ

where Dh ¼ 0.01 m is the hydraulic diameter, L ¼ 1m is the
length of the heat exchanger and v is the mean velocity
(defined by v¼ _m=ρAc, where Ac ¼ 0.25 m2 is the cross‐
sectional area of the heat exchanger for each fluid).

The pump should keep a constant pressure drop in the
substation located farthest away from it (in this case, Hx3). In a
DHS, pressure control is typically achieved by setting the speed
of a circulating pump through a controller and by regulating
the mass flow rate with an auxiliary valve. This way, the valve in
each substation will provide enough mass flow rate of water to
guarantee the supply of heat [1]. The minimum differential
pressure level required depends on the mass flow rate demand
in the substations.

Typically, differential pressure control schemes are based on
a look‐up table establishing the relationship between the pump
speed according to heat demand conditions. Such a relationship
is defined by a previous characterisation of the system rather
than a dynamic model. To demonstrate the advantages of the
dynamic modelling methodology presented in this study, a
conventional look‐up table‐based differential pressure control

F I GURE 3 Comparison of simulation results of the pipe network.
Changes in flow velocities (top graphs) upon variations in valve opening
(bottom graphs): results with MATLAB (traces with subscript M) and
Apros (traces with subscript A)
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scheme is compared to a pressure drop‐based feedback control
loop aimed at avoiding inefficient hydraulic performance. De-
tails on the look‐up table‐based scheme are provided in Sec-
tion 5, with the remainder of this section dedicated to the control
system design of the pressure drop‐based scheme.

A schematic of the pressure drop‐based feedback control
scheme is shown in Figure 5. A PI controller is employed,
which is used to maintain a pressure drop reference in the
farthest substation (Hx3) by regulating the pump speed. The
control system design is based on the dynamic model pre-
sented in Section 3 using frequency domain tools.

The model capturing the hydraulic dynamic behaviour of
the DHS shown in Figure 4 is first obtained. Using Equa-
tions (3), (7), (8) and (14), a non‐linear differential equation is
defined per branch. The system is described by

mT1
dv1
dt

¼

2

4
ApΔpP

�
ωsp; v1

�
� Ak1Δpk1ðv1Þ

� Ac1Δpc1ðov1; vÞ � AHx1ΔpHx1ðv1 � v2Þ
� Ac2Δpc2ðov2; v1 � v2Þ � Ak6Δpk6ðv1Þ

3

5 ð15Þ

mT2
dv2
dt

¼

2

4
� Ak2Δpk2ðv2Þ � AHx2ΔpHx2ðv2 � v3Þ
� Ac3Δpc3ðov3; v2 � v3Þ � Ak5Δpk5ðv2Þ
þAc2Δpc2ðov2; v2 � v1Þ þ AHx1ΔpHx1ðv2 � v1Þ

3

5

ð16Þ

mT3
dv3
dt

¼

2

4
� Ak3Δpk3ðv3Þ � AHx3ΔpHx3ðv3Þ
� Ac4Δpc4ðov3; v3Þ � Ak4Δpk4ðv3Þ
þAc3Δpc3ðov3; v3 � v2Þ þ AHx2ΔpHx2ðv3 � v2Þ

3

5

ð17Þ

For control design purposes, an additional equation is
defined, which calculates the pressure drop in Substation 3.

This is done to use this variable as the mathematical output of
the system. The total pressure drop in Substation 3 is the sum
of ΔpHx3 and Δpc3 (i.e. the pressure drops in the heat
exchanger and in the valve). The new system variable (Δps3) is
defined as

Δps3 ¼
64
Re

ρLv23
2Dh

þ KL
ρv23
2
: ð18Þ

Differentiating Equation (20) with respect to time gives

Δ _ps3 ¼
�
64ρLv3
ReDh

þ KLρv3
�

_v3: ð19Þ

The next step is to linearise the system given by Equations
(15)–(17) and (19). The state variables are defined as the ve-
locities in each branch and the pressure drop of Substation 3,
namely x1 ¼ v1, x2 ¼ v2, x3 ¼ v3 and x4 ¼ Δps3. Using a
linearisation method as in Ref. [28], the system is defined by
the state‐space representation

2

6
4

Δ _x1
⋮

Δ _x4

3

7
5¼

2

6
6
6
6
6
4

∂f1
∂x1

…
∂f1
∂x4

⋮ ⋱ ⋮
∂f4
∂x1

…
∂f4
∂x4

3

7
7
7
7
7
5

xs

2

4
Δx1

⋮
Δx4

3

5þ

2

6
6
6
6
4

∂f1
∂u
⋮

∂f4
∂u

3

7
7
7
7
5

xs;us

½Δu�;

½Δy� ¼ ½0 0 0 1�

2

4
Δx1
⋮
Δx4

3

5; ð20Þ

where fn ¼ xn and u is the input of the system. The transfer
function G(s) between the output (Δps3) and the input of the
system (pump speed set‐point ωsp) is given as

ΔPs3ðsÞ
ΩðsÞ

¼GðsÞ ¼ CðsI � AÞ� 1B: ð21Þ

The linearisation method requires steady‐state values (xs)
for specific operating points of the system. In this case, these
are defined according to the energy demands. The range of
operation is determined by establishing the hydraulic

F I GURE 4 Schematic diagram of pipe network
of a district heating system

F I GURE 5 Block diagram for a pressure drop‐based closed‐loop
system for the hydraulic dynamics of a district heating system (DHS)
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conditions for the system in Figure 4 during the lowest and
highest energy supply demands in each substation. These
values are summarised in Table 3 and have been directly ob-
tained from the implementation of the system in Apros. The
pressure drop in the farthest substation is defined as
0.5 � 105 Pa, which is the minimum allowable differential
pressure for a heat substation [1]. Valve 1 is included for safety
purposes only and remains totally open as the pressure drop
control is done by the pump.

As discussed previously by the beginning of the section,
temperature controllers for each substation in Figure 4 are also
implemented in Apros (see Appendices A1‐A3 for details).
Upon different heat demands, the pump speed is modified to
achieve the pressure drop reference in Substation 3.

A family of transfer functions has been obtained for the
operating conditions in Table 3. The transfer function repre-
senting the system with the highest heat demands, termed
G1(s), is adopted to design the PI controller (see Figure 5). This
transfer function is given by

G1ðsÞ ¼
9:07� 10� 7

s3 þ 0:188s2 þ 0:0106sþ 1:52� 10� 4
; ð22Þ

where the coefficients with the smallest values have been
neglected to avoid numerical instability.

The Bode diagram of G1(s) is shown in Figure 6, which is
used for control system design. The performance specifica-
tions are defined as 2% overshoot and a settling time of
ts ¼ 720 s. The very small overshoot value is adopted to
protect the system against severe variations in pressure drop.
The design specifications are translated to the frequency
domain as a damping ratio ζ ¼ 0:82; a phase margin >69° and
a minimum bandwidth ωbw ≈ 0:0067 rad/s. These re-
quirements are met with

CðsÞ ¼ kp þ
ki
s
¼
2:62sþ 1:049

s
; ð23Þ

which is a PI controller designed using Bode shaping
techniques. Figure 6 also shows the open‐loop Bode dia-
gram of the system once controller (23) is used (C(s)G1(s)).
It can be observed that the frequency response specifica-
tions are achieved: the system with controller C(s) exhibits a
phase margin of 72° and a bandwidth of ωbw ≈ 0:007 rad=s.
Figure 7 shows the closed‐loop step response of the system,
showing that the time‐domain specifications are satisfactorily
met.

TABLE 3 Steady‐state values (Δps3 ¼ 0:5� 105Pa)

Heat demands

Hd1 ¼ 100% Hd1 ¼ 50% Hd1 ¼ 50% Hd1 ¼ 50%
Hd2 ¼ 100% Hd2 ¼ 100% Hd2 ¼ 50% Hd2 ¼ 50%

Variable Hd3 ¼ 100% Hd3 ¼ 100% Hd3 ¼ 100% Hd3 ¼ 50%

ωsp (%) 72.22 61.37 48.63 34.46

ov2 (%) 100 100 100 100

ov3 (%) 16.59 6.16 7.14 9.41

ov4 (%) 25.33 25.14 9.38 11.23

ov5 (%) 32.77 32.93 33.43 12.81

v1 (m/s) 1.3056 1.0515 0.7955 0.5108

v2 (m/s) 0.9013 0.9 0.6427 0.3535

v3 (m/s) 0.4737 0.4759 0.483 0.1854

F I GURE 6 Open‐loop Bode plot of G1(s) without controller. Open‐
loop Bode plot of regulated plant (i.e. C(s)G1(s))

F I GURE 7 Closed‐loop step response
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5 | SIMULATION RESULTS AND
DISCUSSION

A comparison between the performance of a typical mass flow
rate regulation scheme based on a look‐up table and the pre-
sented control strategy is shown in this section. A screenshot of
the system implemented in Apros is shown in Figure 8. Pipes, a
flat plates heat exchanger, a pump and control valve elements are
used to create the pipe network of the DHS. The controller
designed in Section 4 is implemented in Apros by measuring
pressure in Substation 3. Then, the controller output is con-
nected to a speed‐controlled pump actuator (driver).

Local temperature control in each substation is achieved
using a PI controller. This allows to modify the heat demand
by increasing the mass flow rate in the secondary circuit of the
heat exchanger while maintaining a constant temperature. The
substation parameters are given in Appendix A1. The behav-
iour of temperature, mass flow rate and power consumption
upon variations of heat demand is assessed to illustrate the
performance of the substations.

System performance is examined first for step changes in
heat demand at the farthest substation (HdS3), while heat de-
mand is kept constant in other locations. Three values of HdS3
are assessed: 50%, 75% and 100% of the thermal power ca-
pacity (equivalent to 0.753, 1.103 and 1.483 MW, respectively).
Results are shown in Figures 9–11.

Figure 9 shows the behaviour of the temperature
controller. As it can be seen, the output temperature (ToSx)
in the consumer circuit (secondary) remains constant

F I GURE 8 Implementation in Apros of the district heating system pipe network

F I GURE 9 Performance of the temperature controller of Substation
S3 in Apros

F I GURE 1 0 System performance (pipe network velocities and
substation pressure drops) with presented control strategy
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following a short transient upon variations in its mass flow
rate ( _mSx).

On the other hand, Figure 10 shows the hydraulic per-
formance of the whole DHS for Substation 3. As it can be
observed, the system operates successfully as Δps3 is kept
constant despite variations in heat demand.

The pump speed set‐point and its power consumption are
shown in Figure 11. As it can be observed, the PI controller
modifies ωsp, which changes the system pressure to deliver
sufficient mass flow rate so as to maintain Δps3 constant. From
the results presented in Figures 9 and 10, it can be concluded that

the pressure drop‐based control scheme performs well and ac-
cording with the design specifications defined in Section 4.

Following the initial simulation exercise, more challenging
operating conditions are assessed, in which heat demand for all
substations is modified. Simulation results are shown in Fig-
ures 12 and 13. As it can be observed in Figure 12, the tem-
perature in all substations is successfully regulated to 50°C
despite variations in mass flow rate (i.e. heat demand varia-
tions). The hydraulic performance of the pressure drop‐based
controller is shown in Figure 13. As it can be seen, the
controller maintains the pressure drop of the farthest away
substation (Δps3) constant irrespectively of changes exhibited
by water velocities in pipe branches due to the variations in
heat demand at the substations.

To illustrate the superior performance of the presented
controller over a conventional implementation, a control strategy
using a look‐up table to regulate the mass flow rate is imple-
mented in Apros. To ensure a fair comparison, this is assessed
with similar operating conditions as in Figures 12 and 13. To
achieve this, a look‐up table for the set‐point of the pump speed

F I GURE 1 1 Pump speed set‐points and power consumption of the
pump

F I GURE 1 2 Substation temperature closed‐loop system performance
under heat demand changes in all substations

TABLE 4 Look‐up table of heat demands and pump speed

Hd1 (%) Hd2 (%) Hd3 (%) ωsp (%)

50 50 50 35

75 50 50 45

75 75 50 45

75 75 75 50

100 50 50 45

100 75 50 50

100 75 75 55

100 100 50 55

100 100 75 65

100 100 100 75

F I GURE 1 3 Hydraulic system variable upon heat demand variations
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based on heat demand values is defined to ensure that enough
pressure under different demands of mass flow rate is achieved
(see Table 4). Results are shown in Figure 14.

Figure 14 shows the performance of the system when the
conventional controller is employed. As with the pressure‐
drop‐based control scheme, the system operates well in terms
of meeting heat demands: the substation temperature remains
constant at 50°C and the heat transfer (power) is similar in
both cases (see Figure 12).

To directly compare both control strategies, Figure 15
shows the pump set‐points for the different heat demands.
When comparing the total power consumption of the pump,
this has a value of 0.622 MW when the conventional scheme
based on a look‐up table is employed—as opposed to
0.588 MW when the presented pressure drop‐based control
scheme is used. This represents a reduced power consumption
of around 5.4%. This power saving may represent a great
economic benefit in terms of annual consumption when the
pressure drop‐based controller is adopted.

Note: It should be emphasised that although the improve-
ment obtained by the modelling, analysis and control approach
presented in this study has been demonstrated for a DHS, the
methodology is also applicable to a DCS. The level of detail
offered by the modelling tools would allow to incorporate
different types of fluids employed in DCSs. For instance, ther-
mophysical properties of refrigerants may be included not only
for the hydraulic system model, but also for the heat exchanger
model in the substations (see Appendices A1‐A2).

6 | CONCLUSION

In this study, a dynamic modelling approach for pipe networks
based on fluid mechanics concepts was presented. The models
afforded by the approach are comprehensive as they consider
key parameters such as the friction factor or loss coefficients—
often overlooked or considered static in steady‐state models.
The models are suitable for control system design: following a
linearisation exercise, transfer functions were obtained for
different operating conditions and a feedback controller for
pump speed was designed to ensure a constant pressure drop
was kept in the substation farthest away from the pump. Its
implementation was carried out in Apros—a commercial
software enabling the simulation of DHS with built‐in blocks.

Simulation results show that a better performance can be
achieved using the presented control strategy compared to a
conventional mass flow rate controller based on a look‐up
table. This is relevant as the hydraulic conditions of the pipe
network are maintained, albeit with a reduced power con-
sumption of the pump. Although the conventional strategy
does not need the knowledge of key parameters or a dynamic
model, it requires the characterisation of the system, which in
turn may translate into long commissioning periods. This issue
is avoided with the presented scheme.

The developed model considers all parameters involved in
the hydraulic behaviour of a DHS. It also allows to go further
in the analysis of more complex systems. Given that parame-
ters such as the friction factor or variables such as the water
temperature of the heat source can be established in terms of
uncertainty, the models could be further used to perform
robustness analyses (in a control systems context)—going
beyond the model capabilities reported in the open literature.
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APPENDIX A1
The type of heat exchanger used in this study for each sub-
station is a flat plates type, with parameters provided in Ta-
ble A1. Its mathematical model is described by a set of non‐
linear differential equations, which are obtained by applying
energy balance. This analysis requires a control volume, which
is obtained by mathematically representing the heat exchanger
by defining a number of nodes. Figure A1 shows such a di-
vision process for three nodes. According to Ref. [26], this
amount of nodes provides an adequate model suitable for the
design of PI‐based temperature controllers.

TABLE A1 Heat exchanger parameters

Variable Unit Value

Gap (g) mm 5

Plate length (PL) m 1

Plate width (PW) m 1

Number of plates (NP) ‐ 100

Hot volumetric capacity (Vh) m3 0.25

Cold volumetric capacity (Vc) m3 0.25

Total heat transfer area (At) m2 200

Hydraulic diameter (Dh) mm 5

Plate thickness (bfp) mm 1

Plate material thermal conductivity (kfp) W/m°C 50
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APPENDIX A2

The thermal dynamic behaviour of the hot and cold streams in
each node is described by a pair of non‐linear differential
equations per node:

_Th1 ¼ _x1 ¼
�

_mhcph1ðThI − x1Þ þU1Atðx2 − x1Þ
��

mhccph1;

ð24Þ

_Tc1 ¼ _x2 ¼
�

_mccpc1ðx4 − x2Þ þU1Atðx1 − x2Þ
��

mhccpc1;

ð25Þ

_Th2 ¼ _x3 ¼
�

_mhcph2ðx1 − x3Þ þU2Atðx4 − x3Þ
��

mhccph2;

ð26Þ

_Tc2 ¼ _x4 ¼
�

_mccpc2ðx6 − x4Þ þU2Atðx3 − x4Þ
��

mhccpc2;

ð27Þ

_Th3 ¼ _x5 ¼
�

_mhcph3ðx3 − x5Þ þU3Atðx6 − x5Þ
��

mhccph3;

ð28Þ

_Tc3 ¼ _x6 ¼
�

_mccpc3ðTcI − x6Þ þU3Atðx5 − x6Þ
��

mhccpc3;

ð29Þ

where Tx is the temperature in each heat exchanger node, _mh
and _mc are the mass flow rates of the hot and cold stream,
respectively, cpx is the specific heat, U is the heat transfer co-
efficient and At is the heat transfer area. Further details on the
calculation of U are provided in Ref. [26]. Thus, the temper-
ature output of the hot and the cold streams are ThO = x5 and
TcO = x2, respectively.

System Equations (24)–(29) are linearised using the Taylor
series expansion method. The linear state‐space system

2
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Δx1
⋮
Δx6

3

5; ð30Þ

is obtained, where fn = xn, u is the system input, which is the
mass flow rate of the hot stream ( _mh) and the system output y
is the outlet cold stream temperature (x2). The state‐space
system (30) is represented as a transfer function using

Y ðsÞ ⁄ UðsÞ ¼GðsÞ ¼ CðsI − AÞ−1B: ð31Þ

The linearisation method requires steady‐state values (xs)
for a specific operating point to calculate Equation (31). The
operating point used to design the controller for a substation is
established for a maximum mass flow rate of the consumer
circuit (cold stream) of _mc ¼ 15 kg/s and a temperature output
set‐point of Tc1 ¼ x2 ¼ 50°C. The input temperature of the
hot stream (heat source) is established as ThI ¼ 90°C and the
input temperature of the cold stream as TcI ¼ 25°C. Being
proportional control volumes, each node has the same heat
transfer area and total mass of water: Atx = 66.67 m2 and
mhcx = 166.57 kg. The steady‐state values under these condi-
tions are shown in Table A2.

APPENDIX A3
Using Table A2, Equations (30) and (31), the following transfer
function is obtained:

GðsÞ ¼

0:0017s4 þ 0:00084s3 þ 1:96� 10−4s2

þ 2:14� 10−5 þ 9:15� 10−7s
s6 þ 0:63s5 þ 0:164s4 þ 0:023s3 þ 0:0017s2

þ 6:9� 10−5sþ 1:1� 10−6

ð32Þ

The dynamic behaviour of the control valve used to
regulate the input ( _mh) should be considered in the control
design process. The valve opening (ov) and the mass flow rate
( _mh) through the valve is defined by

GvðsÞ ¼
100

3sþ 1
ð33Þ

F I GURE A 1 Three nodes division of the heat exchanger

TABLE A2 Steady‐state values

Cells U (W/m2°C) cp (J/kg°C) T ¼ x (°C)

Hot stream (1) 225.3003 4195.7 77.7203

Cold stream (1) 4181.3 49.9998

Hot stream (2) 207.6160 4188 66.9268

Cold stream (2) 4178.7 40.5555

Hot stream (3) 191.3234 4178 32.2745

Cold stream (3) 4178 32.2745
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A block diagram of the feedback control scheme is shown
in Figure A2. Frequency domain tools are employed to design a
closed‐loop controller for the system given by Equations (32)
and (33). The desired performance requirements of the system
are a settling time ts = 180 s and a maximum overshoot of 5%,
which in the frequency domain translate to a damping ratio
ζ ¼ 0:69, a phase margin of at least 64:6° and a minimum
bandwidth ωbw ¼ 0:03 rad=s:

Bode shaping techniques are used to meet the desired
specifications. These are achieved by the following PI
controller:

CT ðsÞ ¼ kp þ
ki
s
¼
0:007514sþ 0:0002852

s
ð34Þ

As shown by the open‐loop Bode diagrams of the system
with and without controller in Figure A3, a phase margin of
67° and a bandwidth ωbw ¼ 0:03 rad/s are obtained once the
controller is in place. The step response of the closed‐loop
system is shown in Figure A4. As it can be observed, the
specifications in the time and frequency domain are clearly
met.

F I GURE A 2 Feedback control block diagram

F I GURE A 3 Open‐loop Bode plots of the valve and the heat
exchanger models without (Gv(s)G(s)) and with controller (CT(s)Gv(s)G(s))

F I GURE A 4 Closed‐loop step response
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