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Abstract

This article explores professionals’ inflation forecasts, specifically the structure of their forecast error. Recent papers considering professionals’ inflation forecast have focused on the role of forecaster inattentiveness. We consider a new additional dimension of inattentiveness which is observed when forecasters form multi-period forecasts, and implicitly their perceived momentum of inflation. The present analysis introduces a novel model that is investigated empirically using survey-based data for the US. It establishes a new structure for the professionals’ forecast error accounting for both dimensions of inattentiveness, which relates respectively to forecast updating and multi-period forecasting in each period.

JEL classifications: E3, E4, E5.

1. Introduction

Inflation expectations affect actual inflation and, consequently, central banks’ price stability policy. Overall, as suggested by Bernanke (2007), a deeper understanding of the determinants of inflation expectations can have significant practical payoffs in improving monetary policy. By and large, monetary policymakers have consistently referred to professional inflation forecast surveys as measures of an agent’s inflation expectations (see, for example, Bernanke, 2007, Miskin, 2007, and Coibion et al, 2018). The aim of the present analysis is to gain a greater understanding of inflation expectations (or forecasts) persistence and how it may differ from actual inflation persistence. In this paper, in addition to the inattentiveness forecasters exhibit when updating their forecasts, we consider a second dimension of forecaster inattentiveness when they simultaneously form multi-period forecasts.

In the recent literature, attempts to understand the dynamics of inflation expectations have shifted away from the framework of agents’ rational expectations with full information toward assessing their learning and inattentiveness behaviour. Indeed, in an innovative
paper Fuhrer (2017) includes actual survey expectations of professional forecasters, rather than the usual stylized rational expectations, in a DSGE model. He finds that it performs considerably better by exhibiting strong correlations to key macroeconomic variables. Consequently, he proposes methods for endogenizing survey expectations in general equilibrium macro models for improving monetary policy. Clearly, this asks for a greater understanding of the nature and dynamics of survey professionals’ forecasts.

If a central bank is committed to its inflation target, there should be less persistent inflation deviations from that target. For instance, if there is a substantial increase in energy prices and forecasters believe that central banks’ price stability commitment is credible, they would view inflation increases as temporary. Nevertheless, inflation expectations that are well-anchored to the inflation target may continue to display persistence. Agents with well-anchored inflation expectations will still need to forecast both the inflation core and gap, where the former pertains to inflation targets and the latter is associated with deviations from the target. Disentangling these two components of inflation entails that there are two dimensions to inflation forecast inattentiveness. We introduce a novel model to consider their implications for inflation forecast error. Coibion and Gorodnichenko (2015) (henceforth CG) extend and adapt Nordhaus’s (1987) concept of ‘weak efficiency’ forecast into the contemporary inattentiveness literature. They use a simple framework where forecast errors are investigated empirically as deviations from the full-information rational expectations. The present analysis extends this framework to include the additional, or second, dimension of inattentiveness.

The second dimension of inattentiveness relates directly to the multi-period forecast of inflation, specifically to the forecast of inflation gap persistence. Cogley et al (2010) and Chan et al (2018) argue that the persistence of the inflation gap is affected by monetary policy regimes, and this, in turn, affects overall inflation dynamics. Using survey-based data for the USA, we establish a new structure for the professional’s forecast error. The new structure now accounts for both dimensions of inattentiveness, which relate respectively to forecast updating and multi-period forecasting in each period.

Several theoretical models explain deviations from full-information rational expectations through informational rigidities (see, for example, Mankiw and Reis, 2002, Woodford, 2003, Sims, 2003, Caplin and Dean, 2015, and Steiner et al, 2017). The different forms of information rigidities, or agent’s inattentiveness, form the basis of the competing rational expectations models with informational frictions. Firstly, there is the sticky-information model of Mankiw and Reis (2002). Here the agents update their information set sporadically. Agents do not continuously update their expectations. They may choose periodically to be inattentive, that is they receive no news about the economy until it is time to plan again. The slow diffusion of information is due to the costs of acquiring it as well as the costs of reoptimisation. Such sticky information expectations have been used to explain not only inflation dynamics (Mankiw and Reis, 2002) but also aggregate outcomes in general (Mankiw and Reis, 2006) with implications for monetary policy (Ball et al, 2005). Mankiw et al (2003) also argued that the main source of forecaster disagreements is due to these information rigidities and differing rates of updating. The second type of informational friction model (Woodford, 2003, and Sims, 2003) argues that agents update their information set continuously but can never fully observe the true state because of signal extraction problems. On the other hand, for instance, in Sims (2003) agents pay the cost of acquiring information, which is proportional to the reduction of their uncertainty by the
entropy. Importantly, CG point out that both types of models predict quantitatively similar forecast errors.

In the sticky information (SI) scenario, the first dimension of inattentiveness arises when the forecaster attempts to update or revise their forecast based on full-information rational expectations in the current period. The forecasters either update their information set or, alternatively, rely on the forecast they formed in the previous period. The probability of the forecaster updating their inflation forecasts in each period depicts the first dimension of inattentiveness. The present study shows that the second dimension of inattentiveness pertains to how they form multi-period forecasts. On the other hand, in the case of the noisy or imperfect information (NI) scenario, the forecaster needs to form a nowcast of current inflation. So, the first dimension of inattentiveness is whether there are adequate observable signals in the current period to form a nowcast of current inflation rates or whether to rely on the previous period forecast. Once again, the second dimension of inattentiveness relates to the forecasting of multi-period inflation.

We use USA survey-based data of professional forecasters where they are asked for their forecasts over alternative horizons. We find clear evidence for both dimensions of inattentiveness. Thereby, revealing a new structure for the professional forecaster’s inflation forecast error with clear implications for inflation dynamics and the effects of monetary policy.

2. The two dimensions of inattentiveness: the theoretical framework

When professional forecasters form inflation forecasts, firstly, they attempt to revise or update forecasts from a previous period. Using the most recently available information, they might form full-information rational expectations (hereafter referred to as FIRE). However, due to either informational rigidities and/or noise, agents’ forecasts invariably deviate from FIRE. This is the first dimension of inattentiveness. In order to fully understand the deviation, we must also consider how professionals forecast the momentum of inflation and, thereby, their multi-period inflation forecast. The second dimension of inattentiveness arises when the agent is trying to distinguish the forecasts between different horizons in a similar vein to Nordhaus (1987). An important background to this is the classic Muthian dictum, “the best forecast for the time period immediately ahead is the best forecast for any future time period” (Muth, 1960, pp. 299). In the literature, there is substantial evidence that the multi-period forecast of inflation can be based on a reduced form IMA (1,1) representation of inflation when inflation is unforecastable beyond one-step ahead. In addition, Andrade and Le Bihan (2013), also using survey data, report that the probability of the forecasters updating their two-year ahead forecasts when they update their one-year ahead forecast is not equal to one (pp. 976).

Typically, professional forecasters form multi-period inflation forecasts. Such forecasts capture the expected momentum of actual inflation so, if a shock occurs in the current period \(t\), the forecaster must determine the propagation of this shock to inflation. Will the shock merely last into the next forecast period \((t+1)\) and no longer or transmit beyond \((t+b)\)? One way to think about this issue is to consider the short-run Phillips curve trade-off. Therefore, for instance, if there is a shock that leads to a reduction in unemployment, the forecaster needs to determine the expected momentum that this would have on actual inflation. The ability to form and update multi-period forecasts leads to the second dimension of inattentiveness.

Figure 1 illustrates both dimensions of inattentiveness when \(b = 1\):
FIRE forecast is depicted in the upper part of Figure 1. Under FIRE assumptions, at time $t$, forecasters make the one-step ahead forecast using all available and updated information:

$$F_t^\text{FIRE}(\pi_{t+1}) = F_t^\text{FIRE} + \lambda [F_{t-1}^\text{FIRE}(\pi_{t+1}) - F_t^\text{FIRE}(\pi_{t+1})]$$

and the forecasted inflation rate is FIRE, where both the one-step ahead inflation forecast and the corresponding forecast error $\nu_{t+1|t}$ are FIRE, and $\nu_{t+1|t}$ is unrelated to information dated $t$ or earlier. The middle part of Figure 1 highlights the effect of the first dimension of inattentiveness (weighted by $\lambda$ parameter, where $0 \leq \lambda \leq 1$) on the inflation forecast $F_t(\pi_{t+1})$. Finally, the lower part of Figure 1 shows the effect on the forecast of the second dimension of inattentiveness (weighted by the $-\phi$ parameter, where $0 \leq \phi \leq 1$); the closer $\phi$ is to one, the less relevant is the expected propagation of the shock in $t-1$ to the one- and two-step ahead forecast. In the context of models with information rigidities, this second dimension of inattentiveness can further exacerbate the effect of the first dimension.

Now we focus on the formal depiction of the main components of the one-step ahead forecast of the two distinct approaches: the sticky and the noisy information models. In the case of the SI model, we define the one-period ahead forecast as:

$$F_t(\pi_{t+1}) = (1 - \gamma)F_t^\text{FIRE}(\pi_{t+1}) + \gamma F_{t-1}^\text{FIRE}(\pi_{t+1}) + \gamma[(1 - \gamma)F_{t-2}^\text{FIRE}(\pi_{t+1}) + ..]$$

which collapses to:

$$F_t(\pi_{t+1}) = (1 - \gamma)F_t^\text{FIRE}(\pi_{t+1}) + \gamma F_{t-1}(\pi_{t+1})$$

where $F_t^\text{FIRE}(\pi_{t+1})$ is the one-step ahead FIRE forecast at $t$, $F_{t-1}(\pi_{t+1})$ is the two-step ahead forecast formed in $t-1$. The parameter $1 - \gamma$ is the probability that agents acquire new information (that is, $1 - \lambda$ in Figure 1). Alternatively, with probability $\gamma$, they rely on their pre-existing forecasts, which is based on old information. In the SI model outlined in
Mankiw and Reis (2002), $\gamma$ measures the degree of information rigidity, as the forecaster considers the relevance of the past forecast $F_{t-1}(\pi_{t+1})$ when explaining the new one $F_t(\pi_{t+1})^1$.

Faust and Wright (2013) provide a comprehensive review of the prevailing ways to model inflation. They capture the varying local mean by measuring the trend level of inflation. They define the ‘inflation gap’ as the difference between actual inflation and the stochastic trend level. Faust and Wright (2013) also advocate that the forecasting of the inflation gap around some slow varying local mean has proved to have successful predictive qualities (see also Stock and Watson, 2007, 2009, 2010, and Nason and Smith, 2013). In the context of these unobservable components (UC) models, the corresponding reduced form IMA (1,1) representation of inflation gives the forecasts originally presented in Muth (1960). The professional forecasters can estimate past forecasts using $F_t(\pi_{t+1})$, and not necessarily $F_{t-1}(\pi_{t+1})$, if they forecast inflation using an IMA (1,1) model. Therefore, estimating the probability that forecasters use past forecasts using $F_{t-1}(\pi_{t+1})$, as opposed to the alternative $F_{t-1}(\pi_{t+1})$, is of interest. Indeed, as pointed out earlier, Andrade and Le Bihan (2013) highlight an important finding; notably that the probability of the forecasters updating their two-year ahead forecasts when they update their one-year ahead forecast is not equal to one.

We can define a general SI model of (3) where both possibilities are nested in $\tilde{F}_{t-1}(\pi_{t+1})$:

$$F_t(\pi_{t+1}) = (1-\gamma)F^\text{FIRE}_t(\pi_{t+1}) + \gamma\tilde{F}_{t-1}(\pi_{t+1})$$

(4)

where the encompassing two-step ahead past forecasts are a weighted average:

$$\tilde{F}_{t-1}(\pi_{t+1}) = \phi F_{t-1}(\pi_{t}) + (1-\phi)F_{t-1}(\pi_{t+1})$$

(4 ‘)

where $\phi$ ($\phi$ in Figure 1) is the probability, following the findings of Andrade and Le Bihan (2013), that the forecasters’ multi-step inflation forecast, or inflation momentum, is based on a reduced form IMA (1,1) representation and not updated$^2$. Substituting equations (4’) into (4), we have the SI model with two dimensions of inattentiveness equation (5):

$$F_t(\pi_{t+1}) = F^\text{FIRE}_t(\pi_{t+1}) + \gamma[F_{t-1}(\pi_{t+1}) - F^\text{FIRE}_t(\pi_{t+1})] - \gamma\phi[F_{t-1}(\pi_{t+1}) - F_{t-1}(\pi_{t})]$$

(5)

Finally, following CG, we substitute equation (1) into (5), rearrange the terms and extend the forecast horizon to $b$-steps ahead. We obtain the testable stochastic equation (6)

1 Carrol (2003 and 2006), while providing microfoundations for the Mankiw and Reis SI model depicted by equation (3), introduced an epidemiological model of how non-experts (or non-professionals) such as households may form expectations arguing that changes in the inflation rate beyond one-step ahead are unforecastable. Hence, the SI equation (3) now becomes: $F_t(\pi_{t+1}) = (1-\gamma)F^\text{FIRE}_t(\pi_{t+1}) + \gamma F_{t-1}(\pi_{t})$ and, therefore, the one-step ahead inflation forecasts for the next period are a weighted average of the updated FIRE forecast and of last period one-step ahead inflation forecast. It is important to note that in this epidemiological model households absorb professionals’ forecast which propagates throughout the population with a portion, or fraction, of them updating each period (see Easaw et al, 2013). This should be contrasted with the professionals’ updating proposed by CG which considers the probability that agents acquire new information in each period (see pp. 2648).

2 One could argue that $\phi$ represents the probability of the Muthian-Andrade-Le Bihan effect, where the agent forecasts multi-step inflation forecast based on the reduced form IMA(1,1) representation but it is not updated.
that measures the extent of the first and second dimension of inattentiveness in forecasters’ behavior:

\[
\pi_{t+h} - F_t(\pi_{t+h}) = \frac{\gamma}{1-\gamma} [F_t(\pi_{t+h}) - F_{t-1}(\pi_{t+h})] + \frac{\gamma}{1-\gamma} \varphi [F_{t-1}(\pi_{t+h}) - F_{t-1}(\pi_{t+h-1})] + \nu_{t+h|t} 
\]

(6)

The first term in squared brackets of equation (6) measures the forecast update (or forecast revision) when the information set is extended from \( t-1 \) to \( t \). When \( \gamma \) tends to zero, the degree of information rigidity is progressively lower, and the forecast revisions are not related to the forecast error. The information is almost perfect, and the forecast errors tend to be FIRE.

The second term in the square brackets of equation (6) is the forecast momentum in \( t-1 \), that is the difference between the predications in \( h \) steps and \( h-1 \) steps ahead. When \( \varphi \) tends to one, the forecasters almost always predict inflation using models such as the IMA (1,1). Here, the multi-step forecasts are the same beyond the one-step ahead forecast, as there is no useful information to forecast inflation beyond the first step and, therefore, the forecaster does not update their multi-period forecasts. Instead, when \( \varphi \) tends to zero, the forecaster almost always uses persistent AR models to forecast inflation.

We now turn to the NI model, where agents know the structure of the model and its parameters and keep updated information sets. But they never observe the state of inflation; rather, they only receive a noisy signal of it. CG assume inflation evolves as an AR model and more recent models have assumed different versions of this. For instance, Jain (2019) assumes a stationary version of the UC model. Ryngaert (2017) also assumes that inflation evolves as a stationary AR(1) model with a constant. This assumption is better suited to representing the inflation dynamics for short sample periods where inflation is deemed to revert to a constant long-run (core) inflation with no regime breaks or changes to core inflation. We propose a more general specification where we model inflation dynamics to evolve independently of the occurrence of permanent shocks. We allow significant breaks to core inflation, which are more likely for longer sample periods. Nevertheless, for shorter sample periods and the absence of significant breaks our approach collapses to the Ryngaert (2017) specification. The model we propose here relies on two related strands of the existing literature.

The first strand of literature pertains to the UC model (see, among others, Kim, 1993, Stock and Watson, 2007, 2009, 2010, Piger and Rasche, 2008, Grassi and Proietti, 2010, Nason and Smith, 2013, Mertens and Nason, 2015, Morley et al, 2015, Stella and Stock, 2015, Chan et al, 2018, Hwu and Kim, 2019, and Dixon et al, 2020). The UC approach models the stochastic trend component of inflation—which could be the core, target or fundamental rate of inflation—as a latent random walk \((\tau_t)\) and the inflation gap \((\xi_t)\) represents the transitory deviations of the actual inflation from its trend: \(\pi_t = \tau_t + \xi_t\). The actual inflation rate has a unit root, that is \(\pi_t \sim I(1)\), as it embodies the unobservable random walk \(\tau_t\), while the gap is a stationary ARMA process, that is \(\xi_t \sim I(0)\). Perron and Wada (2009) show that the neglect of structural breaks in the deterministic components of UC models as well as of other approaches (such as the Beveridge-Nelson decomposition and the Hodrick-Prescott filter) yields very different trend-gap decompositions. They ascribe most of the movements to the stochastic trend leaving little to the gap, and often this implies a negative correlation between the noise to the cycle and the trend. However, these negative relationships are overcome once the shifts in trends properly account for structural breaks. The weakness of the UC models in the presence of structural breaks leads to the second strand of the literature.
The second strand of the literature relates to the break-stationary models that have evolved since Perron’s (1989) seminal paper. The non-stationary patterns of inflation—which in the UC models are due to $r_T$ can be explained by $m$ relevant events (the fundamental shocks) occurring over the sample period at times $T_{j}^{B}$ ($j = 1, 2, \ldots, m$), rather than by the existence of unit roots. In this context, inflation dynamics can be decomposed into $m$ constant effects—modelled as deterministic shifts producing $m + 1$ regimes of core inflation $\tau_{m+1}$—plus a sequence of transitory shocks to the stationary inflation gap $\zeta_t$. Corvoisier and Mojon (2005) show that ignoring breaks in the mean of inflation leads to exaggerating inflation persistence. Meanwhile, conditional on the estimated breaks, inflation usually exhibit little persistence.

In general equilibrium models, trend inflation is typically equated to a central bank’s long-run target. For instance, Cogley et al (2010) argue that movements in trend inflation shifts with the Federal Reserve’s target (a similar point was also made by Stock and Watson, 2010). Hence, the empirical literature mainly focuses on possible structural breaks in the mean of inflation associated with changes in monetary policy in the US and other developed economies in the postwar period (see, among the others, Benati and Kapetanios, 2003, Levin and Piger, 2004, Altissimo et al, 2006, Cecchetti and Debelle, 2006, and Benati, 2008). Overall, these studies suggest that the persistence in (core) inflation can be captured by an optimal sequence of breaks in constant and, consequently, the inflation gap is stationary as predicted by the theoretical models.

Perron (1989) argues that the trend stationary processes with breaks are observationally equivalent to unit root processes with strong mean reversion and fat-tailed distribution for the error sequence. So, in practice, it may be advantageous to adopt the trend stationary view with breaks and detrend the actual series to analyze the remaining inflation gap. In fact, under the unit root view, one must ensure the validity of the procedures under fat-tailed disturbances and be aware of the risks of neglecting breaking parameters.

Therefore, we model the unobservable inflation state with a stationary model with structural breaks:

$$\pi_t = \tau_{m+1} + \zeta_t$$

where $\tau_{m+1}$ is a series of $m + 1$ constants along $m + 1$ inflation regimes, and the inflation gap $\zeta_t$ is the single unobservable state assumed to evolve according to the stationary AR(1) model: $\zeta_t = \rho \zeta_{t-1} + \mu_t$. The measurement (or observation) equation is:

$$\pi^\prime_{1,t} = \pi_t + \omega_{1,t}$$

where $\omega_{1,t}$ are iid zero-mean individual measurement noises.

3 Benati and Kapetanios (2003) find that all inflation series display structural breaks, often they appear to broadly coincide with readily identifiable macroeconomic events. Levin and Piger (2004) find that the very high persistence in inflation reflects more the influence of occasional shifts in the central bank’s inflation objective, rather than the intrinsic persistence of inflation in response to other macroeconomic shocks. Conditional on breaks in the intercept, the process generating inflation appears to be reasonably stable over the entire sample period with little evidence of structural breaks in the dynamic parameters of each time-series model. Altissimo et al. (2006) note that the timing of breaks in inflation mean generally coincides with observed shifts in the monetary policy regime. Cecchetti and Debelle (2006) show that the conventional wisdom that inflation has a high level of persistence is not robust; once one controls for a break in the mean of inflation, measured persistence is considerably lower. Benati (2008) results support this view.
The *a posteriori* forecast is, therefore, formed as the weighted sum of the new (noisy) information and the *a priori* forecast, as follows:

$$F_{t,t} \pi_t = G \pi^*_t + (1 - G) F_{t,t-1} \pi_t$$  \hspace{1cm} (9)

where $G$ is the weight and $0 \leq G \leq 1$.

Subsequently, following the state equation (7), the NI agent uses the *a posteriori* state estimate $F_{t,t} \pi_t$ in equation (9) to iterate forward their forecasts $b$-steps ahead as:

$$F_{t,t} \pi_{t+b} = \tau_{m+1} + \rho^b (F_{t,t} \pi_t - \tau_{m+1})$$  \hspace{1cm} (9')

Substituting equation (9) into (9'), we have:

$$F_{t,t} \pi_{t+b} = \tau_{m+1} + \rho^b [G \pi^*_t + (1 - G) F_{t,t-1} \pi_t - \tau_{m+1}]$$  \hspace{1cm} (10)

and if we substitute above the measurement equation (8), we will obtain:

$$F_{t,t} \pi_{t+b} = \tau_{m+1} + \rho^b [G (\tau_{m+1} + \hat{\zeta}_t + \omega_{t,t}) + (1 - G) F_{t,t-1} \pi_t - \tau_{m+1}]$$

$$= \tau_{m+1} + \rho^b [G (\hat{\zeta}_t + \omega_{t,t}) + (1 - G) (F_{t,t-1} \pi_t - \tau_{m+1})]$$

Now we can forecast the inflation gap $b$-steps ahead using the AR dynamics:

$$F_{t,t} \pi_{t+b} = \tau_{m+1} + G (\rho^b \hat{\zeta}_t + \rho^b \omega_{t,t}) + (1 - G) \rho^b (F_{t,t-1} \pi_t - \tau_{m+1})$$  \hspace{1cm} (11)

By rearranging the definition of the FIRE forecast $b$ steps ahead as: $\rho^b \hat{\zeta}_t = \pi_{t+b} - \tau_{m+1} - \nu_{t+b|t}$ and by substituting it into equation (11), we derive:

$$F_{t,t} \pi_{t+b} = \tau_{m+1} + G (\pi_{t+b} - \tau_{m+1} - \nu_{t+b|t} + \rho^b \omega_{t,t}) + (1 - G) \rho^b (F_{t,t-1} \pi_t - \tau_{m+1})$$

Further rearranging to obtain:

$$F_{t,t} \pi_{t+b} = G (\pi_{t+b} - \nu_{t+b|t} + \rho^b \omega_{t,t}) + (1 - G) [\rho^b (F_{t,t-1} \pi_t - \tau_{m+1}) + \tau_{m+1}]$$

So, we obtain the inflation forecast for $t+b$, given the information set available in $t$-1: $\rho^b (F_{t,t-1} \pi_t - \tau_{m+1}) + \tau_{m+1} = F_{t,t-1} \pi_{t+b}$. Hence:

$$F_{t,t} \pi_{t+b} = G (\pi_{t+b} - \nu_{t+b|t} + \rho^b \omega_{t,t}) + (1 - G) F_{t,t-1} \pi_{t+b}$$

$$= G \pi_{t+b} + (1 - G) F_{t,t-1} \pi_{t+b} - G \nu_{t+1|t} - \rho^b \omega_{t,t}$$  \hspace{1cm} (12)

Finally, averaging across agents, we obtain the aggregate stochastic equation for the NI representation of forecasts:

$$F_t (\pi_{t+b}) = G \pi_{t+b} + (1 - G) F_{t-1} (\pi_{t+b}) - G (\nu_{t+1|t} - \rho^b \omega_{t,t})$$  \hspace{1cm} (12')

where $\overline{\omega}_i$ is the common noise (the average across individuals of the noise $\omega_{i,t}$, which is different from zero if individual noises are cross-correlated, that is if $\text{Cov} (\omega_{i,t} \omega_{j,t}) = \sigma_{ij}^2 > 0$).

As discussed earlier, the second dimension of inattentiveness pertains to the way information is used to obtain the multi-step ahead inflation forecast, for example $F_{t-1} (\pi_{t+b})$ in equation (12'). Crucially, this depends on the forecasted inflation momentum is:

4 See also the equation (A1.1) in Appendix A1.
6 Regarding the way the average noise is extrapolated into the future, in equation (9') we assume that the NI agents iterate forward their forecasts by treating the measurement error as a part of the inflation gap.
\[ F_t(\Delta \pi_{t+h+1}) = F_t(\pi_{t+h+1}) - F_t(\pi_{t+h}) = (\rho^{b+1} - \rho^b) \tilde{\xi}_t \]  

(13)

Hence, \( F_t(\Delta \pi_{t+h+1}) = 0 \) if the forecasted inflation gap is: \( \tilde{\xi}_t = 0 \). Therefore, if the forecasters form their multi-step ahead forecasts at time \( t-1 \) using only the trend component of inflation, for example the core inflation \( \tau_{m+1} \) known in \( t-1 \), the forecasts will be the same at all horizons:

\[ F_{t-1}(\pi_{t+h}) = \cdots = F_{t-1}(\pi_{t+1}) = F_{t-1}(\pi_t) = \tau_{m+1} \]  

(13 ')

The equations above summarize the issue faced by the forecaster when making the multi-step ahead forecast. Therefore, the issue arises of estimating the probability that forecasters use past forecasts \( F_{t-1}(\pi_t) \) rather than the alternative \( F_{t-1}(\pi_{t+1}) \). We can define a two-step ahead inflation forecast \( \tilde{F}_{t-1}(\pi_{t+1}) \) encompassing the two cases above—with or without inflation gap forecasts—by restating equation (12') (when \( b = 1 \)) as:

\[ F_t(\pi_{t+1}) = G\pi_{t+1} + (1 - G)\tilde{F}_{t-1}(\pi_{t+1}) - G(\nu_{t+1|t} - \rho \overline{\sigma}_t) \]  

(14)

where the encompassing two-step ahead past forecasts are a weighted average:

\[ \tilde{F}_{t-1}(\pi_{t+1}) = (1 - K)F_{t-1}(\pi_t) + (K)F_{t-1}(\pi_{t+1}) \]  

(14 ')

where \( K \) is the probability that the forecaster predicts and updates the inflation gap beyond one-step ahead.

The second dimension of inattentiveness can be incorporated in the NI scenario by substituting \( \tilde{F}_{t-1}(\pi_{t+h}) \) in equation (14) with the definition given in equation (14'), while extending the case to \( h \) steps ahead forecast. Rearranging, we obtain the forecast error structure for the NI model as follows:

\[ \pi_{t+h} - F_t(\pi_{t+h}) = \frac{1 - G}{G} [F_t(\pi_{t+h}) - F_{t-1}(\pi_{t+h})] + \frac{1 - G}{G} (1 - K)[F_{t-1}(\pi_{t+h}) - F_{t-1}(\pi_{t+h-1})] \]  

(15)

where \( \nu_{t+h} = \nu_{t+h|t} - \rho^h \overline{\sigma}_t \) includes both the FIRE forecast error \( \nu_{t+h|t} \) as in the SI model (6), and the additional (weighted) average random noises \( \overline{\sigma}_t \).

The \( G \) and \( K \) parameters in (15) are formed independently. We assume the professional forecaster can distinguish information that pertains to the core inflation (trend innovation) and to the inflation gap (stationary component). When agents form multi-period forecasts, the focus is just on the inflation gap and its persistence and, therefore, the expected momentum of future inflation rates matters.

Comparing the SI and NI models in (6) and (15) suggests two relevant points. In the first instance, the dynamics of the two models are the same: the probability \( 1 - \gamma \) of updating the information set in SI model (6) corresponds to the weight \( G \) placed on the new information in NI model (15). Secondly, the stochastic errors of the two models are different. The SI error term in (6) is the scaled FIRE forecast error \( \nu_{t+1|t} \) and pertains to macroeconomic shocks, while the NI error term in (15) also embodies the average of the individual noises. Therefore, \( \nu_{t+1|t} \) in (6) is the full-information rational expectations error uncorrelated with

7 The other possibility is if \( \rho = 1 \), but this is inconsistent with a stationary inflation gap. It is also noteworthy that Morley et al (2015) assume that the unconditional mean of the inflation gap is zero: \( E(\tilde{\xi}_t) = 0 \).
information dated $t$ or earlier, while the NI error term in (15) is uncorrelated with information dated only $t-1$ or earlier, but is correlated with information dated $t$.\footnote{This latter point raises one of the endogeneity issues we will tackle in the next section.}

3. Data and econometric issues

In order to empirically assess the forecasters’ inattentiveness, we must use a sequence of multi-period forecasts. In the present paper, we focus on professional forecasters using two different US datasets: the Survey of Professional Forecasters (SPF) and the Livingston Survey (LS).

The datasets differ in four aspects: (i) the frequency at which the survey is conducted (the SPF is quarterly, while the LS is conducted twice a year); (ii) the predicted inflation measures (both surveys forecast the consumer price index, CPI, while the SPF also forecasts the GDP deflator); (iii) the multi-period forecast horizon (the quarterly SPF predicts from one to six quarters ahead, and the semi-annual LS predicts one and two semesters ahead); and (iv) the time span covered by the different surveys (the SPF forecasts are available from 1965 to date, while the LS from 1946 to date).\footnote{Within each survey, specific time series are subject to sample restrictions: in SPF, GDP deflator forecasts start from 1970, and CPI inflation from 1980; in the LS a statistically reliable CPI measure is given from 1970 (because of the small number of agents surveyed prior to that date).}

Such heterogeneity allows for alternative forecast measurements to be exploited, thereby, assessing the robustness of the estimation results across different forecast horizons and frequencies. These are characterized by various degrees of overlapping forecasts and groups of forecasters.\footnote{Although only anonymous agents’ forecasts are available for SPF and LS datasets, a LS multinomial variable classifies individual forecasters in groups. Therefore, it is possible to compute averages by groups for the LS data, while we are unable to use averages by group for the SPF data as the multinomial variable is only consistently available from 1991q4.} Detailed definitions of the specific time series used in this paper are given in Appendix A2, along with the description of their main statistical features.

The choice of the most appropriate econometric approach raises two main issues: the possible correlation of explanatory variables with the error term $e_{t+h}$ in model (15) which necessitates instrumental variables estimators such as IV and GMM (see Sargan, 1958, and Hansen, 1982, respectively) and, related with the use of IV/GMM estimators, the need for both stationary variables and valid (i.e. relevant and exogenous) instruments.

As shown in equation (15), and noted by CG, the individual noises at time $t$ may be affected by nonzero averages across agents which, though uncorrelated with information dated from $t-1$ and earlier, are related to the error $e_{t+h}$. CG decided to use the downward-biased OLS estimates as a lower bound on the degree of information rigidity.\footnote{See footnote 4 in CG, and their online Appendix A.} However, this approach is not appropriate for our case for two reasons. Firstly, as discussed at the end of the previous section, our model (15) extends CG’s information rigidity measurement to the presence of an additional regressor (the forecast momentum). The assumption that OLS will be downward biased is no longer true as they can also be affected by the covariance between forecast revisions and forecast momentum. Secondly, in addition to the effect of the average noise, endogeneity can also be due to measurement errors affecting forecasts.\footnote{This latter point raises one of the endogeneity issues we will tackle in the next section.} For example, Appendix A2 shows that this is clearly the case with the LS forecasts.
Therefore, consistent coefficient estimates require IV/GMM with valid instruments dated from $t-1$ and earlier. However, in view of the Hausman (1978) approach, efficient OLS estimates can also be compared with IV/GMM estimates which are consistent under both true and false assumptions of orthogonality between the error term and regressors.

Regarding stationarity, Appendix A2 clearly indicates that all the three variables concerned (the forecast error, the forecast revision and the forecast momentum) are generated by stationary data generation processes. Hence, they are consistent with the statistical properties required by the IV/GMM estimators.

As far as the choice of the instruments is concerned, we use both internal (the first two lags of the actual inflation rate, and one lag of one- and two-step ahead inflation forecasts) and external instruments (lags of the anxiety index, the real time GDP growth, the unemployment rate, the Federal funds rate, and its spread with respect to the 10-year Treasury constant maturity rate). To assess the validity of these instruments, we follow Stock et al (2002) by computing the first-stage F-statistics. We assume the inferences are reliable (because the instruments are not weak) when the F-statistics are large, typically exceeding 10. Finally, with regards to the exogeneity of instruments, as our estimates are over-identified, we can assess whether the instruments are jointly exogenous through the Hansen (1982) test. It is also worth noting that—despite the long list of instruments above—the p-values of the Hansen (1982) test that we found in our estimates are low (i.e. far from one) indicating that they are not biased due to the proliferation of instruments.13

4. Estimation analysis and results

Following the derived equations (6) and (15) in Section 2 for SI and NI models respectively, the empirical analysis here considers the general equation (16) which can account for the different datasets described in the preceding section14:

$$\pi_{t+h} - F_t(\pi_{t+1:t+h}) = \frac{\lambda}{1-\lambda} \Delta F_t(\pi_{t+1:t+h}) + \frac{\lambda}{1-\lambda} \phi[F_{t-1}(\pi_{t+1:t+h}) - F_{t-1}(\pi_{t+1:t+h-1})] + e_{t+h}$$

(16)

The first regressor in equation (16), $\Delta F_t(\pi_{t+1:t+h}) = F_t(\pi_{t+1:t+h}) - F_{t-1}(\pi_{t+1:t+h})$ denotes the revision (update) of the forecast over the horizon from $t + 1$ to $t + h$, measuring the impact on the forecast formed in $t$, namely the information shocks observed in period $t$.

The second regressor, $F_{t-1}(\pi_{t+1:t+h}) - F_{t-1}(\pi_{t+1:t+h-1})$, depicts the momentum of the forecast, measured by the inflation forecast made in period $t - 1$ for $t + h - 1$ and $t + h$ periods ahead. So, $\lambda$ denotes either $\rho$ or $(1 - G)$, while $\phi$ denotes either $\phi$ or $(1 - K)$ distinguishing between the SI and NI models depicted in equations (6) and (15) respectively.

12 On this point, Roberts (1998, p. 11) notes that “another reason is measurement error, which can be an especially important problem for survey expectations, since they are based on small samples, and so may be very noisy indicators”. Of course, this issue affects both the NI and the SI models.

13 An extensive discussion of this problem and remedies are found in Bontempi and Mammi (2015) and references therein.

14 Appendix A2 outlines how equation (16) must be emended to fit the alternative survey data features. Appendix A3 tackles the issue of testing restrictions that allows the specific model which is nested in the general model (16).
In general, when the frequency of the forecast releases is the same as the length of each step and shorter than the forecast horizon ($h$), both regressors inequation (16) are computed by differences between pairs of forecasts which may overlap. The discussion in the preceding section regarding the more appropriate estimator in the present context suggests using IV and GMM. In fact, the IV-GMM estimators can account for nonzero average individual noises which might affect the average forecast revisions and the error $e_{t+h}$, and, therefore, they are more reliable than OLS estimates, which assume zero average individual noises.

Table 1 reports the estimates for the SPF data when we impose the restriction $\phi = 0$ which corresponds to the CG model. Columns (1)–(2) refer to the GDP inflation and report estimates obtained with IV and GMM, respectively, over the whole sample (that is, including the 1970s decade). Overall, IV-GMM estimators indicate statistically significant information rigidities (above 0.5) and confirm the main findings reported in the first column of Table 1 panel B of CG: the usefulness of the forecast revisions in explaining the forecast errors is established clearly. In other words, the predictability of forecast errors and their revision cannot be ascribed to invalid exogeneity assumptions made by OLS estimators. As expected, the intercept is not significant, and the overestimate of information rigidity ($\hat{\lambda} = 0.663$ with IV and 0.637 with GMM, while CG report $\hat{\lambda} = 0.552$) is due to the use of
consistent instrumental variables estimators (see the significant Hausman, 1978, test). In addition, note that we used a longer sample period, ending in 2013q1 rather than in 2010q2.15

When we test for IV parameters’ constancy in column (1) using the Andrews (1993) test statistic for structural change with unknown break date, a clear break emerges in 1979q3. This date coincides with a shift in the parameters of the Taylor rule at the time of Volker’s appointment, that is at the beginning of a phase in which the Federal Reserve placed increasing weight on inflation stability and inflation persistence (see Clarida et al, 2000, and Beechey and Osterholm, 2012, for detailed discussions).

Subsequently, column (3) in Table 1 reports the GMM estimates after removing the 1970s from the sample period, mainly focusing on the Great Moderation period. In the shorter sample period, the \( \lambda \) estimate drops by more than 20%, from 0.637 to 0.498, representing a reduction in forecaster inattentiveness in the US since the start of the Volker mandate. Although this outcome is fairly robust with respect to the different measures of inflation (see also the results with CPI in column (4)), it is at odds with the prediction of Reis’s (2006) SI model where the Great Moderation should increase the degree of inattentiveness. Also, CG reports similar results when all the SPF variables (and not just inflation) are pooled together. A better interpretation is that the outcome is more likely affected by a random structural shift due to the omission of relevant (momentum) effects, as shown and discussed in Table 2 below.

In their paper, CG used lagged control variables (such as oil price or unemployment rate) to capture the effect of other macroeconomic determinants on inflation forecast errors. In these extended regressions, the null that the control variables’ parameters are zero tests whether forecast revision due to information rigidity adequately characterizes (through the \( \lambda \) parameter) the predictability of \( \text{ex post} \) forecast errors. The results reported in CG partially invalidate models with information rigidities, as the parameter of the lag of the unemployment rate is statistically significant.

Given the preceding evidence of parameters’ breaks, column (1) of Table 2 replicates CG finding of a significant lagged unemployment effect using GMM in the sample excluding the 1970s. If the significant unemployment effect were a mere anomaly, it would not have been so robustly evident over the alternative sample periods and estimation methods.16

Despite the significant unemployment effect, \( \lambda \) estimate is significant and close to those reported in column (3) of Table 1 respectively. This suggests that even though an important effect is not captured (and proxied by unemployment), the omission cannot be related to forecast revisions. A possible explanation of the significant unemployment parameter is that it represents a sort of reduced-form short-run Phillips curve effect which proxies the forecast momentum that is omitted from CG because of the invalid \( \phi = 0 \) restriction. In order to investigate this further, in column (2) of Table 2 we estimate a specification of equation (16) which also includes the unemployment effect (through parameter \( \delta \)). The insignificant estimate of \( \delta \) suggests that both dimensions of inattentiveness better explain the forecast error than the CG model augmented by the unemployment effect, as the latter is no longer significant.

---

15 The comparison with CG model using IV-GMM and OLS estimators is at the end of Appendix A3, see Table A3.2.

16 See the details using OLS and IV-GMM over alternative samples are in Table A3.3 of Appendix A3.
Columns (3) and (4) report GMM estimates of equation (16) where the inflation rate is measured by the GDP deflator and CPI respectively. The results are clear: the model with both dimensions of inattentiveness can explain the forecast error regardless of the inflation measure.\textsuperscript{17} Note also that, as anticipated earlier when discussing the results reported in Table 1, the estimates in Table 2 with two dimensions of inattentiveness are not subject to puzzling parameter shifts.

The SPF predictions are not the only source of information to assess the empirical validity of equation (16) for the USA. As noted in Appendix A2, the regressors measured by the forecasts series of SPF unavoidably overlap. We assess the robustness of the empirical findings by reporting estimates of equation (16) using another source of forecasts in Table 3: the semi-annual series of the Livingston survey (LS). One interesting feature of the LS dataset is that its regressors do not overlap and that CPI forecasts are also available for the 1970s (enabling an extended coverage of our empirical investigation using CPI inflation).

\textsuperscript{17} Results in Appendix A3 provide further evidence which is consistent with the notion that the professional forecasters are depicted by the two dimensions of inattentiveness starting from a general model that nests equation (16).
With LS data, both dimensions of inattentiveness (parameters $\lambda$ and $\phi$) are always significant regardless of the sample period and not much different from each other. If we compare the SPF and LS results, the estimates of $\lambda$ and $\phi$ using CPI inflation are remarkably similar over the period excluding the 1970s. The same is true for the $\lambda$ estimate over the period including the 1970s even though the inflation rate is measured by CPI in the LS and by GDP deflator in the SPF. However, the momentum effect $\phi$ parameter estimate is very different and fairly close to that of $\lambda$ when inflation is measured by the CPI forecasts of the LS but not significant when inflation is measured by the GDP deflator forecasts of the SPF. Again, the puzzling shift in the $\lambda$ estimate found in Table 1 does not occur here. This is due to the specification of a model which now includes the two dimensions of inattentiveness.18

The disaggregated estimates by the group of forecasters indicate that academics and policymakers have the lowest information rigidity due to forecast revisions ($\hat{\lambda} = 0.53$), while the financial sector forecasters have the highest ($\hat{\lambda} = 0.65$). Interestingly, academic and

<table>
<thead>
<tr>
<th>Year</th>
<th>(1) All forecasters</th>
<th>(2) Policy Govt. &amp; Academic</th>
<th>(3) Financial sector</th>
<th>(4) Non-Financial sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start in:</td>
<td>1980s1</td>
<td>1970s1</td>
<td>1970s1</td>
<td>1970s1</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.5831 ***</td>
<td>0.6839 ***</td>
<td>0.5388 ***</td>
<td>0.6515 ***</td>
</tr>
<tr>
<td>(0.0963)</td>
<td>(0.0440)</td>
<td>(0.0907)</td>
<td>(0.0634)</td>
<td>(0.0411)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.6336 **</td>
<td>0.6814 ***</td>
<td>0.5523 ***</td>
<td>0.7087 ***</td>
</tr>
<tr>
<td>(0.2669)</td>
<td>(0.1870)</td>
<td>(0.1193)</td>
<td>(0.1965)</td>
<td>(0.2793)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.3115</td>
<td>0.5964 **</td>
<td>0.7675 **</td>
<td>0.5591 **</td>
</tr>
<tr>
<td>(0.3599)</td>
<td>(0.2889)</td>
<td>(0.2220)</td>
<td>(0.2500)</td>
<td>(0.2565)</td>
</tr>
<tr>
<td>T</td>
<td>68</td>
<td>88</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.0402</td>
<td>0.5136</td>
<td>0.6475</td>
<td>0.5273</td>
</tr>
<tr>
<td>SER</td>
<td>2.0495</td>
<td>2.4880</td>
<td>2.4957</td>
<td>2.5982</td>
</tr>
<tr>
<td>J-test</td>
<td>0.5791</td>
<td>0.5170</td>
<td>0.4232</td>
<td>0.3568</td>
</tr>
</tbody>
</table>

* $\pi_{t+1} - F_t(\pi_{t+1}) = \frac{1}{\lambda} \Delta F_t(\pi_{t+1}) + \frac{1}{\phi} \phi F_t(\pi_{t+1}) - F_t(\pi_t) + \epsilon_{t+1}$. Estimation period: from start to 2013s2 with semi-annual data ($s =$ semester); the initial period (start) of the samples in different columns is reported in the row labelled “Start in”. In bold: GMM estimates; in parentheses: HAC standard errors, see Newey and West (1987); given the estimates of linear $\beta = \frac{1}{\lambda}$ and $\lambda = \frac{\phi}{\lambda}$, $\lambda$ and $\phi$ standard errors are obtained using the delta method; *** ** and * denote significance from zero at 1, 5 and 10% levels.

** Definition of the group (more information in the Livingston Survey Documentation on the website of the FRB of Philadelphia): Policy, Govt. and Academic = Academic Institutions + Consulting + Federal Reserve + Government; Financial sector = Commercial Banking (B) + Insurance Company (R) + Investment Banking (I); Non-Financial sector = Industry Trade Group + Labor + Non-Financial Businesses. In this way, the sum of our three groups almost coincides with “All forecasters”.

* Over a similar period, CG (Table 4) implicit OLS estimates of $\lambda$ (with $\phi$ restricted to zero) are: 0.51 (all forecasters); 0.31 (academic institutions); 0.45 (commercial banks); 0.38 (non-financial business); for comparing their categories with ours, see footnote b above.

t Mean of the one-semester ahead forecast errors.


Further supporting results are found in Appendix A3.
policymakers experience similar informational rigidities when $\hat{\phi}=0.55$. Conversely, the financial and non-financial sectors experience considerably higher rigidities due to forecast momentum when $\hat{\phi}=0.71$ and 0.67 respectively. It is not surprising that academics and policymakers have lower informational rigidities as they should have superior knowledge.

At this conjuncture it is worth introducing the assessment of the forecast unbiasedness and efficiency in the context of information rigidities (see details in Appendix A4) as well as offering some discussion pertaining to characteristic outcomes such as the relevance of inflation gaps to explain the forecast errors when using the 1970s.

A couple of noteworthy remarks are required. The coefficient $\phi$ and unemployment control variable capture forecast momentum related to the short-run Phillips curve relationship. CG suggests that a significant control variable such as unemployment invalidates the notion of informational rigidities, as such a variable captures the short-run Phillips curve trade-off. However, the current analysis shows that the statistically significant inclusion of the forecast momentum affirms informational rigidities. Hence, the best way to capture informational rigidity is to include the forecast momentum variable.

Secondly, an explanation is required for the finding that the SPF forecast momentum is only significant for the period that excludes the 1970s. First and foremost, it must be noted that this result is not replicated for the LS. This may just reflect the nature of the dataset. The overlapping forecast horizon for the SPF (but not in the case of the LS) may be important. Putting this issue aside, the period from the appointment of Volker (at the end of the 1970s) and the Great Moderation (from the mid-1980s) has clearly had a significant impact on the dynamics of both actual inflation and the forecast of inflation. Following the Great Moderation, inflation persistence has reduced, and the propagation of shocks curtailed. Prior to the Great Moderation any shocks that were observed in the current period would last beyond the next period. So, a forecaster making a multi-period forecast in $t$ can confidently forecast a shock that is observed in $t$ lasting beyond $t+h$ into $t+h+1$. This is less so after the Great Moderation, and so before the Great Moderation:

\[ \hat{\phi}=0. \]

As highlighted recently in Chan et al (2018), during the Great Moderation central banks had a very low tolerance for inflation gaps. Therefore, the primary focus of professional forecasters has been on permanent shocks to core inflation. During this period, forecasters have assumed a zero inflation gap (see Dixon et al, 2020) and appear to be inattentive when making multi-period inflation forecasts. The second dimension of inattentiveness pertaining to the forecast of the inflation gap or the momentum of inflation has an interesting perspective on the credibility of monetary policy. It appears consistent with the inflation gap forecast that approximates zero with little or no persistence and, hence, a lower sacrifice ratio.

5. Summary and concluding remarks

The purpose of this paper is to investigate the structure and dynamics of professional forecasters of inflation. Recent papers have focused on their forecast errors and how they may relate to informational rigidities. In this paper, we extend the existing literature by considering a second dimension of inattentiveness when forecasting inflation rates.

19 The finding of low information rigidities is consistent with Romer and Romer (2000). They maintain that the Federal Reserve commits far more resources to forecasting activity than even the largest commercial forecasters and, consequently, they can forecast closer to FIRE than the other groups of forecasters.
Both dimensions of inattentiveness relate to the necessary activity a professional forecaster needs to undertake and, therefore, they are related to each other. Professionals who forecast inflation rates need to, in the first instance, update their information set and revise their forecast from the previous period. Professional forecasters may also wish to perform a multi-period forecast of inflation and, in this instance, they are assessing the momentum of future inflation. This relates directly to the forecast of inflation gap persistence. As in the case with the short-run Phillips curve trade-off, they need to assess the propagation, or persistence, of transitory shocks, or the inflation gap. Both instances involve the ability to observe relevant but different information and, therefore, the dimensions of inattentiveness. They are also related because the existence of inattentiveness when revising their forecasts necessitates resorting to their multi-period forecasts in the previous period. The existence of the second form relating to forecasting momentum could arise in both types of information rigidity models: sticky and noisy information.

The empirical investigation using two surveys of professional forecasts for the USA establishes the existence of both dimensions of inattentiveness. It also clearly indicates that the short-run Phillips curve reflecting inflation momentum captured by the unemployment effect is best depicted by this dimension of inattentiveness. The structure of the professional’s forecast error is now considerably extended and different, with direct implications for the persistence of real effects.
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