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ABSTRACT: The performance of several standard and popular
approaches for calculating X-ray absorption spectra at the carbon,
nitrogen, and oxygen K-edges of 40 primarily organic molecules up
to the size of guanine has been evaluated, focusing on the low-
energy and intense 1s — #* transitions. Using results obtained
with CVS-ADC(2)-x and fc-CVS-EOM-CCSD as benchmark
references, we investigate the performance of CC2, ADC(2),
ADC(3/2), and commonly adopted density functional theory
(DFT)-based approaches. Here, focus is on precision rather than on
accuracy of transition energies and intensities—in other words, we
target relative energies and intensities and the spread thereof,
rather than absolute values. The use of exchange—correlation
functionals tailored for time-dependent DFT calculations of core excitations leads to error spreads similar to those seen for more
standard functionals, despite yielding superior absolute energies. Long-range corrected functionals are shown to perform particularly
well compared to our reference data, showing error spreads in energy and intensity of 0.2—0.3 eV and ~10%, respectively, as
compared to 0.3—0.6 eV and ~20% for a typical pure hybrid. In comparing intensities, state mixing can complicate matters, and
techniques to avoid this issue are discussed. Furthermore, the influence of basis sets in high-level ab initio calculations is investigated,
showing that reasonably accurate results are obtained with the use of 6-311++G**. We name this benchmark suite as XABOOM (X-
ray absorption benchmark of organic molecules) and provide molecular structures and ground-state self-consistent field energies and
spectroscopic data. We believe that it provides a good assessment of electronic structure theory methods for calculating X-ray
absorption spectra and will become useful for future developments in this field.

B INTRODUCTION

In recent times, the field of X-ray spectroscopy has progressed
rapidly as a result of the development and construction of
modern synchrotrons and X-ray free-electron lasers, enabling
the investigation of light—matter interactions at unprecedented
time resolution and radiation intensity.””> These installations
facilitate the study of exotic molecular properties and provide a
sensitive experimental tool to questions such as (i) probing
chemical reactions in real time, as exemplified by the tracking
of the photocatalytic cycle in photosynthesis,” ® (ii)
considering the structure of molecular samples, such as the
local structure of liquid water,”~” (iii) identifying the oxidation
state of transition metals in organometallic complexes, with
examples including the Fe/Mo atoms in nitrogenase, "> (iv)
investigating nonlinear properties, such as stimulated emission
and two-photon absorption,"*~"” and more. Using pump—
probe protocols, time-resolved spectroscopies can study a
multitude of dynamical processes, but this potential is yet to be
fully explored due to the significant theoretical and
experimental difficulties of performing such studies, with, for
instance, experimental facilities only being made available
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during the last decade. The modeling of transient X-ray
spectroscopy is a relatively new field, with one of the first
systematic studies of transient X-ray absorption and emission
spectroscopy from as late as 2015."® Nonetheless, the field has
experienced rapid growth, encompassing applications ranging
from photodissociation'”*° and ring-opening reactions*"** to
excited state d)fne\mics,23’24 intersystem crossings,zs’26 and
many more, 7

In order to interpret and understand these advanced
measurements, an interplay between the experiment and
computational chemistry is required. In time-resolved measure-
ments, however, a comparison between the experiment and
theory is not necessarily straightforward. For the purpose of
benchmarking the underlying theoretical methods, it thus
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makes good sense to limit oneself to steady-state properties. In excitations.”*¥*~7* Furthermore, DFT was originally for-

this study, we therefore address the modeling of X-ray
absorption spectroscopy (XAS), in which the excitation of
core electrons to bound or continuum states is probed.
Transitions to bound states generally provide information on
the unoccupied states, while transitions to the continuum
probe the atomic structure of the sample. These subfields of
XAS are referred to as the near-edge X-ray absorption fine
structure (NEXAFS) or X-ray absorption near-edge spectros-
copy and extended X-ray absorption fine structure (EXAFS).
In this study, the modeling of the NEXAFS is considered, that
is, the transition of core electrons to bound states—see
refs”” ™" for general discussions of this spectroscopy from both
a theoretical and experimental perspective. Compared to the
field of theoretical spectroscopy in the UV/vis region, for
which numerous extensive benchmark studies are available
(see, e.g., ref 32), systematic comparisons on the performance
of methods for calculating X-ray absorption spectra are still
rather sparse. Of note is the work of Besley and Asmuruf,*
who investigated the performance of time-dependent density
functional theory (TDDFT) for core properties and the
construction of functionals with reasonable absolute energies,
and numerous smaller studies for different methods.”*~**

In order to accurately model core excitation processes, the
inclusion of electron relaxation effects is vital. This requires a
theoretical method capable of capturing two physical effects: a
reduced screening of the probed nuclei following the removal
of a core electron, leading to a strong net attraction of the
electron density toward the core and a smaller repulsive
polarization effect in the valence region due to the interaction
with the excited electron. These counteracting effects need to
be properly accounted for in a theoretical framework, either by
explicitly optimizing the excited state or by introducing at least
doubly excited configurations. Furthermore, relativistic effects
are important for spectroscopies targeting core electrons, on
account of the strong potential experienced by these electrons,
and they scale strongly with the atomic number. For electrons
occupying s-orbitals, these effects are scalar in nature and easily
accounted for. By comparison, for electrons occupying orbitals
with [ > 0, there will be strong spin—orbit coupling effects that
are nontrivial in general and necessary to rigorously include in
the Hamiltonian.” For transition metal complexes, multiplet
effects must also be considered.*® Furthermore, in the case of
heavy elements, the electric dipole approximation also
becomes progressively worse, with quadrupole-allowed tran-
sitions becoming more intense as Z increases.*”*® However, it
is well justified to neglect both spin—orbit couplings and
quadrupole-induced transitions at the K-edges of light
elements, as investigated here.

An abundance of methodologies for modeling X-ray
absorption spectra have been developed, including semi-
empirical, density-based, and wave function-based meth-
0ds 3 333H3673943,45,49768 Hare  the focus is on first-principles
methods, and semi-empirical approaches will thus be left out of
the discussion. Among the first-principles methods, researchers
in the field of theoretical spectroscopy commonly apply DFT.
However, while DFT offers many advantages—particularly in
terms of computational costs—its predictability is precarious,
especially when considering systems and processes for which
suitable exchange—correlation functionals have not yet been
identified. These issues are enhanced for TDDFT when
addressing core excitations and nonlinear properties, owing to
issues relating to self-interactions and lack of two-electron
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mulated to capture both the correct densities and energies, but
contemporary functionals often focus almost solely on
energies, thus achievin§ a smaller energy error at the cost of
larger density errors.”” Therefore, the development and
application of ab initio wave function methods for computa-
tional spectroscopy continue to be vital, especially for novel
applications. Nonetheless, TDDFT has been successfully used
to model XAS and other X-ray spectroscopies,”” """ and
tailoring exchange—correlation functionals for core properties
is an active field of research.’”*°~ Alternatively, an approach
based on Slater’s transition state method has been developed,
called transition potential DFT (TP-DFT), which explicitly
considers fractionally occupied core and (potentially) valence
orbitals, thus accounting for the largest contributions to
electron relaxation.”” This method has been successfully
applied to numerous spectrum calculations,®”*>*°~* although
the issue of exact fractional occupation continues to be
debated.

Moving to wave function-based methods, single- and
multireference methods have both been used, and electron
relaxation can be accounted for through electron correlation by
the use of (at least) doubly excited configura-
tions,** 303 1535%H366893798 pyailable schemes include single-
reference methods such as coupled cluster (CC) theory, the
algebraic diagrammatic construction (ADC) approach, density
cumulant theory, and multireference methods such as
RASSCEF, RASPT2, and MR-CC. Regardless of the underlying
electronic structure method used, an issue for any method
based on molecular response theory is the embedding of core-
excited states in the continuum of valence-excited states, which
makes a straightforward application of an iterative diagonaliza-
tion scheme such as the Davidson algorithm”® unfeasible for all
but the smallest of systems. One solution is to neglect the
coupling between the valence- and core-excited states, thus
effectively including only states with at least one core electron
excited. This is based on the very weak couplings due to large
energetic and spatial separation between core and valence
states and it is referred to as the core—valence separation
(CVS) approximation.”* The scheme has been successfully
implemented in several electronic structure methods, with the
detailed algorithms varying somewhat,"*3%7496100.101 e
error introduced by this approximation has been shown to be
small and independent of the compound.””'**'® It can be
accounted for by the use of perturbation theory”'” or
relaxation of the CVS eigenstates'*” or circumvented entirely
by the use of damped response theory,'”*™'*® real-time
propagation schemes,””’® or adapted Lanczos algorithms.**'%’

In the present work, the performance of several first-
principles methods commonly used for modeling X-ray
spectroscopies is evaluated. We focus on the carbon, nitrogen,
and oxygen ls — #* transitions of small- and medium-sized
organic molecules, as these absorption bands are low-lying,
intense, and distinct, allowing for an (almost) unambiguous
comparison. Our emphasis is placed on precision rather than
accuracy, as it is difficult and often not of main concern to
pinpoint exact transition energies in experiments but rather
study relative energies, energy shifts, and intensities imposed
by the local structure and dynamics. Furthermore, the energy
scale under investigation is in the region of several hundreds of
electronvolts, and to reach an accuracy in absolute energy
similar to what is reached in the valence region is neither to be
expected nor vital. The employment of overall energy shifts of

https://dx.doi.org/10.1021/acs.jctc.0c01082
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theoretical spectra typically does not limit the applicability of
the methods but rather corrects for systematic absolute errors
that may vary significantly for the different elements due to
differences in relaxation and self-interactions. The key here is
that a method shows systematicity in errors (i.e., precision).
We coin this benchmark XABOOM (X-ray absorption
benchmark of organic molecules) and provide underlying
spectroscopic data and molecular geometries and self-
consistent field (SCF) energies in the Supporting Information.
We quite obviously encourage the use of this benchmark for a
critical assessment of methods used for calculating conven-
tional NEXAFS spectra. However, more broadly, it is also
relevant for more advanced studies such as time-resolved
pump—probe experiments, as long as the core-excited states
are of a single-electron transition character. The dynamic
molecular structure must also remain in regions where the
ground state is of single-reference character; otherwise,
multireference state approaches are needed. We refer to recent
studies for illustration of this broader applicability and
limitations of propagator approaches under such circum-
stances.””' '’

The outline of this study is as follows: First, we briefly
discuss the most popular approaches for simulating X-ray
absorption spectra of organic molecules, with an emphasis on
TDDFT, TP-DFT, ADC, and CC. We then present the
molecules selected for XABOOM and discuss our selection of
spectral bands and choice of reference values. Following a
specification of computational details, we present our results
together with a detailed discussion before providing our
conclusions. The discussion includes the topics of selecting
appropriate reference values, choosing basis sets, and
identifying distinct and separate spectral features.

Theoretical X-ray Absorption Spectroscopy. In this
section, we will briefly describe the most popular approaches to
calculate X-ray absorption spectra of organic compounds at the
carbon, nitrogen, and oxygen K-edges. Besides those chosen
for the present benchmark study, there are numerous other
methods that are used in the communities of computational
chemistry and material science.”’ Most notably, our selection
refers exclusively to single-reference methods and they
therefore suffer from the associated and well-known
limitations. Inarguably, multireference approaches—such as
the multiconfiguration self-consistent field method,""" with its
complete''” and restricted active space (RASSCF) variants,' "
including the respective perturbation theory CASPT2 and
RASPT2 extensions''*''>—represent indispensable tools for
strong (or static) correlation. The XABOOM molecules,
however, do not belong to such cases and the use of
multireference methods with the accompanying selection of
active spaces and separate-state optimizations of a large
number of core-excited states is generally not required. For
these systems, it is a better alternative to use unbiased
polarization propagator or linear response theory approaches,
often offering a systematic route toward higher precision and
accuracy.

The price to be paid in polarization propagator-based
approaches is the more indirect treatment of electronic
relaxation and polarization in the valence shell. It can therefore
be worthwhile to consider approaches that relax the electron
density in the core-excited state to a varying degree. One such
alternative is the static-exchange approximation (STEX)*"®”
that employs a common set of relaxed orbitals for the
configuration interaction singles (CIS) formation of the entire
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set of excited states at a given edge. STEX has historically had
an important role in evaluating experimental spectra,**%"'!!”7
but it has fallen out of use due to issues relating
electron correlation and spectrum compression”'
while STEX accounts for the dominant relaxation effect arising
from the creation of a core hole, the lack of the weaker
polarization effects yields term values that are too small and
thus compresses the spectra in a manner that affects separate
core-hole sites differently. Other choices are the several
variants of TP-DFT techniques that are described in a bit
more detail below and which have been assessed in the present
benchmark.

Transition Potential DFT. The most straightforward way
to describe core excitations is to make use of the fact that the
dipole operator is a single-electron operator and to rewrite the
linear response function in terms of the spin orbitals of the
variationally relaxed ground state.''” This is applicable to
single-Slater determinant methods, such as Hartree—Fock
(HF) or Kohn—Sham (KS) DFT, and entails the computation
of transition matrix elements between the 1s-orbital and
unoccupied molecular orbitals (MOs) in the ground state. This
is a drastic approximation that completely neglects orbital
relaxation and results in a poor agreement with experimental
data, when it comes to both peak positions and inten-
sities.””'*" Relaxation effects can instead be included using
Slater’s transition state method'*"'** or by setting the
occupation of the core level of interest to 0.5 and relaxing
the electronic structure in the presence of this half core hole
(HCH). Used in combination with DFT, this method is
known as TP-DFT.®'** By additionally introducing a shift
such that the eigenvalue of the core level is equal to the
calculated ionization energy (IE) (AKS correction), TP-DFT
provides XAS spectra that compare well to experiment in many
cases,””0¥701237125 Sbeit with some occasional difficulties in
sufficiently capturing relaxation effects.”” This motivated the
use of a full core-hole on the core-excited atom’” or
alternatively a full core hole in combination with an electron
placed in the lowest unoccupied MO (excited-state core
hole).”” Owing to the low computational cost of TP-DFT, X-
ray absorption spectra of rather large molecules can be
calculated with reasonable accuracy in comparison to experi-
ment.”>"**'*” However, TP-DFT is essentially a ground-state
single-particle approach, where orbital relaxation is not
included rigorously but via the adjustable core-hole occupation
parameter.

Linear-Response TDDFT. The next step in going beyond a
ground-state theory for XAS is to write the equation of motion
for the linear response of the system of electrons to the applied
electromagnetic field. This is achieved in time-dependent HF
(TDHF) and TDDFT by introducing the random-phase
approximation (RPA) operator' '

to lack of
,35,50,118__
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T=) (X414 + Y,a'a,)
i,a (1)

where indices i and a refer to occupied and unoccupied
orbitals, respectively, @' and @ are the creation and annihilation
operators, respectively, and X and Y are the excitation and de-
excitation vectors obtained from the RPA equation, respec-
tively &117:128,129
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with
Ay = (& — 81‘)51'}51117 + N jp
Bia,jb = Aiu,bj

Here, the term A collects the anti-symmetrized two-electron
integrals (e.g., A = (ialljb))."** Besides the response of the
Coulomb potential to the perturbation, A contains the
responses of the HF exchange potential (in TDHF) and the
approximate exchange—correlation (xc) potential (in
TDDFT).'*

It should be noted that the de-excitation vector is generally
understood as introducing a portion of §r0und—state electron
correlation in the RPA formulation.""”'*” By neglecting this
term, that is, removing Y from eq 1 and setting matrix B in eq 2
to zero, the Tamm—Dancoff approximation (TDA) is
introduced."*® In TDHF, this approximation is equivalent to
CIS."” The RPA or TDA matrix can be diagonalized within
the CVS approximation, generating the core excitation
energies, excitation vectors, and related properties. Because
only single excited determinants are included, relaxation effects
are unaccounted for in TDHF and CIS. This leads to a
significant overestimation of transition energies, as the final
state is not sufficiently relaxed and thus too high in energy. The
description of XAS can be improved by using a HF core-
ionized ground state as a reference for the CIS Hamiltonian,
which is the basic idea in the STEX approach.*”*”'"”

In TDDFT, the correlation effects giving rise to the
relaxation effects can, at least in principle, be accounted for.
Due to the approximate nature of the xc-functional, however,
TDDFT suffers from self-interaction errors (SIE)*"*%¢%7%131
that are exacerbated in the case of core excitations and which
have spurred the design of a plethora of tailored xc-
functionals.”*>'*" These include global functionals where
the amount of exact exchange is optimized with respect to core
excitations, for example, B***LYP,*® and functionals with state-
specific exact-exchange corrections, for example, CVR-
B3LYP.*” Also, range-separated hybrid functionals have been
employed in XAS with notable success in reducing both the
absolute and relative error with respect to experimental data
seen for SRC1 and SRC2,** BmLBLY,* LCgau-BOP,* and
CAM(100%)-B3LYP.'” Optimally tuned range-separated
functionals, where the range separation parameter and amount
of exact exchange are tuned for a particular system to fulfill a
physically motivated condition, such as the ionization potential
(IP) theorem, have also shown promise in the description of
core excitations.” Another related strategy has been to obtain
optimal parameters for one molecule by enforcing the IP
theorem with respect to experimental IP values for several
orbitals and then use these parameters for all other systems in a
universal type of xc-functional, as exemplified by the range-
separated CAM-QTP00*° and global QTP17% functionals.
These different schemes for improving the description of core
excitations typically achieve significantly improved absolute
energies, but the performance in terms of element-dependent
relative energies is less investigated. Note that the lack of
appropriate relaxation and the self-interaction effects partially
cancel, such that a pure generalized gradient approximation
(GGA) functional underestimates carbon K-edge transition
energies by ~18 eV, which can be compared to the typical
TDHEF overestimation of ~9 eV. Achieving appropriate
absolute energies thus largely becomes a matter of tuning
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the amount of exact exchange, such that these counteracting
effects cancel.

Algebraic Diagrammatic Construction for the Polar-
ization Propagator. Turning to correlated ab initio
approaches to describe excited states, one alternative is
provided by the ADC scheme, in which a perturbation
expansion of the matrix representation of the polarization
propagator is constructed and the excitation energies and
vectors are obtained by matrix diagonalization.'”"** An
intuitive way to construct the ADC matrix and the associated
working equations is provided by the intermediate state
representation approach,**~"* introducing the Hamiltonian
(H) matrix shifted by the ground-state energy (E,) in the basis
of a set of intermediate excited states

Mpq = (l/7p|H - Eo"?ﬁ) (3)

The intermediate states are essentially obtained by applying
the excitation operator Cp = {&Zai;&zalai&j;...} to the Moller—
Plesset reference state. Excitation energies (€,) and excitation
vectors (X,,) are obtained from the eigenvalue equation

MX = XQ (4)

The ADC hierarchy is defined by truncating the
perturbation expansion at a desired order. Since this truncation
is also related to the excitation classes used to obtain the ADC
matrix elements, the size of the ADC matrix depends on the
truncation order. ADC(1) is obtained by truncating the series
at the first order and including only single excitations—this
makes it equivalent to CIS as far as energies are concerned.
ADC(2) goes up to the second order in perturbation theory
and includes both single and double excitations so that
relaxation effects are largely accounted for.’® A further
extension to ADC(2) is the ad hoc description of the doubles
block up to the first order of perturbation theory in the
extended ADC(2) or ADC(2)-x approach.'®>"** This
improves the description of double excitations and, therefore,
also of orbital relaxation in core excitation calculations.’® The
rigorous description of the doubles block up to the first order is
achieved at the level of ADC(3/2), where the singles block is
described up to the third order and the couplings block up to
the second order.'>” Within the CVS approximation, ADC
schemes up to the third order have been implemented to
describe core excitations of closed-***' and open-shell
systems.”” As such, ADC has been successful at describing
X-ray absorption spectra for a large number of systems, ranging
from small molecules, such as diatomics,”>'*® to medium-sized
and large molecules, such as nucleobases,””"**'*” porphin, and
PTCDA.”!

Coupled Cluster Methods for Excited States. An
alternative hierarchy of propagator methods can be defined
based on CC theory. Here, the starting point is the CC
reference state, ICC) = e”l0), typically constructed from the
HF state 10) and the cluster operator T = T; + T, + ...
Truncation of the cluster operator at a given level defines a
hierarchy of CC methods: CC singles (CCS), CC singles and
doubles (CCSD), and so on."** An intermediate CC2 level of
theory is further obtained from CCSD by including the double
excitations only up to the first non-zero term in perturbation
theory."”” Comparing corresponding levels of ADC and CC
theory, the computational scaling of the latter is slightly higher
since the reference-state amplitudes are determined iteratively.
The formal scaling of CC2 and ADC(2) is the same, with
ADC(2) being correct to one order higher for response

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618—1637
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Figure 1. Molecules included in the XABOOM benchmark set, ordered according to molecular mass. Atoms participating in double bonds are
labeled, with chemically inequivalent atoms of the same species identified by indices. Single bonds are colored in light gray, double/triple bonds are
colored in dark gray, and delocalized double bonds are marked with dotted lines.

properties. CCSD is correct to one order higher in
perturbation theory than ADC(2) for ground-state energies
and double excitations and to the same order for single
excitations and response properties and it scales as n6, same as
ADC(2)x."*

Starting from the CC reference state, excitation energies and
excitation vectors can be obtained either via linear-response
(LR-CC)"**™"** or equation-of-motion (EOM-CC) formula-
tions."**'** These approaches are closely related and both
require the diagonalization of a non-Hermitian Jacobian matrix
A with elements A,

Ax = (HFIL(H — E,)RIHF) (5)

A, = (HF|T; exp(—T)[H, 7,]exp(T)IHF) (6)

where L and R are excitation operators typically truncated at

the same level as T and H is the similarity-transformed
Hamiltonian.'*® Since the Jacobian is asymmetric, the
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eigenvalue problem is solved for both left (L) and right (R)

. 142,145

eigenvectors
AR = RQ (7)
LA = QL (8)

The core excitations embedded in the eigenvalue equations
mentioned above can be targeted and reached employing the
CVS approximation.”**® With this, CC has been successfully
applied to describe XAS spectra for small- and medium-sized
molecules, showing high accuracy in comparison to exper-
imental data (see, e.g, refs 34, 35, 40, 43, 53, 109, 146

Molecular Systems and Selected States. For the
XABOOM benchmark set, we have selected 40 primarily
organic compounds including unsaturated aliphatic hydro-
carbons, heterocycles, aromatic hydrocarbons, carbonyl com-
pounds, nucleobases, and more, as illustrated in Figure 1. This
selection is inspired by the renowned benchmark set of Thiel
and co-workers'*"*® and is meant to be representative of the
chemical space most interesting for spectroscopic studies of
organic compounds.

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618—1637
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The investigated bands comprise 1s — 7* transitions at the
carbon, nitrogen, and oxygen K-edges, focusing on local
transitions from atoms involved in bonds of order higher than
one. As an example, only transitions from the C=O carbon
and oxygen in acetic acid (compound 13) are considered and
thus labeled in Figure 1. This selection serves multiple
purposes: (i) the m*-resonances give rise to strong and
relatively narrow spectral features, making them suitable for
experimental—theoretical comparisons; (ii) XAS is increasingly
used for solutions, where, for example, Rydberg features are
quenched by the environment a