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Abstract

The optimisation of solid-state functional materials towards the desired redox

activity, optical or magnetic properties is fundamental in the understanding and

development of important industrial materials. These properties are generally

afforded by the inclusion of metal ions, point defects, or other local centres that can

participate in single-electron transfer processes. Electron Paramagnetic Resonance

(EPR) spectroscopy is clearly a powerful, but often under-utilised tool in their

characterisation and development.

Chelating exchange resins (CERs) are a widely used technology for metal ex-

traction in aqueous acidic media. A systematic CW EPR study was performed on

a range of model complexes to identify uptake and speciation of Cu2+ within two

commercial chelating exchange resins, Dowex M4195 and CuWRAM.

Rare earth activated phosphors have long been of interest owing to their effi-

cient luminescent properties and tuneability, for a variety of optical applications.

A series of commercial and prepared CaS:Eu2+ phosphors were investigated to

understand process control and defect chemistry with respect to their luminescent

properties.

Disordered glassy materials have attracted considerable interest for application

as solid-state Li-ion battery components. The local defect structure was investi-

gated for a series of LiBO2-V2O5 mixed conductive glasses of varying V2O5 content,

providing a detailed insight into distinct network-forming and modifying sites.

The characterisation of Li-ion battery materials is a critical aspect in the con-

tinued development of energy storage systems. A systematic ex situ EPR inves-

tigation of common electrode materials was performed to understand the relation

of local electronic structure, and electrochemical activity. The development of

a home-built in situ electrochemical cell was also presented, with respect to the

challenges of in situ electrochemical measurements.

The outcomes of this work have illustrated that through careful investigation,

EPR can provide a mechanistic understanding of important commercially relevant

function materials often not available via other techniques.
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Preface

An outline of the Thesis structure is briefly summarised, highlighting authored
publications relating to the content of the Thesis chapters.

Chapter 1 Presents an extensive review in the recent applications of EPR spec-
troscopy in the characterisation and understanding of industrially important mate-
rials. Part of this review was adapted from a published review article: J. Spencer,
A. Folli, E. Richards and D. M. Murphy, Electron Paramagnetic Resonance, 2018,
pp.130-170.

Chapter 2 Presents a brief overview of EPR theory in relation to solid state semi-
conductor materials, metals and defect chemistry; in addition to a brief overview
of electrochemical measurements.

Chapter 3 Reports the investigation of N-donor chelating exchange resins (CERs)
for the selective uptake of Cu2+ from aqueous media. This chapter has been pub-
lished as an article: J. Spencer et al., Inorg. Chem., 2018, 57, 10857-10866.

Chapter 4 Reports a multi-frequency investigation of local electronic structurein
CaS:Eu2+ red-emitting phosphors for luminescent applications. This chapter has
been published as an article: J. N. Spencer et al., Advanced Optical Materials.
2001241.

Chapter 5 Reports an investigation of mixed conductive V2O5 –LiBO2 glasses
as a function of composition, of interest as solid state electrode/ electrolyte mate-
rials. This work has been submitted for publication (20/03/21).

Chapter 6 Presents a systematic ex situ EPR investigation of common Li-ion
battery electrode materials and the relation of their local electronic structure to
their electrochemical activity. This work is intended to be submitted in part as a
future publication.

Chapter 7 Reports the development and proof-of-concept of a home-built in situ
electrochemical EPR cell based on recent designs.

Chapter 8 Outlines the general conclusions of the Thesis, with respect to the
aims of the project outlined in Chapter 1.
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Chapter 1

Review of EPR applications to solid state

functional materials of environmental and

industrial significance

1.1 Introduction

In recent decades, the design and manufacture of modern solid state functional

materials has become an important field across many industries; from heteroge-

neous catalysis and energy storage, to recycling and manufacture. This range of

important materials are constantly developing and typically optimised towards a

particular function, which are highly sensitive and dependent on their local struc-

ture. One of the most important modification tools in solid state chemistry, is the

inclusion of dopants into the system, which facilitates control or modification of the

underlying bulk properties including magnetism, superconductivity and colour/

optical band gaps. Many of these properties are facilitated by species containing

unpaired electrons, or electron transfer properties, which in turn provide a means

by which to sensitively characterise the system in question.

In many cases, there is a significant overlap in the types of materials (such as

metal oxides) used for different catalytic and functional applications. At the heart

of a given photo-physical, photochemical, catalytic step or electrochemical process

etc. are generally one or more of the following fundamental or elementary steps: i)

single electron transfer processes; ii) metals with one or many unpaired electrons;

iii) defects and/ or trapping states; iv) small molecule radicals. Individually or

collectively, these processes can be intrinsic to the functional properties and perfor-

mance of the material. Electron Paramagnetic Resonance (EPR) spectroscopy is a

characterisation technique used to determine the ground state electronic structure

of such systems bearing unpaired electrons, and offers a sensitivity and resolution

benefit that is not often afforded via other techniques. The electron g factor, a

quantity which relates its magnetic moment to its spin, is one of the most precisely

known quantities in science due to its measurement via magnetic resonance tech-

niques (Chapter 2).[1] Despite the inherent sensitivity of EPR spectroscopy, it can

sometimes suffer from low resolution due to the effect of line broadenings or line

splitting effects, due in part to the interaction of electron-electron and electron-

nuclear spins within the spin system. A number of advanced measurement and

hyperfine (electron-nuclear interaction) techniques are then necessary in order to
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extract further information about the system in question.

EPR is therefore a powerful technique for the characterisation and understand-

ing of industrially relevant materials that could be implemented far more exten-

sively, since its use is generally restricted to academic settings. The following

sections of this Chapter will present an extensive, but non-exhaustive review of

EPR applications in the study of functional solid state materials including hetero-

geneous catalysis, microporous materials, luminescent materials, functional glasses

and enamels, and materials for energy storage, many of which are relevant to the

materials explored in this Thesis.

This chapter also outlines the motivation underpinning research activities asso-

ciated with this work, and summarises recent examples in the application of EPR

spectroscopy in the understanding of key functional elements of catalytic and func-

tional solid state systems. The review begins with heterogeneous catalytic systems

and functional materials; to which EPR spectroscopy and related resonance tech-

niques have been applied extensively. The applications of EPR will then progress

to other key industrial materials and systems (Energy storage, Glasses etc.), where

its impact has been relatively limited, or its application relatively new, will then

be discussed where further exploration should be performed.

1.1.1 Catalytic Systems

Electron Paramagnetic Resonance (EPR) spectroscopy, which includes continuous

wave (CW) and pulsed methods, is frequently used in the study of catalytically

active systems. The role of EPR in these studies varies considerably from, on the

one hand, a comprehensive description of the electronic states of the paramagnetic

active site in the catalytic cycle to, on the other hand, a simple analytical con-

firmation that a radical centre is present. In some cases, EPR can also indirectly

provide valuable insights into diamagnetic catalytic systems, by employing suitable

paramagnetic spin probes that can access the structural aspects of an oxide surface

to revealing dynamic aspects of the system, or (less common now) by employing

transition metals as probe ions. In all cases the paramagnetic species, which are

directly or indirectly studied by EPR, may include surface defects on metal oxide

surfaces, transition metal complexes in solution or supported on surfaces, anchored

radical anions or cations, or ROS at the solid-liquid interface, which all provide

valuable information concerning the catalytic reaction.

Traditionally, EPR has been widely used in the broad field of catalysis from

homogeneous to heterogeneous to enzymatic catalysis. There are numerous and
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outstanding review articles devoted to this topic. In the current Chapter, recent

literature covering the past 4-5 years will be presented, illustrating the applica-

tions of EPR for studies of heterogeneous catalytic systems. Most attention is

devoted to CW EPR, as this traditional method is still the most widely used and

readily accessible method of choice in the catalysis field. Recent developments

in in situ EPR techniques provide further insight into the electronic structure of

important reactive sites upon changes in structure, oxidation state or relative spin

density that may be correlated more closely to the catalytic reaction conditions

and mechanism. Due to the relatively extreme temperatures and pressures re-

quired for many commercial heterogeneous catalysts, for activation or reactivation

of the catalytic sites, achieving true operando conditions is challenging; is this is

often accompanied by a loss in sensitivity due to relative populations of trapping

states and spin relaxation times at considerably elevated temperature.

Heterogeneous catalytic systems

An extensive literature existing on EPR studies of heterogeneous catalytic systems.

The quality of many such studies is however less than inspiring, wherein EPR is

used, sometimes crudely, as an ancillary technique to prove a radical species is

present. However, there are excellent examples in the literature exemplifying the

real power of EPR when studying complex catalytic systems. Excellent exam-

ples are provided in the works from Chiesa and Giamello. For example, Morra et

al.,[2, 3] summarise some of their own results on Ti-based heterogeneous catalytic

materials, particularly isomorphously substituted Ti in open framework materi-

als, including tetrahedrally coordinated Ti ions in silicalite TS-1, TiAlPO-5 and

ETS-10,[3] but also on systems relevant to Ziegler Natta catalysts and TiO2 based

photocatalysts.[2] These review articles illustrate nicely how a thorough and com-

prehensive understanding, at the molecular level, of the structure-property rela-

tionships between catalytically active sites and the surrounding matrix, as well

as the interaction with selective adsorbates, can be obtained through pulsed hy-

perfine EPR methods, such as HYSCORE. Sobanska et al.,[4] present a detailed

description of the diagnostic features of the superoxide radical anion (O2
•-) on cat-

alytic surfaces and how the g and A tensors can be used to interpret the molecular

framework of the radical. This radical is commonly involved in heterogeneous oxi-

dation reactions, and unfortunately is also commonly mis-assigned in the analysis

of EPR spectra in the literature.

However, in this review, Sobanska et al.,[4] provide an excellent account on the
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electronic nature of the g-tensor, for both electrostatic and covalent adducts, and

on the analysis of the 17O hyperfine A-tensor. Any practitioner of EPR employing

the technique to study heterogeneous oxidation reactions, where O2
•- anions will

most certainly be involved, should refer to this work,[4] and the references therein.

Finally, in their review, Manck and Sarkar[5] have summarised, through some

selected examples, the use of EPR to unravel reaction mechanism of relevance to

catalytic bond action reactions.

Supported metal complexes

The functionalization of surfaces with transition metal complexes, or simply an-

choring homogeneous catalysts onto heterogeneous supports, has remained a very

popular means of generating novel heterogeneous catalysts. In many cases, organic

ligands capable of strongly binding redox active metal ions are employed, such as

Schiff base ligands[6] or phthalocyanines.[7] Anbarasu et al.,[6] used EPR as an

analytical tool to demonstrate the formation of the Cu(II)-Schiff base complex on

a silica surface. The EPR spectrum obtained was poorly resolved, so only limited

diagnostic information could be extracted about the catalyst. Huang et al.,[7]

also studied the generation of reactive oxygen species by EPR using an anchored

Co(II)-phthalocyanine complex on activated carbon fibres, where the focus of their

study was primarily the chemistry of the ROS.

Bilis et al.,[8] provided an in-depth catalytic study of non-heme Fe based cata-

lysts covalently grafted onto a silica support for catalytic oxidation of cyclohexene.

These heterogeneous anchored catalysts proved to be very resilient and displayed

improved oxidative stability compared to the homogeneous analogues. In addition

to the high spin (S = 5/2) Fe(III) centres, characterised by a broad peak at g

= 9.2 and with higher field peaks at g1 = 4.63, g2 = 4.21, g3 = 3.80, EPR also

revealed the presence of a low spin (S = 1/2) Fe intermediate, in the presence

of H2O2, and tentatively assigned to a Fe(III)-OOH hydroperoxide centre. This

centre was characterised by the principal g-values of g1 = 2.02, g2 = 1.96, g3 =

1.86 and the high spin to low spin transition only occurred in the presence of

hydrogen peroxide. The involvement of free radicals was demonstrated by com-

plimentary spin trapping studies using DMPO and TEMPO. This excellent paper

illustrates nicely the wealth and depth or information that EPR can provide in

catalysis studies. Barman et al.,[9] recently prepared a series of vanadium-based

catalysts for the oxidative dehydrogenation of propane. The catalysts were pre-

pared on silica using surface organometallic chemistry to deliver a µ2–oxo-bridged,
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bimetallic [V2O4(acac)2] complex precursor which, following activation, leads to

a well-defined and isolated monovanadate VOx species. The well resolved EPR

signals of the catalyst revealed the spin Hamiltonian parameters of g‖ = 1.94,

g⊥ = 1.98, A‖ = 17.4·10-3 cm-1, A⊥ = 6.8·10-3 cm-1, and revealing that the first

coordination sphere is completed by singly bound oxygen atoms.

Microporous catalytic systems

Microporous materials present an incredibly important research topic for modern

day catalytic processes, molecular separations, and technologies for energy and

health.[10] The range of porous-type materials, and variations thereof, are contin-

ually growing as more applications and tailored designs become apparent. One of

the current limitations is the ability to improve upon the industrially established

materials,[10] but their inexpensive preparations, coupled with superior surface

areas, modification, tuneability and porosities make them a highly attractive tool

for improving upon current protocols. Once again, EPR techniques play an im-

portant role in the characterisation of these microporous materials in catalytic

applications.

Zeolites and Zeotype materials

Zeolites, and more generally the related ‘zeotype’ materials, are a class of crys-

talline microporous aluminosilicates, primarily consisting of AlO4
– and SiO4

–

tetrahedra. A massive variation and arrangement of subunits provide a degree

of tuneability, with regards to the physical and chemical properties of the mate-

rials, only paralleled by other related microporous materials. They have had a

huge impact on modern science and technology, in particular, playing a key role

in modern sorption[11] and catalytic processes.[12] The global annual demand has

been reported to be several thousand metric tons.[13] Zeolites can be catalytically

active via the inclusion of redox-active dopant ions within or anchored to their

framework, adopting multiple low symmetry sites that are often highly sensitive

to experimental and synthetic conditions.

EPR spectroscopy, coupled with the related hyperfine techniques, have been

successfully used in the characterisation of zeolites for over 40 years. Many re-

cent investigations of the local environment of redox-active metal centres,[14–19]

radical intermediate species and spin probes,[20–22] have been readily evaluated

with significant implications for understanding catalytic pathways and with com-

plementary spectroscopic techniques. Recent technological advances have seen

5



an increased use of in situ spectroscopic investigations, for the quantitative real-

time[23] and even spatial[24] (EPR-imaging) analysis of catalytic processes, al-

though the experimental conditions required for true operando studies remain dif-

ficult to achieve.

A recent paper by Godiksen et al.,[25] presented a CW EPR investigation of

Cu(II) sites in Cu-CHA zeolites for the selective catalytic reduction of nitrogen

oxide using ammonia (NH3-SCR). Conventional frequency CW EPR (X-band) pro-

vided ready accessibility to the magnetic parameters of the Cu(II) ions inherent

to their electronic structure, and by extension, local coordination environment.

Cu(II) has been well characterised in the literature and therefore allows for a

straightforward comparison between the experimental parameters, and hence co-

ordination geometries, owing to the early work of Peisach and Blumberg.[26] In

the fully hydrated state, Godiksen et al.,[25] showed that the Cu-CHA sample pre-

sented two distinct Cu(II) environments. The first constituted a broad isotropic

signal with the absence of a hyperfine splitting, attributed to a hydrated Cu(II)

centre in which free movement or rotation is relatively unhindered. The second

species was identified as an axially symmetric signal, from interaction with the Cu

nucleus (63,65Cu, I = 3/2), assumed to be a restricted Cu(II) environment in which

the framework oxygen is involved within the coordination sphere. Upon dehydra-

tion, under a flow of O2/He at 400°C, Godiksen et al.,[25] reported that the EPR

spectrum changed significantly, showing a complex anisotropic signal because of

speciation within the zeolite framework. Simulation of the signal revealed three

distinct isolated Cu(II) species, with the spin Hamiltonian parameters, labelled

‘A1’ (g‖ = 2.325, A‖ = 487 MHz), ‘A2’ (g‖ = 2.358, A‖ = 464 MHz) and ‘B’

(g‖ = 2.388, A‖ = 530 MHz) respectively, all with axial symmetry and observed

orders of magnitude of g‖ > g⊥ and A‖ > A⊥, indicative of Cu(II) in a distorted

octahedral or square planar geometry, with a dx2−y2 ground state. Both ‘A1’ and

‘A2’ were attributed to Cu(II) residing within a 6-membered ring site with two

aluminium T-sites (Figure 1.1). This was supported by the spin Hamiltonian pa-

rameters corresponding to a tetragonal 4O coordination mode, and comparison

with alternative zeolites not containing the same ring sizes.

Metal-organic Frameworks (MOFs)

Another growing and significant class of microporous materials in catalysis are

MOFs. Although zeolites, are more suited to extreme temperature conditions due

to their inorganic nature, the inclusion of organic components in MOFs presents an
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Figure 1.1: Structures attributed to the A1/A2 sites in Cu-CHA zeolites (after ref. [25])

almost unlimited arrangement of sub-units, topologies, porosities and functions.[27]

In fact, the precise control of the MOF assembly allows almost tailored designs to

its application, with typically large surface areas, and densities of catalyst sites.[28]

In contrast to zeolites, MOFs typically contain redox-active metal centres embed-

ded within the framework, which can be an issue for EPR spectroscopy, due to

dominating electron spin-exchange interactions that encompass signal features re-

lating to more sensitive, and informative interactions. However, this is not sig-

nificant in every case, and routes to magnetic dilution, such as co-metal synthe-

ses, and post-synthesis modification are readily available. Although research into

MOFs has only become significant within the last 20 years, a number of recent

studies demonstrating the power of EPR spectroscopy to characterise the redox

centres,[29–34] and adsorption properties via spin probe studies,[20, 35, 36] have

been reported.

Porous carbon materials

Porous carbon materials, in particular activated carbons, are another industri-

ally important class of frameworks used as heterogeneous catalyst supports, as

water desalination systems, for photochemical and sensing applications.[37] The

molecular design of the systems, with respect to the various morphologies of car-

bon materials along with framework modification by incorporation of heteroatoms,

leads to efficient tailoring of the system in terms of porosity, electrochemical re-

sponse, surface polarity and wettability.[37] The application of EPR spectroscopy

is less well known in this class of materials, however a number of interesting uses

have been reported recently to probe the nature of incorporated metal sites,[38]
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defect chemistry[39] and radical generation,[40–44] in steady-state and in situ ap-

plications. Due to its inherent sensitivity of the technique, EPR is a useful tool

in identifying structural features and radical intermediates, not usually detectable

by other means.

A study by Wang et al.[45] investigated nano zero-valent iron, encapsulated

in porous carbon spheres (Fe0/Fe3C@CS) for the activation of peroxymonosulfate

(PMS) for phenol degradation. A remarkable catalytic activity, and stability, was

reported by the authors, due to subsequent encapsulation and magnetic separation.

This class of catalyst acts via an advanced oxidation process, employing oxidising

substances such as sulfate (SO4
•– and hydroxyl OH•) radicals, or non-radicals such

as singlet O2 to degrade pollutants. Although structural components within forms

of carbon are not paramagnetic, important features of the degradation mechanism,

involving the radicals, listed vide infra, were investigated using EPR spectroscopy

and radical trapping methods, which is a subject of much debate among recent

literature on porous carbon materials for oxidative degradation.[38, 40, 42, 46, 47]

1.1.2 Functional glasses and enamels

The terms glass and glass-ceramic identify a huge class of disordered (or partially-

ordered) materials with complex local structures and properties, that may be clas-

sified further in terms of their precursors. They include oxide glasses, consisting of

silicate, borate, phosphate, germanium oxide etc., and non-oxide glasses, contain-

ing chalcogenide, halide, or metallic type phases. A glass material in its simplest

form is made of a binary mixture of phases, but is not limited to a given num-

ber of precursors or phases. Due to the wide variety of precursors, and tuneable

properties that depend on the chosen composition, glasses have an equally large

range of applications covering optical, photonic, thermal, electronic, mechanical

and chemical applications.[48]

The applications of glasses overlap considerably with other areas highlighted

in this Chapter, such as catalysts,vide infra, and energy storage materials, vide

supra, as similar species are responsible for their functional properties (3d, 4f met-

als, semiconductor phases etc.) are readily incorporated into them. Their prop-

erties are often unique to their crystalline counterparts, often due to the complex

interplay between phases in its composition and disorder within the glass network.

Constituents can broadly be classified by their behaviour within the glass, includ-

ing network formers, and network modifiers. Their behaviour is often composition

dependent.
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The characterisation of glass materials is also markedly different to ordered

systems: for example, conventional structural characterisation methods, such as

XRD, are often uninformative and other routes towards understanding the struc-

ture of the material are therefore necessary. Due to the nature of functionalisation

of glasses, for example by the incorporation of paramagnetic metals, the presence

of defects, or even intrinsic electron transfer events, EPR spectroscopy is highly in-

formative in the evaluation of speciation, local structure correlations and disorder,

that directly affect their function. EPR has hence commonly been employed in

the characterisation of functional glass materials, although extent of its application

is often limited to the confirmation of paramagnetic species within the material,

where a far more informative approach may be accessible.

Franco and co-workers investigated the optical and electronic structure of

ternary phosphate-based (50 P2O5 –30 Na2O–20 ZnO) glasses doped with varying

MnO contents,[49] where EPR was one of the primary characterisation methods

used. At low contents, a superposition of weakly resolved signals was reported

near ge with resolved hyperfine structure, aiso = 269 MHz, and weakly resolved

fine structure (from ZFS), with D = 703 MHz, characteristic of high-spin Mn2+ (S

= 5/2; I = 5/2). The refined spin Hamiltonian parameters were consistent with

other similar glasses and indicated an axially distorted octahedral environment.

The distribution in D was also indicative of disorder within the material due to

the inhomogeneity of local Mn2+ sites in the glass although this was not discussed

in detail by the authors.

Srinivas et al. investigated the characterisation of VO2+ and Cu2+ doped into

BaO–TeO2 –B2O3 glasses, as these materials are of interest for laser technologies,

optics, photonics and radiation detectors.[50] The incorporation of VO2+ into the

glass network was characterised by a single structure in the EPR spectrum with

spin Hamiltonian parameters g‖ =1.929, g⊥ =1.997 and A‖ = 183 10 –4 cm–1; A⊥

= 52 10 –4 cm–1 which varied slightly between samples. The observed ordering

g‖ < g⊥ and A‖ > A⊥ was attributed to V4+ in a tetragonally compressed octa-

hedral environment with C4v symmetry and a dxy ground state. Measurements

of Cu2+ doped glasses also indicated a tetragonally compressed octahedral coor-

dination, and the covelancy of in-plane σ-, π- and out of plane π-bonding was

rationalised from the EPR parameters. The VO2+ coordination was found to be

highly covelant, whereas a dominant ionic character was determined for the Cu2+

glasses.[50]

Rare-earth ion-based glasses, Yb3+ doped (100 – x)B2O3 –xPbF2 and 50 B2O3 –(50 –

x)PbO–xPbF2 glasses, of interest for telecommunications, solar cells and other
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photonic devices were studied by Zhang and co-workers using solid-state NMR

and pulsed X-band EPR spectroscopy.[51] Yb3+ is a S=1/2 ion with a 2F7/2

ground state term which was observed as a very broad, asymmetric resonance

in FSE-EPR measurements with no resolved hyperfine pattern due to the inter-

action with the nuclear spin of 171Yb and 173Yb (natural abundances of 14.3 and

16.1%, respectively).[51] The authors attributed the line shape to g-anisotropy and

site heterogeneity and noted no spin echo was detected at zero field which is indica-

tive of rare-earth clustering.[52] 3-pulse ESEEM and HYSCORE measurements,

advanced pulsed hyperfine techniques capable of resolving small unresolved hyper-

fine couplings, were then performed to extract further information about the local

electronic and nuclear structure. A set of resonances were observed at Larmor

frequencies corresponding to 10B,11B,207Pb and 19F nuclei in the weak coupling

limit (A < νL) due to interaction with the electron spin in the 4f orbitals of

Yb3+. HYSCORE measurements provided access to estimation of the relatively

small hyperfine couplings to each nucleus which were observed to be rhombic for
10B,11B and axial for 19F,207Pb, the latter attributed to a purely dipolar contribu-

tion present as second-nearest or more distant neighbours.

A final example is the characterisation of Li2O–V2O5 –P2O5 glass systems by

Garbarczyk et al. for application as solid state cathode/ electrolytes in next-

generation Li-ion batteries[53] due to its content-dependent, mixed ionic and elec-

tronic conductivity. Electronic conduction is afforded by high V2O5 contents due

to polaronic hopping between aliovalent V4+ and V5+ centres. At low V2O5 con-

tents, a resolved hyperfine structure was observed with reported values g‖ = 1.935;

g⊥ = 1.98; A‖ = 17.00 ·10
–3 cm–1; A⊥ = 6.18 ·10

–3 cm–1 characteristic of paramag-

netic V4+ ions (S = 1/2). As the content was increased, a collapse of the hyperfine

structure was observed which was attributed to polaronic hopping. The exchange

narrowing process was not mentioned, but this is presumably the cause of the loss

of structure at high contents. No further efforts were made by the authors to

characterise this site further.

1.1.3 Energy storage materials

With the current environmental crisis and our societal dependency on fossil fuel

consumptions as an energy source, the development of renewable energy sources

such as wind, solar, hydro and wave power are of paramount importance. However,

these sources of energy are frequently non-continuous, or even sporadic, and there-

fore energy storage systems are a necessity to fully harness the generated power.
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[54] Energy storage systems are also critical for several other applications, par-

ticularly in the consumer and transport sectors, where the advent of electric cars

and increasingly demanding electronics systems, such as phones and computers,

are of particular importance. With the fast pace of technologies requiring greater

energy consumption, coupled with the drive for renewable energy sources, efficient

methods of energy storage are paramount for development and growth.

Several forms of energy storage have been developed and can be broadly cate-

gorised as follows: i) mechanical energy storage; ii) chemical energy storage (fuel

cells, biofuels); iii) electrochemical energy storage and iv) thermal energy storage.

Each broad class of storage system is used for a variety of applications, under

different environmental conditions based on their storage capacity, energy loss and

efficiency. Perhaps the most important, and familiar, enabling energy storage

technologies are capacitors and Li-ion batteries.

Several highly sensitive characterisation techniques are popular in rationalising

the local structure and function of energy storage systems. [55] Of most interest

and value is the development of operando or in situ characterisation techniques

that can correlate electrochemical activity to the local structure. Generally, the

participation of metals and defect chemistry in electron transfer processes is inher-

ent in electrochemical energy storage materials and their performance. This may

be as part of an intended mechanism, process, or by degradative action, each of

which are important to understand in the development of more efficient materials.

This section of the Chapter will provide examples of recent investigations in

each area, primarily focusing on the use of ex situ and in situ EPR spectroscopic

Figure 1.2: Correlation of primary energy consumption and world population, reproduced[54]
with permission from Elsevier, Copyright 2021.
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techniques, for which the latter is still undergoing early development in the design

of suitable electrochemical devices to study the systems of interest.

Li-ion battery technologies

Li-ion batteries have an unmatchable combination of high energy and power den-

sity, making it the technology of choice for portable electronics, power tools and

electric/hybrid vehicles.[56] Their high energy efficiency also facilitates their use

in various electric grid and infrastructure applications for the harnessing of wind,

solar, geo-thermal and other renewable energy sources.[57] The first commercial Li-

ion battery system was developed through the work of Whittingham, Goodenough

and Yoshino with the LiCoO2 (LCO) battery, using a graphite anode.[58] The com-

mercialisation of Li-ion batteries revolutionised several technological markets in the

1990’s and was fittingly recognised in 2019 by the Nobel prize for chemistry. Several

technologies have since been commercialised and find widespread use in a variety

of domestic and military applications. Goodenough and Kanamori are also well

known for their contributions to magnetism, and their study of super-exchange in-

teractions in transition metal compounds which led to the Goodenough-Kanamori

rule in ligand field theory,[58] for which EPR (and magnetometry) is one of the

primary techniques to investigate these interactions.

There are several recent, high quality reviews discussing the importance and

development of Li-ion technologies,[54, 57–66] and beyond Li technologies as the

maximum theorised power density/ gravimetric capacity is fast approached for

this particular system. [58, 59] The modern-day rechargeable battery is a device

that stores energy via the reversible shuttling of a mobile ion (e.g. Li+, Na+)

between two electrodes through an electronically insulating and ionic conducting

electrolyte.[67] The type of electrode is determined by the mechanism of storage,

including: i) the relatively fast, reversible storage of ions within channels of a

host lattice (intercalation); ii) the storage of ions via the plating (alloying) and

iii) incorporation through phase transformation of the host (conversion). A typical

modern Li-ion battery is typically an intercalation-type cell with a graphite anode,

a separator to prevent short-circuit, and a transition metal oxide cathode. The

energy stored by the system, i.e. the free energy, ∆G, is directly proportional to

the cell potential, and the number of electrons, or Li+, (∆G = −nFE) that can be

reversibly inserted and extracted from the electrode materials. This is therefore a

primary consideration in the design of Li-ion electrodes and systems.

The most ideal anode for Li-ion batteries would be pure Li metal; which has
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an unrivalled theoretical specific energy (≈ 3500 Wh kg–1).[68] However, several

practical limitations prevent its use in this application. Other anode materials

have been reported to replace graphite, such as other porous carbons or Li4Ti5O12

(LTO). This material has received the most significant attention within the battery

area, since it provides the best performance within currently practical systems.

The electrolyte, which is typically a toxic mixture of a Li salt and flammable

organic solvent, is also an important consideration in terms of cell performance,

stability and safety. The operating potential window for a Li-ion cell is limited by

the oxidation and reduction potentials, i.e., the stability of the electrolyte. Several

efforts have focused on the development of safer electrolytes, including solid-state

replacements.[59]

One of the ongoing challenges for Li-ion electrode materials is their compara-

tively poor electronic and ionic conductivity. The incorporation of active carbon is

then often used to increase the electronic conductivity. However the incorporation

of dopants, and intrinsic defects such as oxygen vacancies, are a straightforward

route to improve conduction performance and activity of Li-ion electrode materials

as has been covered for other semiconductor materials vide infra. Bulk oxygen va-

cancy defects are of particular interest to many groups,[65] due to their sensitivity

to synthetic conditions and morphologies.[62] The performance and stability of Li-

Figure 1.3: Schematic of Li-ion battery half cell v.s. Li/Li+ and processes detectable using
EPR spectroscopy.

ion systems may therefore be related directly to the local structure and reactivity;

redox-active metal ions, intrinsic (and extrinsic) point defects, short-lived inor-

ganic radicals are all important participants in a rich and complex range of chem-
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ical and electrochemical interactions (including single electron transfer processes)

which can be readily monitored using EPR spectroscopy.[66] Some of the main im-

portant elements that can be investigated via EPR are included in the schematic

(Figure 1.3) above. Several examples of the application of EPR spectroscopy in

the understanding of this rich and complex chemistry are now presented.

One of the main techniques for improving the electrochemical performance (viz.

cycling stability, reversible specific capacity, ionic and electronic conductivity) of a

cathode material is the isovalent substitution and aliovalent doping of transition

metal ions into the material.[69] Jakes et al. investigated the coordination of Mn4+

(S = 3/2; I = 5/2) centres in layered LiCo0.98Mn0.02O2 cathode materials using a

joint XRD and multi-frequency EPR characterisation approach.[69] High-field or

high-frequency EPR (νMW > 95 GHz) EPR is highly informative in the description

of the g tensor anisotropy (for low spin systems), and the resolution of large fine

structure transitions from zero-field splitting, exchange or dipolar interactions (for

high spin systems). The authors highlight that the role of manganese dopants in

LiCo0.98Mn0.02O2 is still unclear (as is the case for many doped systems). It was

proposed to be electrochemically inactive, and provides a passive stabilisation of

the layered LiCoO2 structure during Li intercalation in addition to the potential

clustering of Mn centres, where their activity is unclear.

Initially, Jakes et al.[69] reported cyclic voltammetry (CV) measurements which

indicated only a single resolved redox couple for Co3+/Co4+ associated with a

single phase-transition throughout the whole discharge cycle, different from pure

LiCoO2 (multiple phase transitions).[69] Multi-frequency EPR analysis at νMW

= 9.85, 108.0-406.4 GHz was then reported which indicated the presence of sub-

stitutional Mn4+ in tetragonally distorted octahedral Co sites (Mn•Co), with re-

solved fine structure, in addition to a broad featureless resonance attributed to

the Mn clusters. At X-band, the Mn4+ centre fine structure was only partially re-

solved due to a comparable energy differences (3B0
2 ≈ νMW ) between the Kramers

doublets (ms = ±1/2,±3/2) and the incident microwave frequency (intermediate

field limit), which was subsequently resolved with high-frequency measurements.

Taking into account considerations from the XRD crystal structure, refined spin

Hamiltonian parameters were reported for the substitutional site as gxx = 1.9890,

gyy =1.9888, gzz =1.9820 and ZFS parameters 3B0
2 = -1150 MHz, |B2

2 | = 400 MHz

(with D = 3B0
2 , 3E = B2

2) which corresponded to a lower site symmetry than the

Co3+ site and elongation in the oxygen octahedron,[69] which could impose ad-

ditional strain in the material upon Li intercalation. In addition, the conduction

electron density was expected to be increased due to charge compensation from
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the donor sites (i.e. Mn•Co).

A series of Li2MnO3 (LMO), Li1.2Ni0.2Mn0.6O2 (LNMO) and

Li1.2Ni0.13Mn0.54Co0.13O2 (LNMCO) layered oxide cathodes were also studied by

Tang et al. using operando EPR spectroscopy in a pouch cell type arrangement

using Ti meshes as the current collectors.[70] These spectra were particularly com-

plex since each metal has a different paramagnetic redox state, and since they are

part of the lattice, have complex exchange and dipolar interactions between the

inequivalent ions. No structure was observed for the EPR signal pertaining to

the metal sites, and therefore could not be distinguished from one another, pre-

sumably due to weak spin-orbit coupling (that shifts g away from ge), exchange

narrowing (loss of hyperfine and dipolar structure), and averaging of the Zee-

man energies (strong exchange limit). Monitoring of the relative integral upon

charge/discharge was however possible and contributions from the redox processes

of the various metals were correlated with the EPR response. The authors also

attributed oxygen anionic redox processes (O2
n – ) to part of the relative integral

response, although this was also not resolved from the broad featureless signal.

The formation of mossy lithium and dendrites is an inherent degradative prob-

lem for safety and performance in Li-ion cells mainly due to the irreversible elec-

trolyte consumption, and potential short-circuiting of the cell. This potential

for formation limited the commercial use of Li metal as an anode with liquid

electrolytes, which has a very high specific capacity (3860 mAh g–1), and would

enable vastly improved energy densities, but for the short cycle life due to for-

mation of these structures. The use of a Li-metal anode is central to a number

of next-generation battery technologies which will be discussed briefly in the next

section vide supra. This was the reason that graphite anodes became widespread

commercially, despite their lower energy density. However, the reduction potential

of graphite is very close to that of Li/Li+ and therefore Li plating/dendrite growth

is also possible, being a primary mode of degradation for Li-ion cells.

Wandt et al.[71] investigated the formation of mossy Li structures in an LiFePO4

(LFP) half-cell using operando EPR spectroscopy and a home-built coaxial elec-

trochemical cell, which was based on an earlier design by Zhuang et al..[72] EPR is

a more sensitive technique for their detection compared to other methods (e.g. 7Li

NMR) due to the limiting penetration of microwave fields into conductors within

the markedly smaller skin depth, which is proportional to the frequency. This

facilitates a surface-sensitive detection method ideal for microstructures of Li.

In this experimental assembly, the working electrode was a printed film of LFP

directly onto a Celgard separator, and rolled Li foil counter electrode (which was
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of interest for the deposition of micro-structured Li during the charging step) with

a concentric arrangement of the cell components confined within a 6mm quartz

cell. Comparisons with standard cells for electrochemical measurements deter-

mined a similar practical specific capacity for relatively low current densities to

facilitate comparison to electrochemical behaviour.[71] The plating and stripping

behaviour of Li at the anode was investigated upon charge/discharge cycles for

a standard electrolyte, and with an FEC additive that suppresses the formation

of microstructured Li. The in situ EPR spectra of the two cells showed a series

of phase shifted, asymmetric Lorentzian lineshapes close to ge, characteristic of

diffusing conduction band electrons within the skin depth of metallic Li (≈ 1.1µm

for Li).[71] The phase shift of the signal (absorption v.s. dispersion) was correlated

to the Li particle size, which was also investigated with ex situ SEM. Monitoring

of the signal with the FEC additive showed a more reversible behaviour upon

plating/stripping processed when compared to the cell without, and presented an

effective and selective means of characterising the Li deposition processes.

In the final example, another interesting operando EPR imaging (EPRI) and

spectroscopy study was reported by Sathiya et al. for the monitoring of a high

capacity (>270 mAh g–1) Li-rich layered oxide, labelled Li2Ru0.75Sn0.25O3.[73] This

in situ electrochemical cell design had a more regular cell arrangement comparable

to the coin cells; i.e. electrode discs, separated by a wetted Celgard separator

(LP30 electrolyte) and connected to Cu and Al current collectors respectively,

and all contained within a PCTFE housing. In addition to the Li metal EPR

signal, cationic (Ru4+ → Ru5+ + e−) and anionic (O2− → On−
2 where 3 ≥ n ≥

1) redox processes were also monitored upon charge/discharge via the detection

of O2
3– , O2

– , (S=1/2), along with a broad signal at g = 2.0002 attributed to

Ru5+ (4 d3, S=3/2). Finally, EPRI (comparable in principle to MRI, still in its

infancy) was performed on the in situ cell to provide spatial resolution of the EPR

detection, which determined a homogeneous distribution of Ru5+ at the electrode

surface. However, a heterogeneous distribution was reported for the O2
n – species,

related to the sluggish kinetics of the anionic redox processes. A relatively constant

intensity was observed for Li metal plating at the anode upon cycling. In summary,

the detection of these species facilitated the direct, real-time monitoring of redox

processes in addition to degradative processes during cell cycling.

In addition to the extensive research on the positive and negative electrode

materials of Li-ion batteries, there is also extensive research devoted to next-

generation Li-ion battery systems.[58] Battery scientists and engineers have been

making batteries with 5-10% more effeciency every year, and the theoretical limit
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for its efficiency has almost been achieved.[59] As mentioned vide infra, the Li-

metal anode facilitates specific capacities and energy densities that are ≈ 10x

greater than traditional graphite anodes and is therefore of interest to include

in commercial cells, which has not yet been possible due to the tendency for Li

plating and dendrite growth upon charging of the cell. To facilitate their use,

solid-state electrolytes such as glasses, ceramics, plastics and polymers have been

under intense investigation, as these offer greater safety compared to their liquid

electrolyte counterparts, some of which have been covered vide infra. The cur-

rent challenges with these systems arise mainly from the poor conductivity and

inhomogeneous contact at the electrode/ solid electrolyte interface, which in turn

limits their power density. Currently glass and ceramic electrolytes offer better

conductivity than plastic or polymer.[59]

Another route being explored by Duduta et al.,[74] is a type of flow battery, in

which a semi-solid electrolyte is used with liquid electrolyte pumped through the

cell to facilitate ion transport. To date, no in situ EPR investigations have been

reported on full solid-state systems and the literature surrounding their charac-

terisation is relatively sparce. The investigations discussed vide infra for Li metal

plating/ dendrite formation are highly relevant,[71, 73] in addition to ex situ stud-

ies reported in the section on functional glass materials. Furthermore, the types

of materials used for solid state electrolytes and their characterisation using EPR

spectroscopy will not be discussed further.

The lithium metal anode (hence, the solid-state electrolyte system) is also im-

portant for next-generation battery technologies such as Li-S and Li–O2 cells,

which are not classified as Li-ion systems as they undergo conversion rather than

intercalation upon charge/discharge. The cells for Li-S and Li–O2 typically consist

of a Li metal electrode, a porous carbon electrode with S or O2 additive, and either

an aqueous, non-aqueous or solid-state electrolyte, all of which are being actively

investigated. Conversion-type electrodes undergo phase transformations through

the alloying of Li, which offer vastly greater specific capacity, specific energy (per

unit mass) and energy density (per unit volume) to their intercalation-type coun-

terparts. However, they do suffer from huge volume changes and instability that

limit their practical use.[57] Practical specific capacities are still nowhere near the

predicted specific energies, mainly due to the mass and volume of other compo-

nents such as the electrolyte, carbon and binder,[75] in addition to their short

cycle life due to deactivating irreversible redox processes with the electrolyte and

electrode materials. The application of EPR to these cutting-edge technologies is

relatively limited to date, however there are still some excellent examples where
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EPR has been used for mechanistic and structural determination. Amunchukwu

et al. reported interesting ex situ EPR spin-trapping work for an Li-O2 system,

looking at a CNT electrode after discharging and soaking in a solution of DMPO

or BMPO in DMSO.[76]

The technique indirectly detected the presence of O2
•– based adducts in the

system, suggesting one-electron transfer processes participated in the anionic redox

mechanism. Wandt et al. also reported an interesting operando study of Li-O2

systems using the spin trap 2,2,6,6-tetramethyl-4-piperidone (4-Oxo-TEMP), that

reacts with singlet oxygen (1O2, a highly short-lived and transient excited state

of 3O2) to form 4-Oxo-TEMPO.[77] 1O2 is a strong oxidising agent and is known

to cause corrosion/ degradation in Li-O2 cells.[75] A multi-step charge/discharge

behaviour was observed for the galvanostatic charge/discharge profile, which they

were able to correlate with the relative intensity of the 4-Oxo-TEMPO signal,

thereby demonstrating the transient formation and reactivity of 1O2.[77]

Finally, another avenue of research for next-generation battery technologies is

the replacement of Li-ion transport with other alkali ions such as Na+, Mg2+, K+

etc. Li is the lowest mass element of these examples, and therefore possesses

favourable transport kinetics and specific energies, in addition to the lowest re-

duction potential.[57] However, it is also classed as a critical element (from a

supply perspective) and Li recycling is still an important issue concerning battery

recycling.[78] Other alkali ion battery technologies have been proposed to replace

Li with more renewable feedstocks, although these typically suffer from sluggish

kinetics and low specific capacities compared to their Li-ion cousins. Several stud-

ies including the use of EPR spectroscopy have investigated these systems,[79–83]

and the information provided is similar to the examples presented in this section

vide infra.

1.1.4 Conclusions

The review of the application of EPR to solid-state functional materials presented

in this Chapter has highlighted a number of similarities between seemingly different

systems based on their structure and function:

1. Functional materials are often composed of similar precursors or materials

(such as metal oxides, carbon materials) that ultimately produce the desired

redox activity, optical and magnetic properties;

2. The function of the materials is often enhanced of fine-tuned by the inclusion

of metal ions, point defects, or other local centres that can participate in
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single electron transfer processes from non-paramagnetic states;

3. The functional properties of a material are therefore highly sensitive to the

local electronic and structural environments, including the symmetry and

interaction between active sites.

EPR spectroscopy is clearly a powerful, but often under-utilised tool in the char-

acterisation and development of these functional materials. This Chapter has

therefore provided a summary of the many studies applied to the field of heteroge-

neous catalysis, where the application of EPR spectroscopy and related techniques

is substantial and well-known. Moving to the latter sections, covering other ad-

vanced functional materials, the applications of EPR spectroscopy are clearly less

widely exploited, and certainly less extensively applied to materials beyond confir-

mation of the presence of a paramagnetic state. EPR therefore facilitates a much

more powerful understanding of these materials than commonly used, particularly

in industry, where the screening and research of materials could benefit from the

magnetic resonance characterisation approach. The cutting-edge application of in

situ spectroscopic methods is an additionally informative application that allows

further correlation of the local electronic structure and magnetic properties to the

functional properties (ca. optical, or electronic transitions).

Of the many sections reviewed in this Chapter, battery and energy storage ma-

terials have received notable attention as the application of the EPR technique is

comparatively unexplored when compared to the more established research areas

discussed vide infra. The important development of in situ spectroscopic tech-

niques were briefly explored, and will be applied to this important field of research.

Herein, the key aims of the working presented in this Thesis will be the robust

and systematic investigation by EPR of important solid state functional materials.

Particular attention will be paid to their industrial applications, both in terms of

their development, manufacture and applications. Furthermore, the full potential

of EPR spectroscopy is afforded by the inclusion of complementary spectroscopic

or analytical techniques, to further correlate their structure and function. These

methods will be presented in Chapter 2, before the key application areas are de-

livered in later Chapters.

19



References

[1] B. Odom, D. Hanneke, B. D’Urso, and G. Gabrielse. New Measurement of
the Electron Magnetic Moment Using a One-Electron Quantum Cyclotron.
Physical Review Letters, 97(3):030801, July 2006.

[2] Elena Morra, Elio Giamello, and Mario Chiesa. EPR approaches to hetero-
geneous catalysis. The chemistry of titanium in heterogeneous catalysts and
photocatalysts. Journal of Magnetic Resonance, 280:89–102, July 2017.

[3] Elena Morra, Sara Maurelli, Mario Chiesa, and Elio Giamello. Rational De-
sign of Engineered Multifunctional Heterogeneous Catalysts. The Role of Ad-
vanced EPR Techniques. Topics in Catalysis, 58(12):783–795, September
2015.
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Llorens, Jean-Louis Hazemann, Klaus Köhler, Valerio D’ Elia, and Jean-Marie
Basset. Single-site VOx moieties generated on Silica by Surface Organometal-
lic Chemistry: A Way To Enhance the Catalytic Activity in the Oxidative De-
hydrogenation of Propane. ACS Catalysis, 6(9):5908–5921, September 2016.

[10] Anna G. Slater and Andrew I. Cooper. Function-led design of new porous
materials. Science, 348(6238):aaa8075, May 2015.

20



[11] Shaobin Wang and Yuelian Peng. Natural zeolites as effective adsorbents
in water and wastewater treatment. Chemical Engineering Journal, 156(1):
11–24, January 2010.

[12] Bert M. Weckhuysen and Jihong Yu. Recent advances in zeolite chemistry
and catalysis. Chemical Society Reviews, 44(20):7022–7024, October 2015.

[13] Bilge Yilmaz and Ulrich Müller. Catalytic Applications of Zeolites in Chemical
Industry. Topics in Catalysis, 52(6-7):888–895, June 2009.

[14] S. K. Hoffmann, J. Goslar, S. Lijewski, K. Tadyszak, A. Zalewska,
A. Jankowska, P. Florczak, and S. Kowalak. EPR and UV–vis study on
solutions of Cu(II) dmit complexes and the complexes entrapped in zeolite A
and ZIF-Cu(IM)2. Microporous and Mesoporous Materials, 186:57–64, March
2014.

[15] Tianyu Du, Hongxia Qu, Qiong Liu, Qin Zhong, and Weihua Ma. Synthesis,
activity and hydrophobicity of Fe-ZSM-5@silicalite-1 for NH3-SCR. Chemical
Engineering Journal, 262:1199–1207, February 2015.

[16] R. Baran, L. Valentin, and S. Dzwigaj. Incorporation of Mn into the vacant
T-atom sites of a BEA zeolite as isolated, mononuclear Mn: FTIR, XPS,
EPR and DR UV-Vis studies. Physical Chemistry Chemical Physics, 18(17):
12050–12057, 2016.

[17] Rafal Baran, Frederic Averseng, Yannick Millot, Thomas Onfroy, Sandra
Casale, and Stanislaw Dzwigaj. Incorporation of Mo into the Vacant T-Atom
Sites of the Framework of BEA Zeolite as Mononuclear Mo Evidenced by
XRD and FTIR, NMR, EPR, and DR UV–Vis Spectroscopies. The Journal
of Physical Chemistry C, 118(8):4143–4150, February 2014.
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Chapter 2

Brief Overview of EPR spectroscopy and com-

plementary techniques in the characterisation of

solid-state functional materials

The following section initially presents an overview of the theoretical aspects of

Continuous Wave (CW) Electron Paramagnetic Resonance (EPR) spectroscopy,

and its application to solid-state systems. The information provided herein is a

summary of a number of texts and reviews in the respective areas.[1–11]

2.1 Theory of CW EPR spectroscopy

The basis of the EPR experiment relies on the property of spin for the unpaired

electron. For the simplest case of a free electron, S = 1/2 which is quantised into

2S+1 electronic states, ms +1/2 and -1/2 (spin up, |α〉, and down, |β〉), which are

equally populated and degenerate in the absence of any external stimuli. In the

classical treatment, the magnetic dipole moment for the electron, µS, as a result

of its spin, is described by the following equation:

µS = −geµB·S (2.1)

where S is the spin angular moment quantum number; µB is the Bohr magneton

(µB = 9.274 · 10−24J T−1) and ge is the free electron gyromagnetic (g-) factor

(≈ 2.00232)) that corrects for the quantum result from the classical model.

In the presence of an applied magnetic field, B0, the electronic states become

non-degenerate, due to their preferential orientation with respect to the magnetic

field vector. The magnetic moment, µS is redefined by projection onto the magnetic

field vector B to give µz, and can then be related to the ms electron states:

µz = −geµBms (2.2)

The relative energy, E, of the two electronic ms states (the Zeeman levels) is then

given by:

E = geµBms·B (2.3)

Irradiation by microwave photons (of energy hνMW ) will result in absorption when

the energy difference between states matches that of the photon (equation 2.1),

29



which results in a transition between the electronic states, and a characteristic

resonance (Figure 2.1) following the EPR selection rule ∆ms = ±1. In CW EPR,

the microwave frequency νMW is held constant and the magnetic field range B

is varied, since the resonance offset can be extremely large when compared to

NMR (where the frequency is swept and the field held constant). The detection

method for CW EPR (modulation of the applied magnetic field B0) results in a

first derivative signal (Figure 2.1).

∆E = hνMW = geµB·B (2.4)

It follows that the free electron description is inappropriate for real systems,

which are localised to an orbital, contain several unpaired electrons and possibly

magnetic nuclei. Each is a source of additional local magnetic fields, which perturb

the effective field at the electron site.

Beff = (g/ge) ·B (2.5)

which is manifested in g, the effective gyromagnetic factor, for the real system.

The effective g-factor is therefore characteristic of the local environment of the

Figure 2.1: Zeeman diagram for a simple S=1/2 system in the presence of an applied magnetic
field, B0. Top: Zeeman energy diagram showing removal of degeneracy of the |α〉, and |β〉
electronic states. The red line corresponds to the magnetic field resonance at which ∆E = hνMW

and a transition occurs between the states. Bottom: Simulated EPR spectrum showing the first
derivative (blue) and absorption (grey) signals for g = 2 corresponding to the resonance.
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electron, and hence identifies the nature of the electron spin with respect to its

orbital environment, and proximity to local magnetic spins.

2.1.1 The Spin Hamiltonian

Real systems will likely contain one or more distinct electronic states, in addition

to multiple magnetic nuclei. Contributions to the total energy of the system is

then a complex interplay of several interactions, not only with the external field,

but also between electrons, and nuclei, and each must be treated in turn (if they

are significant in energy) in order to obtain a meaningful description of the system.

The total energy of the system, described by the Hamiltonian Ĥtotal, may be defined

as a summation of individual magnetic Hamiltonians, which describe the separate

interaction terms, equation 2.6.

Ĥtotal = ĤEZ + ĤNZ + ĤHFI + ĤNQI + ĤZFS + ĤEE (2.6)

Where ĤEZ (met in the previous section) and ĤNZ are Hamiltonians defin-

ing interactions of an electron or magnetic nucleus with the magnetic field, viz.

the Electron Zeeman and Nuclear Zeeman interactions; ĤHFI the electron-nuclear

Hyperfine interaction; ĤZFS and ĤEE describe the electron-electron interactions;

the intra-electronic Zero Field Splitting, and the inter-electronic Exchange, Dipo-

lar interactions (represented as a single Hamiltonian term). Each interaction is

described by one or more characteristic spin Hamiltonian parameters that modu-

late the magnitude of the given interaction between dipoles or the external field.

Clearly, the size of the total interaction matrix, and therefore the complexity of

the system, then increases with the number of introduced terms, the number of

inequivalent interactions, and the number of magnetically inequivalent sites. Each

of these interactions will be treated separately, and briefly summarised in turn.

2.1.2 Electron Zeeman interaction

The basis of the EPR experiment, the electron Zeeman (EZ) interaction, was

introduced in the first section. The corresponding spin Hamiltonian is described

by the following equation:

ĤEZ = gµBŜ·B (2.7)

which describes the electronic eigenstates of the quantum system for given S. The

interaction is characterised by the effective g factor, which is shifted away from

the free electron ge value by spin-orbit coupling. This was introduced as a simple
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scalar quantity, however it follows that the relative deviation, and orientation

with respect to the external magnetic field vector is critical to the magnitude of

the interaction, which is manifested in the anisotropy of g. We therefore replace

the scalar quantity with a (3x3) tensor quantity to fully represent the orientational

dependence. We may then rewrite equation 2.1 as follows:

hνMW = g(θ, φ)µBB (2.8)

where g(θ, φ) is the effective g tensor, which (assuming the off-diagonal matrix

elements are zero) may be further expressed as a function of the polar, θ (rotation

from z), and azimuthal, φ (rotation in x, y plane), angles:

g2(θ, φ) = g2
xxsin

2θcos2φ+ g2
yysin

2θsin2φ+ g2
zzcos

2θ (2.9)

which may be used to determine the value of g at any given orientation with

respect to B. A more complete description is afforded by the following spin Hamil-

tonian:

Ĥ = µBBT ·g·Ŝ (2.10)

where Ŝ are the Pauli spin operators; Bi are the principle values of B, defined in

equation 2.11, and g is the g matrix as a function of the relative orientation. The

superscript ’T’ indicates a vector transposition. In full form:

ĤEZ = µB

[
Bx By Bz

]
·

gxx 0 0

0 gyy 0

0 0 gzz

 ·
ŜxŜy
Ŝz

 (2.11)

where Bx, By and Bz are the diagonal values of the B matrix. The principle

values gxx, gyy and gzz directly correlate to the symmetry and orientation of the

paramagnetic centre in question. It is not always possible to assign the directions

from CW EPR, without the aid of single crystal measurements (where the crystal

face or plane is aligned with B0 and rotated), or quantum chemical calculations

(to predict the magnitude and orientation of the principle coordinate axes of the

g tensor). In the liquid state, molecules are able to undergo molecular tumbling.

If the frequency far exceeds that of the frequency difference for the anisotropic

interactions, complete averaging occurs and the system may be described by a

single value (giso).
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Effect of spin-orbit coupling on g

The deviation of g away from the free electron value (i.e. the resonance offset),

which is indicative of the chemical nature of the spin, arises due to the effect of spin-

orbit coupling (SOC). The total spin quantum number is no longer appropriate

to accurately describe the nature of the system. In addition to the intrinsic spin

angular momentum, the orbital occupation introduces another effective magnetic

field due to the intrinsic orbital angular momentum, L:

µ = µB(L + geS) = µB(gJJ) (2.12)

where gJ is a constant known as the Landé factor. The Hamiltonian may then be

expressed, to first-order as:

Ĥ = µBBT (L̂ + geŜ) + λL̂T Ŝ = µBBT (gJ Ĵ) + λL̂T Ŝ (2.13)

which takes into account the spin, orbital and spin-orbit coupling contributions,

respectively. This assumes that the states are well separated in energy when com-

pared to the perturbation introduced by SOC, otherwise second-order corrections

to the energies can be necessary.

In the ground state, the orbital angular momentum is typically quenched, how-

ever spin-orbit coupling reintroduces the orbital momentum by admixture of ex-

cited state contributions into the spin Hamiltonian. The experimentally derived

values can be related to the spin-orbit coupling constant using the following equa-

tion:

gij = ge ±
nλ

E0 − En
(2.14)

Where n is a numerical value dependent on the coupling of electronic states E0

and En. λ can take positive or negative values depending on the electron or hole-

character of the electronic structure, which will determine the relative ordering of

the gij values. From this equation, it can be noted that the g tensor is therefore

sensitive to the ligand field splitting, the orbital occupancy, and subsequent total

electronic spin. Analysis of the principle values can then be used to determine the

coordination environment and relative energy level splitting in an applied ligand

field, providing the value of λ is known.
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The single crystal spectrum

In the previous section, the EZ interaction and anisotropic g tensor were defined,

which was shown to vary with respect to orientation with the external magnetic

field, B0. The variation of g, with respect to B0, is therefore characteristic of the

symmetry of the paramagnetic site, which is manifested in the g-anisotropy. In a

single crystal measurement, where the orientation of the spin Hamiltonian param-

eters is related to the crystallographic sites, a single set of resonances pertaining

to a single orientation of g with respect to B0 is observed. The g-tensor need not

be diagonal, and may therefore contain off-diagonal elements due to the rotation

of g away from the crystallographic axes. In principle, the full g matrix may be

determined by careful analysis. The symmetry of the g tensor can be defined in

three classes based on the orientational equivalence (alternative definitions for g

values given in brackets):

(i) isotropic symmetry, g1 = g2 = g3 (giso);

(ii) axial symmetry, g1 = g2 6= g3 (g‖ 6= g⊥);

(iii) rhombic symmetry, g1 6= g2 6= g3.

Figure 2.2: Left: Calculated EPR spectra (blue) and resonant field positions (orange) as a
function of θ, for the projection of g ‖ Bz of an axially symmetric system with P1 symmetry and
gxx = gyy = 2.00; gzz = 2.20, νMW = 9.80 GHz. The dotted red lines highlight the rotation
turning points which are equivalent to the diagonal gxx, gyy and gzz values. Right : (a) definition
of angles θ and φ with respect to the magnetic field vector; (b) projection of g onto B at θ = 0,
180°, equivalent to gzz; (c) projection of g onto B at θ = 90°, equivalent to gxx, gyy.
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The number of turning points, providing the anisotropy is resolved upon vari-

ation of the angles θ and φ with respect to B0, is indicative of the particular class

of symmetry that a paramagnetic species possesses. The variation of the resonant

field position with θ is shown in Figure 2.2, for a simple case of axial symmetry,

assuming the orientation of the g tensor is collinear with the magnetic field vector

with no other interactions considered. Two extreme values for Bres are observed

at θ = 0, 90, 180° which correspond to g‖ and g⊥.

A final point to note is that it may be practically difficult, or impossible, to

prepare a suitable single crystal for orientation-dependent measurements. It is

much more common to encounter polycrystalline samples, in which the spins are

randomly oriented with respect to B0. This situation is generally less informative,

however more straightforward to characterise.

The polycrystalline (powder) spectrum

If the sample is totally randomly oriented (e.g. powder, frozen solution), all orien-

tations are equally probable and therefore the spectrum is observed as an envelope

due to the summation of the resonances over all orientations, which produces a

characteristic line shape. The turning points, i.e. the effective principle values due

to the projection of g along Bz are possible to determine from the spectrum, how-

Figure 2.3: Triangular hemispherical grid for the summation of calculated single orientations
to produce a powder spectrum. Spin Hamiltonian parameters possess a centre of inversion, hence
only one half of the sphere is needed. Each point represents a given orientation of the principle
coordinate axes of the spin Hamiltonian parameter, defined relative to B0.
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ever the orientation of the principle g coordinate axes are not, since the variation

with respect to the crystallographic orientation is not resolved.

The observed line shape can be understood by calculation of the summed aver-

age envelope over a suitable number of orientations. Powder line shapes are then

generally broad in comparison to single crystal measurements. Modern simulation

software (such as EasySpin, a MATLAB toolbox developed at ETH Zurich[12])

achieves this by utility of a spherical grid, Figure 2.3, which represents the molec-

ular coordinate frame. The resonance position and intensities (due to transition

probability) are calculated for each orientation (vertex) on the grid which then

recreates the experimental powder line shape. The characteristic absorption and

first-derivative line shapes for the three symmetry classes are shown in Figure 2.4.

The resonance probability,P (B) for axial symmetry at a single field B is given

by the following equation:

P (B) = C
1

2
sinθ(

dB

dθ
)−1 (2.15)

Where C is a normalisation constant. P(B) is therefore proportional to sinθ

and B−1 assuming a totally randomly oriented sample, where all orientations are

equally probable. For lower symmetry, dB/dφ must also be considered.

Partially ordered systems

When the sample is not completely polycrystalline, either due to local ordering

of the crystallites, or the absence of long range order (i.e. amorphous samples),

the probability of a given orientation is no longer described by equation 2.15. The

relative intensities of the respective turning points may therefore be different to

the expectation for polycrystalline systems. For axially symmetric systems, where

the local ordering is described between the xz, yz and xy planes, this may be

accounted for using the following equation instead:

P (θ) = exp(−U(θ)) (2.16)

U(θ) = −λ(3cos2(θ)− 1)/2 (2.17)

where λ is a value that describes the ordering potential. Finally, if the sym-

metry is lower than axial, a more complex expression may need to be developed

in order to account for the observed line intensities, which is not straightforward.

For this reason, the partially ordered state is avoided if possible, e.g. by grinding

of a polycrystalline sample to ensure a homogeneous orientational distribution.
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Figure 2.4: Simulated polycrystalline line shapes which relate to the symmetry of the g tensor,
annotated for each case. Orange: absorption spectrum; Blue: first derivative spectrum. From
left to right: isotropic; axial with g3 > g1,2; axial with g3 < g1,2; rhombic symmetry.

2.1.3 Nuclear Zeeman (NZ) Interaction

Similar to the electron spin, a nucleus with I 6= 0 will also have an associated

magnetic dipole moment, µI :

µI = gnµN Î (2.18)

where gn is the nuclear g-factor, which can take positive or negative values; µN

is the nuclear magneton; and I is the nuclear spin quantum number. Analogous

to the EZ interaction, the mI moments are non-degenerate in an applied mag-

netic field relative to its orientation, which leads to a splitting of the electronic

states by 2I + 1. This is the nuclear Zeeman interaction (which is orders of mag-

nitude smaller than the EZ; µB/µN > 1800) which is described by the following

Hamiltonian term:

ĤNZ = gnµN Î· ~B (2.19)

However, the NZ term is relatively uninformative (since we are not directly

probing the nuclear transitions) without the effect of the hyperfine interaction,

described in the next section.

2.1.4 Hyperfine Interaction

The interaction of the electron (µS) and nuclear (µI) magnetic moments with the

applied external field B0 were defined vide infra for a simple S=1/2, I=1/2 sys-

tem, i.e. the EZ and NZ interactions. If these were the only interactions to take

place, the EPR spectrum would be relatively uninformative as the allowed transi-

tions are degenerate in energy, producing only one resonant field in the spectrum,
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independent of the nuclear spin I. It follows that the electron and nuclear mo-

ments also interact to produce a characteristic splitting, independent of applied

external field. This interaction is termed the hyperfine interaction (HFI), which

perturbs the energies of the electron and nuclear eigenstates and thus removes the

degeneracy of the allowed electronic transitions ∆ms = ±1; ∆mI = 0(Figure 2.5):

E = gµBms·B + gnµNmI ·B −ms·A·mI (2.20)

Where A is the hyperfine coupling constant, which determines the magnitude

of the interaction between the ms and mI states. A may take positive or negative

values, dependent on the relative sign of gn, and reflects the relative orientation

of the magnetic dipole moments. The interaction with an electron spin is not

restricted to one nucleus; for highly delocalised aromatic molecules, for example,

several small couplings are often detected which lead to an increasingly complex

hyperfine structure that provides detailed structural information about the nature

of the radical; and the localisation of the electron spin. In the case of multiple

nuclei, the number of transitions that compose the hyperfine structure may be

calculated by the product of each set of equivalent nuclei,
∏

(2nI + 1). Similar

to the situation for the g-tensor for solid systems, the hyperfine interaction is also

dependent on the orientation with respect to the external field, B. The fast molec-

ular motion in solution will average out these anisotropic contributions leading to

Figure 2.5: Left: Simulated EPR spectrum for S = 1/2 (g = 2.00) with two interacting nuclei;
I1 = 1/2, a1 = 100 MHz; I2 = 1, a2 = 20 MHz. Right: Energy levels schematic for a simple S
= 1/2; I = 1/2 system, labelled assuming positive gn and a. The solid vertical lines denote the
allowed EPR transitions (EPR I, EPR II) and dashed vertical lines the allowed NMR transitions
(NMR I, NMR II).
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a simpler case. Therefore, for solid systems we must define the anisotropic spin

Hamiltonian:

ĤHFI = ŜT ·A·̂I (2.21)

Where A is the anisotropic hyperfine matrix. We may further decompose the

matrix by subtracting aiso from the hyperfine matrix, which leads to the definition

of the purely anisotropic dipolar matrix, T:

A =

Axx Axy Axz

Ayx Ayy Ayz

Azx Azy Azz

 = aiso·1̂ + T (2.22)

Where 1̂ is an identity matrix, and T is a traceless, axially symmetric tensor,

which corresponds to the through-space interaction of electron spin density in the

axially symmetric, i.e. p, d, f orbitals. The isotropic hyperfine interaction, aiso, is a

term arising from the Fermi contact interaction, i.e. the through-bond interaction

of electron and nuclear moments due to unpaired spin density at the magnetic

nucleus (i.e. the s-character of the hosting orbitals).The hyperfine field is constant

and isotropic inside the nuclear volume, and furthermore the value can be related

to |Ψ(0)|2 in the following expression:

aiso = (
2µ0

3
)gµBgNµN |Ψ(0)|2 (2.23)

The anisotropic dipolar hyperfine tensor, T , is then dependent on the angle (θ)

between the applied field B and is characteristic of the radial and angular nature

of the hosting orbital:

Tij =
µ0

4π

geµBgNµN
r3

〈3cos2θ − 1〉 (2.24)

Where r is the distance between the electron and nuclear moments Finally,

the hyperfine matrix (hence the T matrix) are usually diagonalised to obtain the

principle (diagonal) values of the tensor. For the simple case of an axial tensor,

we may re-write equation 2.1.4 in a simpler form:

A =

Axx 0 0

0 Ayy 0

0 0 Azz

 =

aiso − T 0 0

0 aiso − T 0

0 0 aiso + 2T

 (2.25)

Which allows the user to obtain further information about the system by de-
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composition of the experimentally obtained values. The anisotropic T tensor can

also be of rhombic symmetry; however, the hosting orbitals (p,d,f) that contribute

to T are always axially symmetric, possessing at least C2v symmetry. The rhombic

T (or A) tensor is then a summation of axial tensors (which will have different

relative orientations), corresponding to contributions from unpaired spin density

in more than one orbital (e.g. dxz, dyz) and can then be related to the partial

orbital occupancy in the electronic ground state.

2.1.5 Quadrupole Interaction

In addition to the hyperfine interaction, if a nucleus has I >1/2 then an additional

dipolar interaction arises, the nuclear quadrupole interaction (NQI), due to the

non-spherical distribution of the electric field gradient at the nucleus. This is

observed as a splitting of the nuclear eigenstates into 2I levels which contribute

additional structure. The spin Hamiltonian term for the quadrupolar interaction

is as follows:

ĤNQ = ÎT ·P·Î (2.26)

Where P is the anisotropic quadrupolar matrix, which is a symmetric, traceless

tensor. P may be further defined in terms of an axial, P , and rhombic parameter,

η, for convenience:

P = P

η − 1 0 0

−η − 1 0

2

 (2.27)

P and η are defined as:

P =
e2qQ/h

4I(2I − 1)
(2.28)

Pzz =
e2qQ

2h
(2.29)

η =
Pxx − Pyy

Pzz
(2.30)

where e is the elementary charge, q is the electric field gradient at the nucleus

(q = ∂2V/∂z2; V is the electrostatic potential) and Q is the electric quadrupole mo-

ment. The interaction is usually described in terms of the axial quantity e2qQ/h,

and the rhombicity parameter η, which describes the deviation of the quadrupo-
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lar field gradient from axial symmetry (i.e. the anisotropy of the principle x and

y components of the tensor). The quadrupolar interaction is generally small (<1

MHz) and therefore rarely observed using the conventional EPR technique, treated

as only a minor perturbation of the eigenvalues. Advanced hyperfine techniques

(ENDOR, ESEEM) can instead be used to characterise the interaction, which are

able to resolve weak hyperfine couplings (<10 MHz).

2.1.6 Zero Field Splitting

Analogous to the nuclear quadrupole interaction, but more importantly for EPR,

paramagnetic systems such as transition metals may also possess more than one

unpaired electron (S > 1/2). The anisotropic, dipolar interaction between spins

is termed zero field splitting (ZFS), which arises from spin-orbit and spin-spin

coupling mechanisms. The term ’ZFS’ highlights the field-independent nature of

the interaction, since even at zero field a characteristic splitting (fine structure) of

the 2S electronic states arises. ZFS interactions can be very large, greater than the

microwave quantum at conventional frequencies, which can limit the information

afforded without appropriate high field, high frequency (HF-EPR) measurements.

The Hamiltonian term for the ZFS interaction is as follows:

ĤZFS = Ŝ·D·Ŝ (2.31)

= (DxŜ
2
x +DyŜ

2
y +DzŜ

2
z ) (2.32)

Where D is the second-order anisotropic dipolar matrix that describes the

magnitude of interactions between the unpaired electron spins, as a function of

relative orientation. Analogous to the case for NQI, the ZFS tensor is symmetric

and traceless, therefore we may define the ZFS term with an axial (D) and rhombic

(E) term:

ĤZFS = D{Ŝ2
z −

1

3
S(S + 1)1̂}+ E(S2

x + S2
y) (2.33)

Where D and E are related to the principle values of the traceless D tensor as

follows:

D =
3

2
Dzz (2.34)

E =
1

2
(Dxx −Dyy) (2.35)

The orientation of the principle values of the dipolar tensor are chosen according
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to the convention |Dzz| > |Dyy| > |Dxx| which results in the limit 3|E| ≤ |D|,
representing maximum rhombic symmetry.

Some simple examples are now presented for two different systems: Kramers

(half-integer) and non-Kramers (integer) ions, whose behaviour is drastically dif-

ferent when considering ZFS. The simplest system that will undergo ZFS is S = 1

(Figure 2.6, left), which is commonly found for organic triplets, with 3 microstates

ms = -1, 0, +1. For this discussion, it is assumed that D � hνMW and therefore

all allowed transitions are accessible. In the absence of a magnetic field, and in the

absence of the ZFS term, these states are the same in energy, and the correspond-

ing allowed transitions (∆ms = ±1) are degenerate, leading to a single line in the

spectrum. There is also the possibility of a forbidden, double quantum transition

(∆ms = ±2), however this is totally forbidden in the absence of ZFS. Upon the

application of an axial term (D > 0, E = 0) the ms levels are separated in energy

by D.

If the rhombic term is also introduced E > 0, a separation of 2E is introduced

in the mS = ±1 doublet which totally removes the degeneracy of the electronic

microstates; giving zero field energies Ei = 0, D−E; D+E. Finally, upon appli-

cation of the magnetic field, the perturbed eigenstates at zero field are perturbed

by the Zeeman interaction which further split the ms = ±1 levels (by gµBB while

the ms = 0 levels are invariant with applied field.

(a) S = 1; g = 2.00;
D/h = 5000 MHz; E/D = 0.1

(b) S = 5/2; g = 2.00;
D/h = 1000 MHz; E/D = 0

Figure 2.6: Examples of non-Kramers and Kramers high spin systems with resolved ZFS. Upper:
Calculated (and superimposed) energy level diagrams obtained by matrix diagonalisation of the
spin Hamiltonian and resonant transitions for νMW = 98 GHz. The transition selection threshold
was set to a relatively low value (0.1) to remove temperature polarisation and probability effects
from the allowed transitions. The transitions are coloured according to their orientation with
the external field, B0. blue: x ‖ B0; green: y ‖ B0; red: z ‖ B0 Lower: Simulated powder EPR
spectra using the spin Hamiltonian parameters in (a) and (b).
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The second example concerns a Kramers system, S = 3/2, (example shown in

Figure 2.6) which is commonly met for metals such as Cr3+. In contrast to the

non-Kramers S = 1 system, the micro-states are always doubly degenerate at zero

field, even in the presence of a rhombic (E) term. The fine structures observed for

Kramers systems are usually very similar, and can even lead to misinterpretation

since the additional lines from higher ms states are generally weaker (due to the

thermal populations) when D is large and may not be resolved, dependent on the

quality of the spectrum. At zero field, with an axial ZFS (D > 0) the Kramers

doublets are separated by 2D, 4D respectively. Upon introduction of the rhombic

term, E, the degeneracy of the doublets is preserved and the energy gap between

the Kramers doublets is instead perturbed to give 2
√
D2 + 3E2.

For the two examples, it was assumed that D � hνMW , which is not necessarily

the case for ZFS, particularly for metal ions. The relative energies of the microwave

quantum, νMW compared to the D term is therefore of critical importance. An

example of the calculated energy level diagrams and transitions for an exemplary S

= 5/2 system is presented in Figure 2.7 with D/h = 40 GHz. The three examples

illustrate the accessible transitions upon increasing the microwave frequency; the

weak (D�hνMW ),intermediate (D≈hνMW ) and strong (D�hνMW ) field limits

respectively.

Weak field limit: For Kramers systems, when the splitting between doublets

Figure 2.7: Calculated energy levels for an S=5/2 system with g = 2.00, D/h = 40 GHz,
E/D = 0; with calculated transitions as a function of νMW . Left: Weak field limit, D�hνMW ;
Centre: Intermediate field limit, D≈hνMW ; Right: Strong field limit, D�hνMW .
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is much greater than the microwave quantum, the only possible allowed transition

is |5/2,±1/2〉 ↔ |5/2,∓1/2〉, within the lowest energy doublet (assuming D is

positive), and the forbidden transitions between the |5/2,±3/2〉 ↔ |5/2,∓3/2〉 and

|5/2,±5/2〉 ↔ |5/2,∓5/2〉 levels, respectively. In this situation, the g-anisotropy is

only a minor perturbation of the Zeeman states and is often omitted. Additionally,

the observed EPR spectrum is not dependent on the magnitude of D, but rather

the magnitude of E (or ratio E/D) and the sign of D, assuming temperatures are

low enough for population effects to be observed. Transitions are then observed at

effective g-values, dependent on E/D. and the intrinsic g-values may be calculated

by using a set of equations from Banci et al.[13] The relationship between the E/D

ratio and effective g values is often illustrated by using ”rhombograms”, which can

be used to determine E/D given the apparent g value, geff .

Intermediate field limit: When the microwave quantum is of similar mag-

nitude to D, the most complicated situation arises. The observable transitions are

then dependent on (i) the magnitude of D and E; (ii) the g-anisotropy; and (iii)

the temperature. The number of transitions, with respect to the orientation, is

usually difficult to predict. It is often impossible to fully characterise the system

within this regime.

Strong field limit: In the situation where D�hνMW , all allowed transitions

are possible and the full fine structure is observed in the EPR spectrum. This is

the situation in which the examples vide infra were described. It should then be

possible to fully characterise the ZFS terms, the g-anisotropy, and their relative

orientation.

In summary, the different regimes in which ZFS can manifest itself were briefly

discussed for Kramers systems. Related back to the non-Kramers example, the

situation can be very different. Recall that the |1, 0〉 and |1,±1〉 levels are sepa-

rated by D. The number of accessible transitions are therefore far more sensitive

to the magnitude of D, since after application of the applied magnetic field, the

|1, 0〉 states remain invariant. Therefore, the allowed transitions occur between the

|1, 0〉 ↔ |1,±1〉 levels, and if D is large enough, no allowed transitions may occur

at all. This is the reason for the common misconception that non-Kramers ions

are ”EPR-silent”, however, D is often large and therefore HF-EPR measurements

may be necessary to characterise these systems. The utility of HF-EPR is therefore

illustrated, for high-spin systems with large D, in order to access all transitions

within the fine structure. The parameters are typically refined by simultaneous

fitting at multiple frequencies in order to improve precision, particularly when the

situation may be complicated by additional structures (e.g. g-anisotropy, hyper-
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fine, exchange)

The origins of the ZFS interaction, in terms of the spin-spin coupling (SSC) and

spin-orbit coupling (SOC) contributions, will now be discussed. In real systems,

the ZFS is manifested by the crystal field, so that the nature of the spin and its local

environment determine its magnitude and symmetry. Both interactions contribute

to the total ZFS, however are of different magnitudes depending on the system

in question. The SSC interaction is a direct dipole-dipole interaction between

unpaired electrons, analogous to the anisotropic hyperfine interaction discussed

earlier. The SSC interaction is defined by the following general Hamiltonian:

ĤSSC(
⇀
r ) =

µ0

4π
g2
eµ

2
B·{

Ŝ1·Ŝ2

r3
− 3(Ŝ1·

⇀
r )(Ŝ2·

⇀
r )

r5
} (2.36)

where
⇀
r is the inter-electron vector, and r is the magnitude as a function of

orientation (r2 = x2 + y2 + z2). From the expression it can be seen that the

SSC has an inverse cube dependence of the distance, analogous to other dipolar

interaction cases. The calculation of the SSC term is difficult using classical ligand

field methods, and instead, can be calculated using a multi-electron spin-orbital

Hamiltonian of the form:

ĤSSC = −ρ{(L̂·Ŝ)2 +
1

2
(L̂·Ŝ)− 1

3
L(L+ 1)S(S + 1)1̂} (2.37)

where ρ is the SSC constant, which can be calculated directly using quantum

chemical methods. The SSC interaction is usually dominant for organic radicals

where the SOC is small, and contrastingly, usually negligible for transition metals.

On the other hand, the SOC interaction gives rise to g-anisotropy, resulting

from the spatial dependence of the orbital angular momentum projections (mI)

which adds an orbital contribution to the total angular momentum. It can be

relatively easily rationalised using Russell-Saunders coupling schemes that the or-

bital occupancies will give rise to different orbital mixing of the possible electronic

states for S > 1/2, which will therefore act to remove the degeneracy of the ms

levels. The SOC interaction may be described by a multi-electron spin-orbital

Hamiltonian of the following form:

ĤLS = µBB·(L̂+ geŜ) + λ(L̂·Ŝ) (2.38)

Where λ is the multi-electron SOC constant, which is zero for half-filled shells;

positive for less than half-filled; and vice versa. However, the multi-electron

method of determination only treats a single 2S+1LJ term and does not include con-
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tributions from excited state terms (which admix to some degree with the ground

state terms). This can lead to an underestimation of the ZFS parameters, espe-

cially when λ is relatively small (and the excited states relatively close in energy).

A single-electron spin-orbital Hamiltonian is instead often used:

Ĥls =
m∑
i

ζil̂i·ŝi) + µBB·(l̂i + geŝi) (2.39)

Where the spin-orbit coupling term is a sum over all m valence electrons in the

ndm configuration, and ζ is the single electron SOC constant, which is related to

the multi-electron constant (equation 2.38) by:

λ = ± ζ

2S
(2.40)

The expression in equation 2.39 does not include the effects of inter-electronic

repulsion, or bonding, which act to quench the orbital angular momentum and

hence the ZFS terms can be slightly over-estimated. Nevertheless, it is an informa-

tive method of estimating the ZFS contributions. Analogous to the g-anisotropy,

the SOC term is usually dominant for transition metal ions with a large orbital

contribution and is therefore the primary mechanism by which ZFS arises.

2.1.7 Exchange and Dipolar Interactions

Similar to the case of ZFS, which was defined as the total S > 1/2 spin on a

single nucleus, electron-electron interactions can be very large in magnitude and

act over large distances. Furthermore, the coupling of spins on individual sites

can produce additional electron-electron interaction terms, such as the exchange

interaction. These electron-electron interactions are often much weaker, and the

coupled states are a function of symmetry, and orbital overlap. The exchange

interaction is effectively a weak bonding, or electron correlation interaction; the

pairing of unpaired spin density due to Hund’s rules. This gives rise to ferro-

(parallel) or antiferromagnetic (antiparallel) alignment of spins which ultimately

determines the bulk magnetic properties of the system. The direct overlap of or-

bitals with unpaired spin density is intrinsically (and strongly) antiferromagnetic,

and is termed direct exchange, which is rarely observed for this reason. More

commonly, the exchange interaction is observed through indirect overlap via a

non-magnetic bridging atom (super-exchange), or via molecular collisions in solu-

tion (kinetic exchange). The full electron-electron interaction matrix, J, is defined

by the following spin Hamiltonian:
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ĤEE = ~si·J·~sj (2.41)

where J fully describes the magnitude, and orientation of the various interac-

tions that may take place between two coupled spins, ŝi and ŝj in the non-coupled

basis. The Hamiltonian may be further deconvolved to separate the independent

contributions, which arise from different origins:

Ĥ = ŝ1·J ·ŝ2 = −2Jŝ1ŝ2 + ŝ1·D12·ŝ2 + d12·ŝ1×ŝ2 (2.42)

where the terms describe the isotropic exchange interaction, the anisotropic

dipolar interaction, and the antisymmetric Dzyaloshinskii–Moriya exchange inter-

action, respectively. Each interaction will be briefly discussed in turn.

Isotropic exchange integral, J

Ĥ = −2Jŝ1·ŝ2 +
∑
i

µBB·gi·ŝi (2.43)

The isotropic exchange interaction was defined for the various possible mech-

anisms of interaction; of which the most commonly met, and perhaps the most

important, is super-exchange. Furthermore, the coupling of two electron spins

can be described in terms of their uncoupled (s1 and s2) and coupled (S) basis,

since the former is generally not appropriate to describe the electronic state of the

system.

In the simplest case, i.e. the coupling of 2 spin s1 = s2 = 1/2 and only isotropic

(J) exchange coupling, there are 4 possible magnetic states arising from the vector

combinations of s1 and s2: |αα〉; |αβ〉; |βα〉 and |ββ〉 which correspond to
∑
mi

= +1, 0, 0 and -1, arising from the preferential orientation of local spins to one

another. Dependent on the relative energies of the coupled states, the isotropic

exchange interaction will give rise to ferromagnetic or antiferromagnetic ordering

in order to minimise inter-electronic repulsions, which is dependent on the sign of

J . The reader should note that other definitions of the isotropic exchange term are

commonly used; and therefore it is important to define the term. The difference

in energies between the ground and excited state terms is then defined as 2J .

The ground state is S = 0 if J is negative; or S = 1 for positive values of

J . The possibility of observing both ground and excited state coupled terms is

dependent on the relative magnitude of the energy gap, to the Boltzmann term

kBT , and thus the thermal population of the energy states. Additionally, for more

than two spins, the resulting matrix at zero field is of dimension
∏

n(2si + 1). The
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interaction of the uncoupled spins, s1 and s2 is now described on the assumption

that J is the dominant term in the spin Hamiltonian. When considering the nature

of the uncoupled spins, each will have characteristic energy levels due to the effect

of g, A, D, etc. as a consequence of their local environment. The Wigner-Eckart

theorem may be applied to develop the contribution of each uncoupled spin, s, to

the coupled basis, S, relative to the inequivalence of g1 and g2:

gS = c1g1 + c2g2 (2.44)

c1 =
1 + c

2
; c2 =

1− c
2

; c =
s1(s1 + 1)− s2(s2 + 1)

S(S + 1)
(2.45)

where ci are the projection coefficients that define the contribution of the re-

spective uncoupled spins. Similar terms are defined for additional interactions,

such as A or D, which will be omitted for the sake of clarity. The possible spin

Hamiltonian terms are typically orientation-dependent, which must be considered

when defining their coupled state. This situation can be simplified by symmetry

rules; i.e. assuming co-linear orientation. If the Zeeman energies of the states are

identical, the spectrum will give rise to a single resonance, independent of J .

However, if the Zeeman energies are different, a resonance will appear at an

average g defined in equation 2.1.7. In the strong exchange limit, it is therefore

often impossible to directly probe the nature of the uncoupled states (their g, A,

D values that are averaged by strong exchange). In addition, the exchange in-

teraction will not associate with any additional splitting of the signal, ca. ZFS,

that may be used to characterise the magnitude of the interaction. In this sit-

uation, the exchange interaction can be characterised directly by increasing the

microwave frequency (and hence the microwave quantum) to resolve additional

structure; however, the exchange interaction can usually be greater in magnitude

than possibly obtained by HF-EPR.

An indirect method of probing the exchange magnitude is by harnessing its

temperature-dependent nature; as the Boltzmann energy (kBT ) is reduced, and

falls below the threshold of the exchange magnitude. The excited coupled states

will no longer be accessible, or populated, and the magnitude of the exchange

term may then be estimated via a change in its spin relaxation properties, double

integral (spin concentration), or another resolved interaction.

The temperature-dependent behaviour is usually described by the Curie-Weiss
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law, which can be used to estimate the exchange integral:

χ =
C

T + ΘCW

(2.46)

3kBΘCW = 2JZS(S + 1) (2.47)

Where χ is the magnetic susceptibility (related to the double integral in EPR); C

is the Curie constant, which is material-specific; ΘCW is the Curie temperature,

which is positive for ferro- and negative for antiferromagnetic coupling; and Z is

the number of nearest neighbours.

The discussion of isotropic exchange has so far assumed that J is the dominat-

ing interaction term in the spin Hamiltonian; however this is not necessarily the

case. If J is small, or rather of the order of the additional interaction terms, then

the situation is more difficult to quantify. This situation is defined as the weak ex-

change limit, in contrast to the former strong exchange limit. Figure 2.8 illustrates

the extreme cases, relative to the magnitude of J v.s. ∆g (the inequivalence of the

uncoupled g values).

In the absence of exchange, J = 0, the EPR spectrum is identical to that of

the uncoupled spins, s1 and s2. As the magnitude of J increases, in the weak

exchange limit, J < ∆gµB, the simple description of the uncoupled and coupled

states does not fully describe the system; the spectrum results from mixing of the

Figure 2.8: Simulations of an exchange-coupled pair with s1=s2=1/2; g1=2.1; g2=2.0; as a
function of the magnitude of J . The relative magnitude of the exchange and Zeeman terms is
defined on the right. Adapted from reference [2].
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singlet and triplet states. The (uncoupled) transitions converge towards a value

defined in equation 2.1.7, and additional outer transitions appear which diverge

and become weaker in intensity.

The outer transitions correspond to the formally forbidden transitions (∆ms =

±2), due to mixing induced by the Zeeman terms. Finally, as J becomes the

dominant term (J > ∆gµB), the strong exchange limit, the spectrum is described

by a single transition, the coupled basis, as assumed for the previous discussions.

This illustrates the importance of the magnitude of J on the observed spectrum,

for a simple case (in the absence of additional A, D terms etc.).

Anisotropic dipolar interaction, D12

Ĥdip = ŝ1·D12·ŝ2 (2.48)

The D12 term arises from the dipolar spin-spin interaction of unpaired electrons

through-space, composed of a traceless 3x3 tensor, and is directly analogous to

the ZFS interaction introduced in the previous section. The D12 term is then,

effectively, the ZFS interaction of the coupled states (S = 1 and 0 for si = sj =

1/2). The origin of the term (through SSC, SOC and admixture of excited states)

is synonymous with that already described, and will therefore not be discussed

further. A few important considerations must be taken into account, however: (i)

the interaction magnitude is typically much smaller due to the inverse distance

dependance; (ii) the uncoupled spins (taken as si = sj = 1/2 for simplicity) may

also be s > 1/2, and therefore have individual ZFS terms before the coupled

basis is considered; (iii) the D12 may therefore have S > 7/2 in the coupled basis

(greater than the spin state limit determined by orbital occupancy for ZFS); (iv)

The relative orientation of the interaction coordinate frames is defined by the

symmetry and orientation of the uncoupled spins, rather than spatial symmetry

considerations (through occupancy of orbitals on the same nucleus).

The culmination of these effects is that the D12 may have a drastically differ-

ent nature, in definition as well as magnitude, when compared to the ZFS tensor

described vide infra. The dipolar interactions are often used to measure long inter-

electronic distances through the incredibly weak couplings, via advanced double-

resonance pulsed EPR techniques (DEER). Finally, another possible contribution

to the exchange term is the antisymmetric Dzyaloshinskii–Moriya (DM) interac-

tion, which is covered briefly in Appendix 1.

50



Exchange broadening and Narrowing

Another important consequence of electron-electron interactions is the broadening

or narrowing of lines due to the static magnitude of the present interactions, spin

concentration, and their dynamic relaxation properties. This effect is commonly

observed in solution, due to indirect overlap of spin density due to collisions,

as well as in solids.The phenomenon was first demonstrated mathematically by

Van Vleck,[14] and later developed by Anderson and Weiss,[15] with the random

frequency modulation model. They defined the rate of motion (i.e. the oscillation

frequency of the spins), for the respective exchange, dipolar, hyperfine interactions

etc. and provided a model for estimating the broadened (or narrowed) line shape.

When the exchange frequency (≈ J/~) is much less than the other terms, the

line shape is Gaussian due to the effect of the dipolar (and hyperfine) broadening.

Conversely, when the exchange frequency increases, and becomes much greater

than the other terms, the interactions are effectively screened from the electron

spin, which only perceives an average field due to the interactions with other

electrons (dipolar interactions) and nuclei.

The effect of this is that the line shape narrows and becomes Lorentzian, char-

acteristic of the spin relaxation time. In addition, resolved structures due to the

dipolar and hyperfine terms collapse to leave the resonance due to g-anisotropy.

This mechanism is indicative of the extremely strong exchange, and is commonly

observed for electronically-conducting solids. Information is then lost from the

system, regarding its local structure, which can sometimes be recovered via low

temperature measurements (vide supra).

Extended lattices

The final consideration for the discussion of exchange and dipolar interactions is

the situation of extended lattices. In this case, it is difficult to define the individual

uncoupled states, for which their number are effectively infinite. In this situation,

it is customary to define the exchange and dipolar couplings in terms of their

nearest-neighbour interactions (Figure 2.9).

The magnitude of J between these neighbours (J, J ′, J”) determines the di-

mensionality of the lattice, and is therefore an important implication in electron

transfer mechanisms (which are exchange-mediated). In the case of multiple inter-

actions between spins along different dimensional orientations, single-crystal EPR

measurements (and multi-frequency EPR) are again the most informative routes

for characterisation of these systems. Pulsed EPR techniques may also facilitate
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Figure 2.9: Schematic of extended lattice system and defined exchange couplings between
nearest-neighbour sites. The vertices represent the interacting spins, si, at lattice sites, and the
edges represent the distinct couplings between them (J , J ′, J ′′).

separation of the respective contributions, if the coupled systems have different

S, ms values (through nutation measurements), hyperfine interactions, or distinct

spin relaxation properties.

2.1.8 Magnitude of EPR interactions

The nature of the various interactions of principle importance in EPR characteri-

sation were discussed in terms of the local structural information they provide, in

the context of solid-state systems. In real solids, their chemistry and functional

properties, whether catalytic, photocatalytic, luminescent, electrochemical etc.,

can be generalised to several factors, such as (i) a distribution of several distinct

(paramagnetic) sites, such as metals, point defects, many of which can be char-

acterised using EPR; (ii) the nature of surface v.s. bulk chemistry, due to the

lowering of symmetry and increased free energy at the surface.

From the viewpoint of EPR, this manifests as a rich, diverse and often complex

array of interactions, characterised by spin Hamiltonian parameters. To facilitate a

complete and meaningful interrogation of these sites, not only is the nature of these

interactions important, but also their relative magnitude. This was considered for

the ZFS and exchange interactions when compared to their Zeeman energies. It

follows that the magnitude (and relative orientation) of all present interactions

is of critical importance. Figure 2.10 illustrates the common relative magnitudes

of the discussed interactions on a frequency scale, in addition to the Boltzmann
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energy afforded to the system.

Of particular importance is the considerable overlap between the respective

interactions, and illustrates the complexity in structural determination of systems

where several interactions and/ or distinct sites are present. It also illustrates the

facility of advanced resonance techniques. Lower frequency interactions (such as

hyperfine, dipolar) can often be unresolved within the relatively broad EPR line

width, in which situation, pulsed EPR techniques (ENDOR, ESEEM, DEER) are

typically employed in order to resolve them due to the fundamental control of the

spin dynamics.

Conversely, for extremely large interactions, high frequency EPR measurements

are often employed to access transitions large in magnitude, which is illustrated

by the Zeeman range. Finally, the thermal quantum (kBT ) range illustrates the

effect of lowering the temperature, which mediates the accessibility (and there-

fore population) of the higher electronic structure terms. In addition to the spin

polarisation, this effect is often utilised in order to separate contributions from

excited states; indirectly probe interaction magnitudes via monitoring of e.g. the

spin relaxation properties; or to access fast-relaxing species that are not resolved

at higher temperatures.

2.1.9 Relaxation Processes

So far the theoretical treatment has only considered a static model to describe a

given system of electron and nuclear spins. Real systems are then a macroscopic

Figure 2.10: Approximate frequency ranges of interactions commonly encountered in EPR, in
addition to available thermal energy as a function of temperature. Adapted from reference [5]
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ensemble of electronic and nuclear states, and we can redefine the electron spin

moment as the bulk magnetisation vector, provided by the Bloch model:

M =
1

V

∑
µS (2.49)

In a real system, the absorption of energy by an element of the spin ensemble

(which removes the system from thermal equilibrium) is acted upon to restore the

system to its lowest energy state. Therefore, the time evolution of the magneti-

sation vector is an important additional consideration to describe real systems.

Furthermore, the spin relaxation is a fundamental consideration

At thermal equilibrium, the relative populations of the electron spin manifolds

may be described:
Nα

Nβ

= e
− ∆E

kB ·TS (2.50)

where Nα and Nβ are the populations of the electron spin manifolds (spin up and

down); ∆E is the energy difference between the manifolds (defined in equation

2.1), kB is the Boltzmann constant, and TS (=T at thermal equilibrium) is the spin

temperature. The excess of spins in a given manifold is termed spin polarisation,

which is perturbed by (i) absolute temperature, due to the energy separation

∆E; (ii) absorption of the microwave quanta. The spin polarisation, which has

shown to be temperature- and field- (or frequency-) dependent, is necessary for

net absorption to occur between the electron spin manifolds, and is therefore a

limiting factor for the experimental sensitivity.

Therefore, when the condition Nα = Nβ is reached, the system is then satu-

rated, which corresponds to the maximum entropy of the system, and no further

transitions occur. The spin temperature, TS, is a term for condensed matter that

allows a negative absolute temperature, i.e. the possibility of both α and β states

being preferentially occupied (rather than the lowest energy state, β, only).

The time evolution of the spin magnetisation vector components (x,y,z) may

then be defined, which correspond to the restoration of M along the z-axis (as-

suming B is co-linear with z):

dMx

dt
= γeBMy −

Mx

T2

(2.51)

dMy

dt
= γeBMx −

My

T2

(2.52)
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dMz

dt
=
M0

z −Mz

T1

(2.53)

Which are characterised by two time constants, T1, the longitudinal relaxation

of M along the projection of the z-component; and T2, the transverse relaxation

of M along the projection of the x- and y-components. These time constants

are characteristic of the energy transfer mechanisms that restore M to thermal

equilibrium (along the z-axis). They are defined as follows:

• spin-lattice relaxation time, T1: characterises energy transfer to or from

the lattice via spin-phonon coupling modes, viz. the restoration of Mz to

M0
z ;

• spin-spin relaxation time, T2: characterises energy transfer within the

system, via coupling of the electron spin to surrounding electronic and nu-

clear moments.

Therefore, the T1 and T2 values are characteristic of the nature of the spin, its

interaction with the surrounding field (from local magnetic dipole moments) and

the local environment (the lattice). There are several mechanisms by which the

spin-lattice relaxation may occur, for which their varying contributions become

dominant upon changing temperature. Their origin will not be discussed in detail

here. The T1 and T2 times are typically of distinct magnitudes (generally with

T2 < T1). The time constants provide further information about the dynamic

properties of the system, which can then be related back to the local electronic (and

nuclear) structure. It is possible to measure these quantities via spin relaxation

measurements, afforded by pulsed EPR methods.

2.1.10 Line broadenings

The line width and line shape is another important source of information in EPR

spectroscopy, which define the dynamic properties, and distribution of sites in

solid-state systems. For example, the exchange broadening/ narrowing mechanism

was discussed vide infra which was characteristic of the spin relaxation pathways,

and relative magnitudes of the Hamiltonian terms. This was further supported by

the comparison of interaction magnitudes commonly observed in EPR. Further-

more, the line width can be used as an indirect means of quantifying temperature

dependent interactions in the absence of additional structure in the EPR spectrum.

The important considerations of line broadenings are briefly summarised.
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Homogeneous broadening

The concept of the electron spin-spin and spin-lattice relaxation times was intro-

duced in the previous section. Homogeneous broadening of the EPR signal is a

consequence of the isotropic nature of the effective field at the electron site, which

leads to the identical spin relaxation properties with respect to the orientation.

Homogeneous broadening therefore arises as a direct consequence of the spin re-

laxation, and is characterised by a Lorentzian line shape. In general, T2 � T1

and therefore the shorter spin-spin relaxation time has a dominant effect on the

linewidth. These two properties may be related by the following expression:

T2 = 2|γeΓ|−1 = 2|
√

3γe∆Hpp|−1 (2.54)

where Γ is the FWHM (for absorption signals), and ∆Hpp is the peak-to-peak

linewidth. Therefore, if homogeneous broadening is apparent, the line width is a

measure of the relaxation time, T2. However, this condition is rarely met in real

systems, especially in the solid state, due to inhomogeneous broadening effects.

Inhomogeneous broadening

More commonly, inhomogeneous broadening effects are apparent for a solid-state

system. Inhomogeneous broadening is not a consequence of the spin relaxation

times (although this will contribute to the intrinsic line width of the signal). In con-

trast to the homogeneous case, inhomogeneous broadening is typical of anisotropic

systems where the orientation dependence of the magnetic parameters needs to be

considered.

A Gaussian line shape is characteristic of inhomogeneous broadening, which

is the summation of several Lorentzian line shapes, shown as an example in Fig-

ure 2.11. Instead, the inhomogeneous contribution is generally afforded by two

situations.

The first is a distribution in one (or more) of the spin Hamiltonian parame-

ters (strain); g, A, D, etc. The parameter distribution is understood in terms of

variations between the site conformations, symmetry and orientation. This mani-

fests generally as a distribution of the dominant parameter, and is characteristic of

lower symmetry systems. The distribution in parameters affords further indirect

information about the local sites, in terms of disorder, and rigidity of the lattice,

for example. It is typically necessary to accurately model the strain effects, in

order to accurately quantify the spin system in question, especially when multiple
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Figure 2.11: Illustration of the effect of the superposition of several Lorentzian line shapes
arising from unresolved splitting of the electronic structure. The individual coloured lines repre-
sent the Lorentzian (absorption) signals. The black Gaussian line was calculated by summation
of the underlying signals (half of the Lorentzian signals were removed for clarity).

overlapping resonances or structures are present. When the distribution is small,

a linear dependence can be assumed to estimate the strain (ca. a tangent to a

Gaussian function) which drastically simplifies the calculation. The strain effects

can however be very large, where the distribution is on the order of the magnitude

of its central value.

In this case, the distribution must be calculated explicitly, and a Gaussian dis-

tribution is usually assumed. Finally, the orientation of the principle spin Hamil-

tonian parameter axes (the coordinate frames) need not be aligned, which can

further complicate the analysis of the parameter distributions as a function of ori-

entational dependence. Nevertheless, this is an informative consideration when

modelling solid-state systems.

The second common case of inhomogeneous broadening arises due to unresolved

structure (from fine, hyperfine) where the magnitude of the interaction is compa-

rable to, or smaller than, the intrinsic line width of the signal. This manifests as

a net broadening of the central lineshape, and therefore an uncertainty in the de-

termination of the spin Hamiltonian parameter responsible. Additional hyperfine

techniques (ENDOR, ESEEM) or pulsed methods are usually then employed in

order to resolve these interactions, which can resolve these comparatively small

interactions. Again, this can present a challenge in accurate determination of the

spin Hamiltonian parameters responsible for the structure of the EPR signal.
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2.2 Electrochemical techniques

The application of electrochemical techniques facilitates monitoring of important

thermodynamic and kinetic parameters in the understanding of the fundamental

redox processes that are pertinent to an electrochemical storage system. The

generation of radical species, defects, paramagnetic and participation in single

electron transfer processes, are commonly encountered in such processes and their

magnetic behaviour can drastically influence the electronic structure of the bulk

and surface sites that play an important role in their chemistry and function.

The direct correlation of local electronic structure and electron transfer processes

(selective to paramagnetic sites by EPR) to the direct monitoring of the changes

in redox state and electron density (through electrochemical measurements), a

mechanistic resolution can be afforded for complex processes occurring at the solid/

solution interface.[16]

Several different processes facilitate charge storage, which may be broadly clas-

sified based on the response to an external bias:

• Faradaic current: current generated by heterogeneous electron transfer

reactions between the electrode and electrolyte due to redox processes;

• non-Faradaic current: current due to processes not involving electron

transfer, such as double layer charging (due to the reorganisation of elec-

trolyte at the interface) or electrode polarisation (due to the capacitative

response to the potential change).

In response to the polarisation of an electrode, the electrolyte components will

respond to the change in potential gradient by reorganising against this, and a

current will flow until the alignment has minimised the interaction with the gradi-

ent, at which it will drop to zero. Redox species will act to depolarise the electrode,

and the reaction rate and storage capacity will facilitate a current flow over a longer

period. The Faradaic current that can be provided is diffusion limited, and is the

desired process in battery technologies.

The free energy change associated with a redox process can be related to the

standard cell potential, E0
cell, which is the maximum amount of electrical work

afforded by the reaction of a system on its surroundings:

∆G = ∆H − T∆S = −nFE0
cell (2.55)

which provides a direct relationship to the thermodynamic properties of the pro-
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cess. The cell potential is invariant with the number of electrons transferred in the

overall reaction. The Nernst equation (which arises from the mass action law)[6]

relates the cell potential to the concentration (or activity, α = γ[X] where γ is the

activity coefficient) and the standard reduction potential:

aA+ ne− 
 bB

E = E0 − RT

nF
lnQ (2.56)

or

E = E0 − RT

nF
ln(

αbB
αbA

) (2.57)

where Q is the reaction quotient, which is equivalent to Keq when the cell potential

is zero. In practice, the activities of the redox species at low concentrations ap-

proximates γ = 1 and therefore αM+ ≈ [M+]. The redox processes occurring in the

cell electrodes facilitate the storage of charge in the system due to the reversible

extraction of electrons to and from sites in the material. The theoretical specific

capacity can be calculated based on the number of electrons (or equivalently Li+)

exchanged by the redox site:

Qtheory =
1000·nF
3600·Mr

/mAhg−1 (2.58)

and the practical specific capacity may be calculated by the following equation

using an appropriate measurement:

Qpractical =
i·t

3600·Mr

/mAhg−1 (2.59)

where i is the current density (A·m−2), and t is the cut-off time in seconds.

Another important quantity for batteries is the charge (C)-rate (the current

required to reach a maximum capacity in one hour), RC , which defines the rate at

which the potential changes in response to the current, which should be considered

relative to the rate at which it can respond due to limiting mass transport and

diffusion steps in the redox process. RC can be calculated using equation 2.2:

RC =
I/M

Qtheory

(2.60)

where I is the current, M is the electrode mass, Qtheory is the theoretical specific

capacity defined in equation 2.58 (except with normalisation to electrode mass,
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M , replacing Mr).

Electrochemical reaction kinetics

The rate constant for a general single electron redox process may be calculated

using the Eyring-Polanyi equation:

k = B·e
−∆G
kBT (2.61)

which will have forward and backward rate constants associated with the free

energy barrier ∆G. B is a pre-exponential factor which is defined as:

Bc =
κkBT

h
(2.62)

where κ is the transmission coefficient. The overall rate of reactions occurring in

the electrochemical system can be influenced by one of several limiting processes,

which influence the current afforded by the cell:[6]

• heterogeneous electron transfer kinetics

• chemical reactions

• reorganisation (solvent, ions)

• adsorption/ desorption at electrode surface

• mass transport (diffusion, migration, convection)

Kinetics are therefore an important consideration in the understanding of electro-

chemical measurements, and optimising the performance of energy storage systems.

Figure 2.12: Schematic illustrating the basic system components of a Li-ion cell. CE = counter
electrode, which is either Li foil (for half cell) or anode material (e.g. graphite); WE = working
electrode, cathode (or also anode for half-cell) material.
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Components of the Li-ion battery

A schematic of a 2-electrode cell is presented in Figure 2.12. The counter and

reference electrodes are shorted, therefore the potential is measured between the

WE and CE, whereas the current flows through an external circuit. This arrange-

ment is straightforward for measurement and standard electrochemical testing of

battery materials, in addition to relatively easy mathematical modelling of the

potential and rate response.

The open-circuit potential (OCP) of the cell can be simply described as the dif-

ference in chemical potentials between the cathode, E+, and anode, E−, equation

5.1:

UOCP = E+ − E− (2.63)

Where the anodic and cathodic potentials vary with the local electronic structure

of the electrode materials. The output potential of the cell can then be related to

the OCP depending on the internal resistance, IR, equation 5.2

Uout = UOCP − IR (2.64)

where I is the current passed through the cell, and R is the net internal resistance

of the cell. A summary of the cell components, their role and considerations for

their choice in Li-ion batteries are briefly presented.

• current collectors:

Electronically conducting foil. electrode material printed as homogeneous

film on surface. Maintains contact between the active material and therefore

maximises conductivity. Considerations for potential window when selecting

material.

• separator:

Porous polypropylene (PP) or polyethylene (PE) membrane (or glass fibre

filter for lab-scale cells) used as a matrix for electrolyte absorption, and

preventing contact between the components to prevent short circuit. The

separator is therefore an important component in minimising distance be-

tween the WE and CE (and hence resistance contribution of the circuit),

and maintaining safe operation. It can however serve as a nucleation point

for deposition of materials transferred through the electrolyte.

• anode material:

Ideally Li foil, however safety hazard and poor cycle life currently due to
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dendrite formation: the drive for solid state batteries. Commonly graphite;

good capacity, however susceptible to exfoliation which can reduce the cycle

life. Therefore requires electrolyte that can form a solid electrolyte interphase

(SEI) to minimise damage during cycling.

• electrolyte:

Li-containing salt in organic solvent. responsible for ion transport. Has a

marked effect on the kinetics at play: depolarisation of the electrode sur-

face. Limits upper potential window due to decomposition. Plays role in

passivation (SEI formation).

• cathode material:

The cathode is generally the theoretical capacity-limiting component of the

electrochemical cell for two reasons: (i) The number of Li+ ions that can

be reversibly stored in the material is determined by the cathode material;

(ii) the reduction potential of the redox processes determines the potential

window in which the cell can operate (the practical window being limited by

the electrolyte). Furthermore, the cell EMF can be maximised to maximise

the specific energy density afford by the cell.

This arrangement is straightforward for measurement and standard electro-

chemical testing of battery materials, in addition to relatively easy mathematical

modelling of the potential and rate response.

Chronopotentiometry

Chronopotentiometry measurements (or Galvanostatic charge-discharge) are the

principle perturbation technique for monitoring the electrochemical mechanism,

kinetics and degradation of Li-ion cells due to its simple cell design and compara-

tively straight-forward mathematical reproduction.[17]

In the chronopotentiometry experiment, a constant current is applied to the cell

and the resulting change in potential is measured as a function of time. Although

the current applied to the cell is constant, the Faradaic (electrochemical process)

current is time-dependent due to the effect of double layer capacitance (ic), which

is proportional to the rate of change of potential with time:[17]

iapp = if + ic (2.65)

where

ic = Cdl
dE

dt
(2.66)
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and Cdl is the differential capacitance of the double layer. The electrochemical and

capacitative contributions to the potential change therefore give rise to a slope;

with plateaus associated with oxidation or reduction events in the cell through

heterogeneous electron transfer; and potential drops due to reorganisation of the

double layer in response to the electrostatic gradient at the electrode surface/ elec-

trolyte interface. The kinetics of the respective homogeneous and heterogeneous

events, such as diffusion, also has a significant impact in the potential response,

and several models have been proposed to understand their effect.[17]

One of the variable parameters by which kinetic contributions can be modified

is the charge or C-rate h–1, which is calculated based on the electrode density

in addition to the theoretical specific capacity calculated for the redox process

occurring at the WE. Lower current rates allow time for rate-limiting processes

to proceed and reorganise in response to the potential change, and subsequently

maximises the practical specific capacity. Conversely, at higher current values,

equilibrium kinetics will have a limiting effect on the charge storage processes, and

the contribution to the specific capacity is largely due to the capacitative action

of the cell.

In practice, a number of processes will be occurring in the cell during the per-

turbation experiment, and their relative contributions can be difficult to seperate.

Nevertheless, chrono- methods are a valuable tool in monitoring changes in the

bulk electronic structure upon application of a bias.

Chronoamperometry

Chronoamperometry (potentiostatic) methods involve the application of a con-

stant potential or potential step, and measurement of the current in response as a

function of time. This simple technique facilitates the monitoring of known pro-

cesses occurring at a threshold potential which is related to the free energy change

associated with the chemical or electrochemical process. CA has been shown to

also provide capacity-rate data and kinetic information (as in GCD) up to three

times faster.[18]

Chronocoulometry is a somewhat analagous technique that provides essentially

the same information. If the response of a system to the potential perturbation is

i(t), then the chronocoulometric response follows to be:

Q(t) =

∫ t

0

i(t)dt (2.67)
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And is therefore related to the area under the current response curve as a function

of time. Upon application of an applied potential that is less or greater than the

cell potential, a response in current will be observed due to the non-instantaneous

processes occurring at a comparatively slower rate to electron transfer. In the

absence of active redox species, the current response to a change in polarisation

should be close to zero. However, reorganisation of the electrolyte in the double

layer will result in a transient current.[6]

Using these methods, the Faradaic and non-Faradaic contributions can gener-

ally be discerned from the current response which can be useful in disentangling

the complicated processes that occur within a practical cell.

In summary, this chapter has focused on the application of CW EPR techniques

and its synergy with complementary characterisation techniques to access excited

states, surface resolution, and local structural information for solid state functional

materials. The EPR interactions encountered in such systems were outlined in

detail, with particular attention to those electron-electron interactions arising from

high spin ions. A brief overview was supplied for the additional techniques which

were applied in this work.
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Chapter 3

EPR investigation of N-donor chelating exchange

resins for selective Cu2+ extraction from aqueous

media

3.1 Introduction

Porous separation materials, such as resins, are a fundamental technology for the

purification and concentration of transition metals for domestic and industrial ap-

plications, with each process requiring robust separation performance in a variety

of medias, conditions or mixtures. The emission of copper and other so-called

‘heavy metals’ from industrial, military, agriculture and waste disposal sectors has

implications that can be broadly classified into two areas: (i) the environmental

impact of adventitious materials and (ii) the economic impact of spent metals

recovery of utility and financial value, which contribute to renewable feedstocks.

The development of technologies for important manufacturing processes are fun-

damental to the drive for greener, cheaper and more efficient products.

Worldwide, over 25 million tonnes of copper are used in various manufac-

turing practises, of which approximately one-third of global demand is met by

recycling.[1] A number of conventional methods for metal recovery are currently

employed industrially, including chemical precipitation,[2] cementation,[3] solvent

extraction,[4] and ion exchange.[5–7]Whilst Ion Exchange Resins (IERs) are amongst

the most expensive technologies, these adsorbents are also amongst the most ef-

ficient and selective methods. Sources of copper waste, such as metallurgy pro-

cesses and electroplating, are typically highly acidic and frequently contain various

toxic organic by-products and complexing agents. This presents a challenge in

terms of conventional extraction methods, where additional steps may be required

to neutralise or treat the effluent in order to retrieve the metal in appreciable

quantities.[8]

Instead, it is possible that complexing agents may be introduced as active

site functionalities onto resin framework supports. These specialised frameworks

are known as ‘Chelating Exchange Resins’ (abbreviated as CERs), and they can

be advantageously employed in metal pre-concentration or recycling processes on

an industrial scale.[9–11] CERs are usually functionalised porous materials that

coordinate to metals via a combination of ionic, electrostatic and primarily coor-

dinative interactions, in contrast to the active exchange of labile functional groups
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(as in IERs). CERs act to remove metal ions through conventional Lewis acid-base

interactions between the metal substrate and immobilised ligand. Lewis base sites,

in IERs, often struggle to achieve the required rates and capacities in acidic media,

due to competitive protonation which reduce the site nucleophilicity. CERs con-

taining weakly basic sites have been reported to work in acidic media, even down

to pH = 1, as a sufficient number of sites remain deprotonated. Typically, CERs

facilitate increased adsorption rates, efficiencies and surface areas when compared

to IERs. Metal uptake kinetics, capacities and other operational properties are

highly dependent on the choice of polymer, or support, particle sizes and functional

group attached to the polymer backbone. As such, CERs may facilitate increased

adsorption rates, tuneability and surface areas in comparison to IERs.[7]

Surprisingly, very little is known about the Cu(II) binding environments on

these exchange resins, particularly at variable Cu(II) concentrations and pH’s, so

we therefore used EPR spectroscopy to investigate the binding. In this study, we

have investigated the exchange properties of two typical types of commercially

available CER resins, namely Dowex® M4195 and CuWRAM® (see figure 3.1).

Both of these CERs employ similar N-donor ligands for the metal uptake and

both have been shown to be highly selective towards Cu(II) uptake, even in mixed

metal effluent systems. However, understanding the nature of the Lewis acid-base

interaction, and indeed the Cu(II) binding environments which afford this high

selectivity, is not straightforward.

In brief, Dowex M4195 (figure 3.1, left) is a macroporous, cross-linked DVB-

polystyrene composite, functionalised with partially protonated tridentate di(2-

picolylamine) (BPA) chelating units.[5] The cross-linked polymer support affords

good mechanical durability, while the weakly basic di(2-picolylamine) group al-

lows good sorption efficiency, even at low pH values (pH=1). This is due to the

presence of pyridyl nitrogen donor atoms, which due to the electron-withdrawing

effect of the heterocyclic rings, remain deprotonated even at extremely low pH.

CuWRAM on the other hand (figure 3.1, right) is a silica-polyamine composite

bearing 2-picolylamine (PA), developed in order to address some of the limitations

of other analogous functional materials. For example, the Dowex M4195 system

suffers from poor elution characteristics, with relatively strong NH4OH solutions

necessary to strip most of the metal ions from the support. Whereas, the selectivity

of CuWRAM is observed to be sufficient such that separation of Cu(II) is feasible

even in a 250 fold excess of Zn(II),[12] and yet the metal is more easily eluted.

Other advantages include a decreased shrink-swell action, faster operational flow

rate at higher capacities, longer useable lifetimes, higher operational temperatures
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and ‘inert’ operation across a wide range of acidic and basic media.[13]

Whilst much of the past investigations on these materials have focused on the

support structure, absorption properties and uptake kinetics,[12, 14–16] very little

is known about the local metal binding environments within CERs. For example,

the nature of how the Cu(II) ions are actually coordinated by the supports is not

clear. Many aspects of the structure, steric hindrance and competitive equilibria,

arising from the grafting of the chelate units onto a polymer, remain inadequately

described. Electron Paramagnetic Resonance (EPR) spectroscopy is the ideal tech-

nique to probe the local binding of copper ions by the N-donor chelating ligands

for metal extraction[17] and obtain this important information. The purpose of

this investigation is therefore to primarily provide a meaningful evaluation of local

metal binding environments and Cu speciation within these two CERs, in order

to address the currently unknown features associated with uptake behaviour and

copper coordination environments.

The salient features of the experimental and theoretical investigations are

briefly summarised. The characterisation of transition metal associated solid-state

resins using spectroscopic techniques can be reasonably complex mainly due to

three primary factors: (i) the superposition of several components arising from

the speciation of complex ions within different sites on the porous network; (ii)

the superposition of several components due to structures from (electron, nuclear)

spin-spin interactions, particularly of similar relative magnitude; (iii) broadening of

signals related to the orientational anisotropy, and a distribution of spectroscopic

properties associated to the confinement of the solid hierarchical structure. One

of the most significant origins of this is due to micro-environments in imperfect

solids as a consequence of slight variations in bond lengths and angles.

As a result of these consideration, a systematic and convincing determination

of the local electronic structure, and in turn the functional properties is chal-

Figure 3.1: General structures for the two Cu(II) exchange resins investigated in this work.
Left : Dowex M4195; Right : CuWRAM.
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lenging. Initially, a series of well-defined [CuII(PA)x ] and [CuII(BPA)x ] complexes

were prepared as reference compounds and characterised using EPR and UV-Vis

spectroscopy. The comparison of well-defined models facilitated the deconvolution

of the complex resin spectra, and the contributions from individual Cu(II) coor-

dination modes were determined that contributed to the broad EPR spectra of

the loaded resins. The experimental spin Hamiltonian parameters derived for the

distinct coordination sites were compared with quantum chemical calculations for

geometry optimised structures calculated via density functional theory.

To further support the detailed characterisation of the local electronic structure

for Cu(II) - resin adducts, a series of dehydration/ rehydration experiments were

performed to explore the role of coordinated water in the various binding struc-

tures. Furthermore, the method for removal of Cu(II) from the resin framework

was elution with an appropriate acid/base solution, so to evaluate the effective

binding strength of distinct coordination sites, a series of acid (for CuWRAM and

Dowex) and basic (for Dowex) elution experiments were performed and compared

to equilibrium batch uptake measurements. Since the absorption bands for the

solid resins are reasonably broad, the complementary EPR analysis provides a

detailed insight into the selective removal of binding sites and the properties of

various arrangements of chelating N-donor ligands around the Cu(II) metal ions.

The experimental and theoretical results provide an insight into the local structural

environments of coordinated Cu(II) metals ions; interactions between associated

metal sites and resin framework; and finally a relation to the kinetic properties

on the selective uptake behaviour, and thermodynamic properties associated with

the relative binding strength of coordinated metal ions.

3.2 Results and Discussion

3.2.1 X-band EPR of Cu(II) loaded resins

The low temperature X-band CW EPR spectra of the Cu(II) loaded CuWRAM

and Dowex resins are shown in Figure 3.2. In each case, the samples were loaded

with increasing amounts of copper (0.1, 1 and 10 mg g-1 of the resin support using a

CuSO4 solution). For clarity and comparison purposes, the EPR spectra shown in

Figure 3.2 are normalised to the same intensity in order to highlight the complexity

and speciation of Cu(II) centres present. The spectra are noticeably broadened,

with reduced resolution at higher copper loadings, as expected due to spin-spin

broadening. Despite the presence of the chelating N-donor ligands (namely BPA
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and PA), the 14N super-hyperfine splittings are all but obscured from the powder

EPR spectra, making the characterisation of the contributing Cu(II) complexes

more difficult.

Nevertheless, in all cases, a clear speciation of Cu(II) environments is evident

in the spectra. This indicates that the Cu(II) ions exist in different coordination

environments when anchored onto the resin support, contrary to the assumed

uptake mechanism reported in the literature.[12, 14] This agrees well with the

partial protonation equilibria expected at low pH, owing to competition between

H2SO4/CuSO4 as a function of acid dissociation equilibria and operational pH.

Subtle changes in the coordination environment as a function of pH have been

suggested based on DFT studies,[18] and less favourable intermolecular ligand site

coordinations, relative to the kinetic effect of chelation, are likely to become more

important at the lower limits of the operational pH’s. CuWRAM also possesses

alternative potential donor sites in the support matrices, in the form of primary and

secondary amines. However, these would be expected to be insignificant compared

to the stronger bi/tri-dentate coordination from the abundant PA N-donor chelator

groups. It should also be noted that partial protonation of the donor sites under the

low pH conditions (as used in the extraction experiments) coupled with additional

outer-sphere coordination, may cause considerable change to the spin Hamiltonian

parameters and the perceived Cu(II) speciation.

Clearly, deconvolution of the EPR spectra (Figure 3.1) is necessary in order

Figure 3.2: X-band CW EPR spectra (120 K) of A) CuWRAM and B) Dowex M4195 powders
with copper loadings of: a) 0.1, b) 1 and c) 10 mg/g of the polystyrene or silica resin.
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to confidently identify the individual Cu(II)-ligand environments present on the

loaded resins. Therefore, in order to determine the distinct coordination centres

present on these resins, a series of [CuII(PA)x ] and [CuII(BPA)x ] model complexes

were prepared in aqueous solution by varying the ratio of Cu(II) ions to PA or BPA

ligands. Analysis of the individual EPR spectra for the individual [CuII(PA)x ]

and [CuII(BPA)x ] complexes formed, should then enable one to de-convolute the

spectra of the loaded samples (Figure 3.2).

3.2.2 X-band EPR analysis of [CuII(PA)x ] and [CuII(BPA)x ]

model complexes

The experimental X-band CW EPR spectra of aqueous solutions of CuSO4 titrated

with increasing concentrations of the tridentate di(2-picolylamine) chelator (BPA)

are shown in Figure 3.3. Throughout the experiments, glycerol was added as the

glassing agent to the aqueous solution in order to produce a good polycrystalline

EPR spectrum. Only the Cu:BPA ratios of 1:0.1, 1:1 and 1:2 are shown in Figure

3.3a-c. A more complete series of spectra showing the Cu:BPA ratios of 1:0.1,

1:05, 1:1, 1:2, 1:5, 1:10, 1:50 are shown in Appendix 2, from which it is clear that

no changes occur in the EPR spectra for Cu:BPA ratios higher than 1:2.

In all cases, well defined EPR spectra characterised by axial symmetry can

be observed (Figure 3.3 a-c). At sub-stoichiometric ratios of Cu:BPA (1:0.1),

the spectrum is largely dominated by a single Cu(II) Species, consistent with

the presence of the expected and well reported pseudo-octahedral [CuII(H2O)6]

complex (Figure 3.3a).[19] A field-dependent strain effect is evident in the parallel

hyperfine pattern, manifested as a progressive broadening of the peaks from the low

field mI=-3/2 to high field mI=+3/2 transitions. This effect is readily simulated

using a correlated g- and A-strain, arising from the distribution of g/A values

associated with weakly perturbed micro-environments in the sample.[20] Hereafter

this fully hydrated Cu(II) centre will be referred to as Species 1.

At higher Cu:BPA ratios (1:1), a change occurs in the EPR spectrum (Fig-

ure 3.3b) due to the emergence of a second Cu(II) signal. This new signal can

be easily assigned to a heteroleptic Cu(II) complex bearing a single coordinating

BPA unit (i.e., [CuII(BPA)(H2O)m)], resulting from the ligation of one tri-dentate

BPA ligand to the Cu(II) centre and thereby reducing the g‖/A‖ values relative

to [CuII(H2O)6]. Hereafter this second [CuII(BPA)(H2O)m ] centre will be referred

to as Species 2 (see Figure 3.5). At the stoichiometric Cu:BPA ratio of 1:1, an

equilibrium exists since both Species 1 and 2 are present in the frozen solution,
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Figure 3.3: X-band CW EPR spectra (120 K) of Cu:BPA ratios of: a) 1:0.1, b) 1:1 and c)
1:2, recorded in a water:glycerol mixture (3:2). For comparison, the CW EPR spectra of the
Cu-loaded Dowex samples bearing 1 mg/g copper loading (Dowex Figure 3.2, b) is shown in d).
Experimental = black trace, simulated = red trace.

Figure 3.4: X-band CW EPR spectra (120 K) of Cu:PA ratios of: a) 1:1, b) 1:2 and c) 1:50,
recorded in a water:glycerol mixture (3:2). For comparison, the CW EPR spectra of the Cu-
loaded CuWRAM samples bearing 1 mg/g copper loading (CuWRAM Figure 3.2, b) is shown
in d). Experimental = black trace, simulated = red trace
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as evident in the EPR spectrum (Figure 3.3b). Finally, for any Cu:BPA ratios

higher than 1:2, a third signal becomes apparent in the spectrum (Figure 3.3c).

This EPR signal has g and CuA values which are distinctly different from those of

Species 1 and 2 and therefore can be assigned to the homoleptic Cu(II) complex

(Species 3) bearing two coordinating BPA ligands (i.e., [CuII(BPA)2]). The ob-

served behaviour of this Cu(II) speciation in solution also agrees with the UV-Vis.

titration data vide supra. The experimental spin Hamiltonian parameters for each

Species 1-3, as determined by simulations of the EPR spectra, and by comparison

with DFT derived values for the Cu(II) complexes, are given in Table 4.2. The

geometry optimisation calculations were performed by Johnson Matthey, which

were used as a starting point for the calculation of spin Hamiltonian parameters

using ORCA.The corresponding rotations to coordinate frames for the g and A

tensors, derived from DFT and via simulation, can be found in Appendix 2.

To aid discussion of the reported g‖/A‖ values, a Peisach-Blumberg plot has

been provided for reference to their correlation (Figure 3.6). The spin Hamiltonian

parameters of [CuII(H2O)6] (Species 1) listed in Table 4.2 are entirely consistent

with those widely reported in the literature.[19] For Species 2, the observed g and
CuA values are also consistent with a Cu(II) ion bearing a tri-dentate 3N-type

ligand.[21] Substitution of the H2O ligands for strongly coordinating, electron-

rich nitrogen atoms, is responsible for the expected decrease in the g‖/A‖ values,

and these values are typical for square-based pyramidal Cu(II) geometry.[21] The

Figure 3.5: Structures of the proposed [CuII(PA)x (H2O)y ] and [CuII(BPA)x (H2O)y ] model
complexes.
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Species gx gy gz |Ax| |Ay| |Az| λmax

1 Exp 2.094 2.072 2.418 N.R. N.R. 413 710

DFT 2.099 2.126 2.303 121 192 -484

2 Exp 2.062 2.065 2.262 46 70 556 610

DFT 2.049 2.075 2.204 -36 55 -557

3 Exp 2.046 2.072 2.243 30 42 535 710(890)

DFT 2.060 2.062 2.204 30 43 -542

4 Exp 2.061 2.071 2.303 23 45 530 690

DFT 2.046 2.054 2.170 -44 -70 -692

5 Exp 2.050 2.058 2.229 34 62 593 590

DFT 2.040 2.052 2.153 -18 -66 -603

6 Exp 2.038 2.038 2.213 55 55 436 590

A Exp 2.038 2.038 2.213 55 55 436 -

B Exp 2.050 2.050 2.220 45 45 410 -

Table 3.1: Experimental and calculated g and CuA spin Hamiltonian parameters for
[CuII(BPA)x ] and [CuII(PA)x ] complexes. N.B. All |Ai| values reported in MHz; gi ±0.003,
|Ax,y| ± 10 |Az| ± 3; Ax and Ay hyperfine components were not-resolved and therefore are esti-
mated. λmax reported in nm; ±5nm. N.R. = not resolved.

Species g frame /rad CuA frame /rad

α β γ α β γ

1 Exp -1.60 1.54 2.96 1.63 1.58 -1.55

DFT -1.58 1.55 2.98 1.68 1.55 -1.55

2 Exp -2.22 1.13 2.00 0.99 1.96 1.82

DFT -1.79 1.18 2.04 0.48 1.97 1.79

3 Exp -2.04 1.84 2.13 1.15 1.36 1.86

DFT -1.88 1.02 2.13 0.15 2.12 1.88

4 Exp -1.45 1.25 2.12 -1.42 1.19 1.46

DFT -1.47 2.19 2.12 -0.78 0.97 1.46

5 Exp -0.57 2.70 -2.09 -0.57 2.70 -2.09

DFT -1.07 2.50 2.28 0.86 2.51 -2.09

Table 3.2: Reference coordinate axes frames for g and A tensors, extracted from the EPR
simulations and DFT calculations for the spectra of CuSO4:PA and CuSO4:BPA complexes.

75



rather large A‖ values for Species 2 may indicate the inner-sphere coordination

of a sulfate counter-ion, as previously suggested, which would have a small effect

in g‖, but a marked increase in CuA‖.[19] The g‖/A‖ values of the co-ordinatively

saturated [CuII(BPA)2] complex (Species 3) are only slightly lower than those for

Species 2 (Table 4.2). However, this Species has been reported to exist in both

pseudo-octahedral and square-based pyramidal geometries, the latter associated

with a non-coordinating pyridyl nitrogen (see Scheme A, Appendix 2, for proposed

structure).[22] Nevertheless, the reported CuA‖ values suggest the environment is

closer to pseudo-octahedral geometry with a 4N-equatorial donor set.[21]

The above series of ligand titration experiments performed for the [CuII(BPA)x ]

complexes were then repeated using the 2-picolylamine (PA) ligands. The resulting

X-band CW EPR spectra for the resulting [CuII(PA)x (H2O)m ] complexes formed

by increasing the Cu:PA ratios are shown in Figure 3.4a-c. The more complete

series of spectra showing the Cu:PA ratios of 1:0.1, 1:05, 1:1, 1:2, 1:5, 1:10, 1:50 are

given in Appendix 2. Once again, all the EPR spectra reveal an axial environment

at this operating frequency (X-band). At the lowest Cu:PA ratio studied here

(1:0.1), the presence of the fully hydrated Cu(II) centre (Species 1) is clearly visi-

ble (shown in Appendix 2). At the stoichiometric Cu:PA ratio of 1:1, two Cu(II)

centres are visible in the spectrum (Figure 3.4a) arising from a mix of Species 1 and

an additional new centre hereafter labelled Species 4. We assign this latter Species

4 to the heteroleptic complex [CuII(PA)(H2O)m ] arising from coordination of one

Figure 3.6: Peisach-Blumberg plot of the identified solution complexes.
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PA ligand to Cu(II). At slightly higher ratios (1:2), another Cu(II) centre can be

readily identified in the spectrum (Figure 3.4b), labelled Species 5. This Species

can be easily assigned to the bis-adduct complex [CuII(PA)2(H2O)m ]formed by two

PA ligands binding to the Cu(II) ion. A partly resolved 14N super-hyperfine pat-

tern is also evident in the perpendicular region of the spectrum, indicating nitrogen

coordination, but lacking sufficient resolution to extract the number of coordinated
14N nuclei (Figure 3.4b). At the highest Cu:PA ratios studied here (1:50), an ad-

ditional signal is just apparent in the EPR spectrum (low intensity), most notably

on the low field side of the mI=+3/2 transition (Figure 3.4c). We assign this to

the formation of the tris-adduct complex [CuII(PA)3] (Species 6), comparable to

the isostructural [Ni(PA)3]2+ complex and observed for other first row transition

metals.[23] However, it should be noted that the bis-adduct [CuII(PA)2(H2O)m ]

complex remains the more abundant Species even at these higher ratios (Figure

3.4c). Therefore, extraction of the exact spin Hamiltonian parameters for Species

6 is difficult owing to the overlapping features from Species 4 and 5, so only ap-

proximate values are given in Table 4.2. Furthermore, in support of these EPR

findings, complimentary UV-Vis. measurements also indicate the presence of a

third metal-ligand Species at high ligand ratios.

The spin Hamiltonian parameters obtained by simulation of the experimental

spectra for Species 4, 5 and 6 (assigned to [CuII(PA)](H2O)m , [CuII(PA)2(H2O)m ]

and [CuII(PA)3]) are listed in Table 4.2. Similar to the BPA adducts, the PA

adducts can be easily distinguished based on the decreasing g‖ and CuA‖ values

(relative to the hydrated [CuII(H2O)6] complex) indicating an increasing degree of

covelancy due to the strong interactions of the Cu(II) ion with the neutral, nitrogen

donor sites on the PA ligands. In particular, the g‖ and CuA‖ values for Species 4

and 5 are indicative of a square-planar geometry, with PA ligands coordinating in

the equatorial plane.[21] The slightly higher value of g‖ for Species 4 is likely due to

the asymmetric bonding interactions in the equatorial plane, due to the incomplete

coordination sphere. The assignment of the largely square planar geometry, despite

the high value for g‖, is also supported by the progressively blue-shifted d-d band

transitions observed with increasing ligand ratios in UV-Vis. titrations reported

vide infra. Finally, the spin Hamiltonian parameters for Species 6 are consistent

with a pseudo-octahedral geometry, generally unfavoured by Cu(II) due to its

tendency to coordinate weakly in the axial positions. However, the decrease in

magnitude of CuA‖ and the increase in g‖, compared to Species 5, is consistent

with the lower spin delocalisation in the equatorial plane due to interactions in

the axial positions. The proposed structures for Species 4-6 are shown in Figure
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??.

3.2.3 UV-vis of metal titration with ligand

A similar experiment to that described above for the model Cu(II) complexes

using EPR was repeated using UV-vis spectroscopy. These measurements were

performed by Johnson Matthey. Initially, the CuSO4 solution (0.01 M) was titrated

with an increasing volume of a PA solution (0.1 M). As the PA is added, at 1

equivalent, a rapid change occurs in the spectrum with the appearance of a band

at 710 nm. From two equivalents of ligand, the band shifts to 690 nm. The ligand

itself shows no absorption above 500 nm (Figure 3.7)

Closer analysis of the data in Figure 3.7 shows that the titration can be broken

down into at least two distinct processes (with associated isosbestic points) that

occur from 0 to 1 equivalent and 1 to 2 equivalent of added ligand (see Appendix

2). The UV-vis data was then modelled to understand the underlying processes. A

two-step model (i.e., Cu+L→CuL; CuL+L→CuL2) was first used to process the

titration data, but the fit was poor (see Appendix 2). Hence a three-step model,

which included a third step (including formation of CuL3), was used and a much

better fit was obtained. The absorption spectra for the third species (i.e., CuPA3)

was predicted to be very similar to the CuL2 species (i.e., CuPA2) in the 590 nm

region with an additional shoulder at 890 nm. The log K values (Table 3.3) reveal

that the formation of CuPA and CuPA2 are more favourable compared to formation

of CuPA3, in agreement with the EPR data where the species were identified at

low ratios. The titration was also carried out in reverse, whereby a Cu(II) solution

Figure 3.7: UV-vis spectra of a CuSO4 solution bearing an increasing concentration of PA
ligand.
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was added to the PA solution, with a similar trend and observations obtained. The

stability of the Cu(II) complexes in acidic environments was also tested. When a

solution bearing a Cu:PA ratio of 1:2.25 was titrated with H2SO4, a clear change

in chelation from CuPA2 to Cu(H2O)6 was evident in the UV-vis spectra (see

Appendix 2). As the pH decreased below 4, the CuPA2 Species rapidly diminished

in intensity until at pH=2 no signal from this complex was detected. Similarly, the

CuPA Species also diminished from pH=2.5 until at ca. pH=1 there is virtually no

detectable chelated Cu(II) with the UV-vis spectra matching that of the CuSO4

solution (Appendix 2). When a similar titration was carried out with the Cu:BPA

complexes, the CuBPA2 Species was found to gradually decreasfe in concentration

with increasing pH. However, in this case, the CuBPA complex remains stable even

up to pH=0.8 and can still be observed in the spectra at pH=0.5. This indicates

that the BPA ligand forms an extremely stable complex with the Cu(II) ions which

then cannot be easily displaced in acidic media (i.e., via protonation of the amine

nitrogen) whereas the Cu:PA complex is disrupted around pH=2, likely caused by

the protonated amine ligand-copper complex being less favorable (i.e., the proton

more favorably interacts with the ligand than Cu(II)).

A similar UV-vis study was performed for the titration of CuSO4 with the

BPA ligand. As with the PA addition, the titration was carried out by titrating a

copper sulfate solution (10 mL, 0.01 M) with a solution of BPA (0.1 M). Initially,

a two-step reaction model was used where the copper and ligand solution spectra

were fixed, which resulted in a very poor fit. The model was adjusted with a

fixed copper solution spectra and an unknown ligand spectra (Appendix 2, Figure

S12). This gave an improved but still relatively poor fit with a similar issue to

that previously indicated; whereby, a negative peak was required in the ligand

spectra to fit at high ligand excess (at low wavelengths). The corresponding UV-

Vis. spectra have been omitted due to the poor modelling. Nevertheless, the log K

values indicate a favourable formation of Cu(BPA), and CuBPA2, in comparison

to the values derived from the PA titrations.

Step Log K Error
Cu + PA→CuPA 7.853 0.067
CuPA + PA→CuPA2 5.725 0.062
CuPA2 + PA→CuPA3 1.510 0.012
Cu + BPA→CuBPA 6.942 0.132
CuBPA + BPA→CuBPA2 4.156 0.070

Table 3.3: Log K values obtained by UV-vis for the Cu(II)-BPA and -PA speciation study.
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3.2.4 Assignment of Cu(II) Species on loaded resins

Once the model Cu(II) Species were characterised by EPR, and confirmed by UV-

Vis. analysis and deconvolution of the experimental CuWRAM and Dowex EPR

spectra (Figure 3.2) becomes more straight forward. The first point to note, is

that there is no evidence for the hydrated [CuII(H2O)6] complex (Species 1) in

these spectra (Figure 3.3 and 3.4). This is not unexpected, particularly owing to

the relatively hydrophobic framework on which the chelating groups are anchored.

In the Dowex case, Species 2 and 3 can be identified by simulation of the

experimental spectrum (Figure 3.2d), although the poor resolution of the spec-

trum prevents an accurate quantitative estimate of the relative abundance of each

Species. However, despite the identification of Species 2 and 3 in the EPR spec-

trum of the Cu loaded Dowex sample, an unidentified EPR signal remains. This

is highlighted as Species A in Figure 3.3. An estimate of the spin Hamiltonian

parameters for this unidentified Cu(II) centre (hereafter labelled Species A) are

listed in Table 4.2. The g‖ and A‖ values of 2.21 and 436 MHz respectively,

suggests a tetragonally perturbed square planar complex,[21] which would be con-

sistent with a highly distorted, weakly bound environment that may arise due to

the protonation equilibria of the ligand, or more likely an intermolecular coor-

dination mode by neighbouring BPA ligands (Figure 3.1). In other words, two

BPA ligands may interact with the Cu(II) ion, but involving different numbers of

coordinating N-nuclei. Hence we assign this to a more weakly coordinating inter-

molecular [CuII(BPA)x (BPA)y(H2O)m ] complex, as opposed to the intramolecular

[CuII(BPA)](H2O)m and [CuII(BPA)2] complexes (Species 2 and 3). The presence

of the coordinated water is evidenced from the dehydration studies vide infra.

For the CuWRAM sample, the experimental EPR spectrum (Figure 3.4d) could

be simulated and deconvoluted knowing the spin Hamiltonian parameters for the

model complexes Species 4-6. It is evident from the simulations that the spectrum

is dominated by signals assigned to the bis- and tris-adducts (Species 5 and 6),

with no evidence for any substantial contributions coming from [CuII(H2O)6] or

[CuII(PA)](H2O)m complexes (Species 1 and 4). Similar to the Dowex case, an

additional unassigned signal, not characterised by the g/CuA values of the model

complexes (Species 4-6), can be seen in the spectrum (labelled B in Figure 3.4d).

An estimate of the spin Hamiltonian parameters for this Species are given in

Table 4.2 (labelled Species B). Once again, the g‖ and A‖ values of 2.22 and 410

MHz are similar to that observed on the Dowex sample, and this Species can also

be assigned either to coordination to the PA ligands with partially protonated
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chelating sites, dependent on pH and equilibrium acidities, or the different degrees

of intermolecular N-coordination by neighbouring PA. In solution, one, two or three

bi-dentate PA ligands coordinate to the Cu(II), but on the CuWRAM sample, it

appears that mono- and bi-dentate coordination is possible (not reproduced in

the model solution phase experiments). The geometry optimised structures for

Species 2, 3, 4, 5 identified in the resin spectra for Dowex and CuWRAM are

given in Figure 3.8.

3.2.5 Dehydration / Rehydration studies

According to the above findings, the loaded Cu(II) resins contain [CuII(PA)x ] and

[CuII(BPA)x ] complexes, with intra- and inter-molecular coordination of the lig-

ands anchored to the resins and likely bearing coordinated water molecules within

the complex. To explore the latter point further, the resin samples were subjected

to a series of dehydration and rehydration experiments. For CuWRAM, the sam-

ple was dried over silica gel for several hours and subsequently re-hydrated in a

controlled atmosphere for several hours. The resulting EPR spectra are shown

in Figure 3.9. Clear differences can be observed between the hydrated and de-

hydrated spectra, and the results were found to be completely reversible. This

procedure was repeated several times, to ensure the observed reversibility was not

associated with any changes in the polymer structure (e.g. framework degradation

or shrink-swell changes) and instead are indeed associated with the loss of water.

It is clear that only the signal assigned to Species B on the CuWRAM sample is

affected, which suggests that this intermolecular [CuII(PA)x (PA)y(H2O)n ] complex

bears strongly coordinated H2O molecules in the inner sphere.

The EPR spectrum of the resulting dried sample (Figure 3.9b) is broadened,

but contained observable signals associated with Species 5 ([CuII(PA)2]) and 6

([CuII(PA)3]). Because the spin Hamiltonian parameters for these Species did not

change upon drying, it suggests any coordinated water is only weakly bound and

does not affect the EPR signals. Following dehydration of Species B,

[CuII(PA)x (PA)y(H2O)n ], the spin Hamiltonian parameters of the resulting

[CuII(PA)x (PA)y ] must bear close resemblance to those of Species 5 and 6, since

no new features were observed in the spectrum and the overall integrated Cu(II)

signal intensity did not change. It is unlikely that the dehydrated [CuII(PA)x (PA)y ]

rearranges into Species 5 or 6, since upon rehydration, the signal from Species

B reappears, indicating a reversible [CuII(PA)x (PA)y(H2O)n ]↔ [CuII(PA)x (PA)y ]

process, and the more co-ordinatively saturated Species 5 and 6 will not be so
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Figure 3.8: Geometry optimised structures of homoleptic and heteroleptic complexes, Clockwise
from top left: 2, 3, 4, 5; identified as coordination modes within the CuWRAM (2, 3) and Dowex
M4195 (4, 5) resins, respectively. Geometry optimisation calculations were performed by Johnson
Matthey.

influenced by the hydration level. The above experiments were also repeated for

the Dowex sample, wherein a similar Species A signal was identified in the EPR

spectrum. The resulting dehydration / rehydration spectra are shown in Appendix

2. It should be noted, that in this case, it proved more difficult to dehydrate

the sample and gentle thermal-evacuation was required to elicit a change in the

spectra. Although the changes in the spectra were less pronounced compared to

the CuWRAM sample (Figure 3.9), nevertheless an analogous reversible behaviour

was once again identified, suggesting that Species A in the Dowex sample can

also be assigned to a Cu(II) complex bearing coordinated water molecules, i.e.,

[CuII(BPA)x (BPA)y(H2O)n ]↔ [CuII(BPA)x (BPA)y ].

3.2.6 Selective Cu(II) unloading studies

Typically, the adsorbed Cu(II) ions that are collected by the resins during the

elution cycle, are subsequently released by washing with concentrated acid (1-2 M

H2SO4) which protonate the nitrogen sites. Acid washing of the Dowex resin is

insufficient to remove all of the Cu(II) ions and in such cases the sample requires

washing with a concentrated ammonia solution (1-2 M NH4OH) to fully release
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Figure 3.9: X-band CW EPR spectra (120 K) of the loaded CuWRAM sample (1 mg/g loaded
resin) undergoing repeated dehydration – rehydration treatments: a) hydrated material, b) de-
hydrated material.

the metal. We therefore undertook a series of elution experiments using increasing

concentrations of acid (or base) to explore any variation in binding strength, as

monitored by changes in the EPR spectra. The resulting EPR spectra for the

loaded CuWRAM sample before and after washing with increasing concentrations

of H2SO4 are shown in Figure 3.10. The overall EPR signal intensity steadily

decreases as the concentration of acid increases. At the highest concentrations

studied here (2.5 M), virtually all of the Cu(II) ions have been removed from the

sample. However, one striking observation from the spectra is the rapid and im-

mediate loss of Species B from the CuWRAM sample at low H2SO4concentrations.

At 0.5 M H2SO4 concentration, virtually all of Species B has been removed from

the sample (Figure 3.10). At slightly higher concentrations (from 0.5 M to 1.5 M),

the EPR spectra are reminiscent of the signals identified in the dehydrated sam-

ple (Figure 3.9b), and indicate that only the bis-adduct Species 5 and tris-adduct

Species 6 remain. At 1.5 M H2SO4 concentration, a small shoulder emerges on one

of the parallel hyperfine lines (labelled with a blue box in Figure 3.10, low field

mI=+1/2 transition at 312 mT) and based on the simulation, it appears that this

feature is associated with Species 6. This result suggests that, following elution
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Figure 3.10: X-band CW EPR spectra (120 K) of the loaded CuWRAM and Dowex M4195
samples (1 mg g-1 loaded resins), after washing with increasing concentrations of H2SO4: 0.05
M, 0.1 M, 0.5 M, 1 M, 1.5 M, 2 M, 2.5 M.

Figure 3.11: Copper capacity of CuWRAM, measured using 0.4 w/v% resin, and Dowex®
M4195 measured using 0.2 w/v%. Initial solution of 500 ppm copper, pH adjusted using
H2SO4. Error in equilibrium capacity measurements ±2 mg g-1; Error in pH measurements
±0.01; R2(CuWRAM) = 0.980; R2(Dowex® M4195) = 0.978.
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of the more labile Species B, the bis-adduct is then preferentially removed before

the more highly coordinatively saturated tris-adduct Species 6 (although the res-

olution of the spectra were insufficient to accurately quantify this observation).

Nevertheless, this observation would be a reasonable expectation associated with

the Cu(II) speciation present on these sample and these results also fit with the

assigned coordinations from solution measurements and UV-Vis data vide infra.

A similar series of experiments were performed by washing the Dowex sam-

ple with increasing concentrations of H2SO4. The resulting spectra are shown

in Appendix 2. The results are very similar to the above findings observed for

the CuWRAM sample. In particular, Species A was selectively and preferentially

removed at the lower acid concentrations, whilst the appearance of a small shoul-

der at 312 mT (assigned to the fully coordinated Species 3) relative to the signal

from Species 2 at higher concentrations, suggests that the heteroleptic complex 2

is eluted before the homoleptic complex 3. It should be noted, that even at the

highest concentrations of acid used (2.5 M) residual Cu(II) ions remain attached

to the resin (Appendix 2), in agreement with reported kinetics measurements on

Dowex relative to CuWRAM.[3] This clearly indicates that protonation of the

BPA chelate binding sites is insufficient to release Species 2 and 3 from the resin.

Therefore, the Cu loaded resin samples were washed with an aqueous ammonia

solution of increasing concentrations (0.05 – 2.5 M) and the resulting spectra are

shown in Appendix 2. An identical trend to that observed above with acid washing

was found in the ammonia washed samples, with the residual signal visible at 2.5

M NH4OH(aq.) concentration having parameters typical of Species 3.

Equilibrium batch uptake measurements were carried out to determine the

equilibrium Cu(II) capacity at varying pH. The resulting capacity data is shown

in Figure 3.11. It is clear from the data, that the silica based CuWRAM material

has a much lower capacity than the polymeric Dowex material, as expected. The

Cu(II) capacity profile for the two resins is also different. The CuWRAM sample

shows a rapid reduction in capacity as the pH is reduced below 2, with only 6 mg

g-1 capacity at pH=0.5 which is 28% of the capacity at pH=2. Below pH=0.5, the

capacity rapidly decreases to zero, similar to the EPR data which revealed a facile

loss in the Cu(II) signal as the acid concentration increased (Figure 3.10), and

confirms the ready elution of copper from these materials. The Dowex material on

the other hand, does not show such a rapid reduction in capacity with a capacity

of 68 mg g-1 achieved at pH=0.5 which is still 75% of the material capacity at

pH=2. This result also confirms the earlier EPR observations on the difficulty of

removing all the Cu(II) signal even at high acid concentrations.
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3.3 Conclusions

CERs are currently an expensive, but efficient technology for metal uptake, with

applications across a wide range of industrial, military, agricultural and waste

disposal processes. A detailed understanding of local coordination sites and their

interaction is critical in the understanding of functional properties and kinetics.

Several typical transition metal impurities found in effluents are paramagnetic, and

serve as native spin probes that can directly identify the nature and distribution of

bound sites within the resins. EPR spectroscopy (and related hyperfine techniques)

is therefore the ideal tool in their characterisation. Selective detection of metal

Species, similar in electronic structure, is challenging with other spectroscopic

techniques and therefore a direct relationship between binding distribution, local

structure, and uptake/ removal kinetics can be identified. Similarly, a detailed

understanding of structural properties, synthetic processes and their effects on

binding capacities/ affinities under different operating conditions can be achieved.

A combined CW EPR, DFT and UV-vis study of local metal binding environ-

ments in the Dowex® and CuWRAM® resins, for Cu extraction from aqueous

media was undertaken to provide a better understanding of previously reported

uptake kinetics and operational properties. Three distinct binding environments

(Species 2, 3 and A) were identified from the complex EPR spectrum of the “as

received” Dowex® resin and a further three environments (Species 5, 6 and B)

were identified in the CuWRAM® case. Comparison to model complexes in solu-

tion, containing the ‘free ligand’ Species, aided the characterisation of two Species

out of three in each case.

An unknown Species was observed in each of the chelating exchange resins

(Species A, B), which were not observed in solution and which were proposed to

be based on weakly bound, inter-molecular type coordinations to the resin frame-

works. The binding behaviour of the indicated Species was monitored during dehy-

dration studies and elution with H2SO4 / NH4OH, to better understand the nature

and relative binding affinities of Cu Species adsorbed onto the surface. The EPR

signals associated with unknown Species and the heteroleptic complexes (Species

A and 2, and Species B and 6, respectively) were observed to diminish with de-

hydration of the resin, indicating the presence of water within the coordination

sphere which may act to ‘block’ donor atoms. Selective unloading studies con-

firmed that the unknown Species, A and B, are weakly bound, and are first to be

removed from the resin framework upon elution. A mixture of remaining Species

are indicated in the intermediate eluent concentration ranges as non-regular line
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shapes in the parallel hyperfine region of the EPR spectra. The EPR investiga-

tions were supported by UV-vis measurements to determine equilibrium Cu(II)

capacity versus pH, and estimated equilibrium formation constants for respective

uptake mechanisms.

The characterisation of A and B remains challenging due to their nature and

isolation; The distorted, intermolecular environment cannot be modelled in solu-

tion; and similarly cannot be easily isolated on the resin framework due to their

relative binding affinity. Differences in anisotropic g and A tensors are relatively

small Theoretical calculations are also challenging to define without further infor-

mation about their local structure. These respective Species could be associated

to either partially occupied or protonated chelating sites, by ionic association of

lighter elements or covalent interactions with transition metal ions. Additionally,

defective groups present on the resin structure may also be considered. It is clear

that association of these distorted complexes is influenced by the occupied capacity

of the resin pores.

In conclusion, EPR spectroscopy provides a direct, selective and sensitive

method of probing magnetic structure in solid-state materials. IERs and CERs

represent an important class of separation and catalytic technologies with appli-

cation in several industries. This study represents an extensive and systematic

characterisation of commercial materials of value for process control and materials

development.
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3.4 Experimental

Materials: Dowex® M4195, CuSO4, and the free ligands 2-picolylamine (PA) and

di-(2-picolylamine) (BPA) were sourced from Sigma-Aldrich. Silica gel, glycerol,

H2SO4, and NH4OH (Reagent grade) were also purchased from Sigma-Aldrich, and

used without further purification. CuWRAM® was supplied by Johnson Matthey.

Loading procedure: The copper loading procedure was performed on the resins

Dowex® M4195 and CuWRAM® after an initial wash with water, followed by

drying overnight in an oven at 70◦C. A solution of CuSO4 in water, of appropriate

concentration for metal loadings (25 ppm, 40 mL g-1(resin) for 1 mg g-1 loading)

were prepared and placed in a centrifuge tube with the appropriate mass of resin

material. The slurry was mixed overnight, using a roller mixer, before collection

under reduced pressure. The solid was rinsed with copious amounts of water, to

yield the loaded, hydrated CuWRAM® and Dowex® samples. Excess water was

removed on filter paper, and the samples were used, without further treatment,

for EPR measurements. Accurate copper contents were measured by digestion

analysis, and were determined to be within 10% of the target loading.

Preparation of model complexes: Stock solutions of CuSO4 (80 mM), and the

free ligands 2-picolylamine (hereafter abbreviated as PA) and di(2-picolylamine)

(hereafter abbreviated as BPA) (4 M) were prepared in water. 1 mL samples of

the Cu:PA and Cu:BPA complexes were prepared by mixing the 80 mM CuSO4

solution (0.25 mL), with the appropriate volume of 4 M PA or BPA ligand solu-

tions and diluted with water to achieve the desired molar ratios (Cu:L; L = PA,

BPA) 1:0.1; 1:0.5; 1:1; 1:2; 1:5; 1:10; 1:50. The volume was made up with water,

and glycerol (40% v/v), to achieve the desired concentration (20 mM CuSO4).

The mixtures were stirred for 30 minutes, and sonicated for 10 minutes to ensure

homogeneity in the water-glycerol system for freezing. Prior to measurement, 0.2

mL samples were loaded into an EPR tube and flash-frozen in liquid nitrogen.

Drying/ rehydration treatment: The drying process for CuWRAM® was

performed by placing the sample in a desiccator under ambient pressure for a pe-

riod of 7 days, using silica gel as the desiccant. The rehydration was performed by

placing the dried sample in a desiccator (without desiccant) with a vial of water to

generate a humid environment. The sample was left for 7 days prior to measure-

ment. For the Dowex® resin, desiccation was observed to have little change on the
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resultant EPR spectrum. Instead, the sample was subjected to gentle evacuation

on a Schlenk line, at room temperature, for a period of 2 hours. The rehydration

process was the same as described for the CuWRAM® sample. The degree of

hydration was checked using EPR data (this work), and comparison with the “as

received” samples.

Selective unloading study: Stock solutions of the H2SO4 and NH4OH elu-

ents were prepared at varying concentrations, as required for the study (0.05 M;

0.1 M; 0.5 M; 1 M; 1.5 M; 2 M; 2.5 M). Samples of the respective resins (0.05 g)

were weighed out and washed in a Büchner funnel with the chosen concentration

of H2SO4 or NH4OH (20 mL). Finally, the samples were washed with water and

collected ready for EPR measurement.

CW EPR spectroscopy: The X-band (9 GHz) CW-EPR spectra were recorded

at 140 K on a Bruker EMX spectrometer operating at 100 kHz field modulation,

10 mW microwave power using an ER 4119HS cavity. Spectral simulations were

performed using the EasySpin toolbox[24] in MATLAB, developed at ETH Zürich.

UV titration experiments: Stock solutions of H2SO4, CuSO4, picolylamine

and bis-picolylamine were made up in deionized water. An initial solution (20

mL) was measured in a 50 mL tube and varying aliquots of titrant solution were

added. After mixing for 5 mins, an aliquot was taken to record the UV-vis spectra

on a Cary 5000 UV-vis-NIR spectrometer, between 300-1200 nm at 5 nm inter-

vals, and the pH was recorded of the solution. The spectra were processed using

ReactLabTM Equilibria (JPlus Consulting Limited).

Equilibrium uptake experiments: Batch testing was carried out to determine

the equilibrium adsorption capacity of the resins under varying pH. CuWRAM®

or Dowex® resins were measured into a centrifuge tube to which 35 mL of CuSO4

solution added; to this de-ionized water and H2SO4 was added (total 5 mL). After

18 h, a sample of solution was removed for analysis by ICP-OES and the pH of

the remaining solution was measured. The metal concentration of the blank (un-

treated) sample was compared against the concentration of the treated sample to

calculate the amount of metal adsorbed.

Computations: Geometries were optimised using GAMESS-US (Version 5 Dec

2014, R1)[25] at the DFT level of theory, in conjunction with the B3LYP functional[26–
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29] (including the D3 empirical dispersion correction[30]), the Def2-SVP basis

set,[31] and the aqueous SMD[32] implicit solvation model. Numerical frequencies

were performed at the converged geometries to confirm stable energy-minima on

the potential energy surface, as well as to obtain thermodynamic corrections to the

electronic energies. More accurate energies were obtained by performing single-

point energy calculations on the geometries obtained above, using the double-

hybrid DSD-PBEP86 functional,[33, 34] the triple-zeta Def2-TZVP basis set,[31]

and the SMD solvation model.[32] These calculations were performed using ORCA

(Version 3.0.3),[35] implementing the RIJCOSX approximation[36] to speed up

the calculations. The double-hybrid calculations required an additional auxiliary

correlation basis set of triple-zeta quality;[37] additionally, the RIJCOSX approx-

imation required a second Coulomb-fitting auxiliary basis set, also of triple-zeta

quality.[38] Thermodynamic corrections obtained from the lower level of theory

were added to the single-point energies obtained from the double-hybrid calcu-

lations to yield approximate aqueous Gibbs free energies (GH2O). Initial con-

formations of the free picolylamine (PA) and bis-picolylamine (BPA) ligands were

obtained using Open Babel’s[39] genetic algorithm based conformer searching func-

tionality. For each ligand, a maximum of 50 random conformers were generated,

and their energies scored with the MMFF94 force field,[40–44] as implemented in

Open Babel. For each ligand, the lowest energy conformation was used as the

starting point for DFT geometry optimisations.

DFT calculation of EPR parameters: The resulting geometries were used to

estimate EPR parameters in ORCA,[35] using the hybrid PBE039 functional[45]

and basis set of EPRII[46] for light atoms, and the Core Properties all electron basis

set for Cu,[47] with spin-orbit effects accounted for in a mean field approach.[48]
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Chapter 4

An EPR Investigation of Red-Emitting CaS:Eu

Phosphors: Rationalization of Local Electronic

Structure

4.1 Introduction

Rare earth activated phosphors have long been of interest owing to their efficient

luminescent properties and tuneability, making them ideal materials for a vari-

ety of applications including optoelectronics,[1] solid state lighting,[2, 3] persistent

luminescence[4, 5] and scintillation devices.[6–8] Phosphors are luminescent solids

consisting primarily of a host lattice and a photoluminescent activator species, typ-

ically a 3d or 4f metal which is responsible for the functional role of the material.

Commonly used 4f metal activators are lanthanides, including Eu2+/Eu3+, Ce3+,

Tb3+, Gd3+, Yb3+, Dy3+.[9] It is the unique electronic structure of the f-block ele-

ments that is responsible for their desirable catalytic, magnetic and photophysical

properties.

These phosphors can be broadly classified into two groups, based on the desired

electronic transition and emission band width required; namely, broad band 5d→4f

inter-electronic transitions possessing a short radiative lifetime (≈ 1µs) and sharp

emission bands arising from 4f→4f intra-electronic transitions, that are Laporte

forbidden, possessing a longer radiative lifetime (≈ 1ms).[10] The 4f subshell is

relatively insensitive to the local environment, due to the screening of occupied

5s and 5p subshells which reduce the electrostatic potential of the ligand field.

Therefore, the sharp f-f band transitions are usually weakly affected by an external

bias, although the relative intensities can be perturbed significantly. The relative

energy and degeneracy of the 5d orbitals are in contrast significantly influenced

by the crystal field. Consequently, the relative energy between the 4f and 5d

states, and thus the corresponding emissive wavelength, is readily tuned by the

coordination environment.

After the Coulombic and crystal field effects, other important considerations

include dopant concentration, particle size distribution, crystallinity and concen-

tration of defects or impurities within the material which may compete with the

lanthanide activator. As a result, the specific luminescent intensity of the broad

band may be reduced via interaction with these impurities, either by competition

for incident optical absorption, energy transfer processes, or quenching of lumi-
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nescent emission at the desired wavelength.[11, 12] The luminescent efficiency of

phosphors is also highly dependent on the relaxation properties of the activator

during absorption and emission, i.e. the amount of energy lost to the lattice as

heat,[9] which must be minimised to preserve the overall quantum yield.

Eu2+-doped calcium sulphide (labelled hereafter as CaS:Eu) phosphors, have

in particular recently generated considerable interest as solid state light sources for

algae growth, owing to the broad band red emission near λ = 645 nm. Eu is readily

found in the divalent oxidation state due to a half-filled 4f subshell and resulting

stabilisation energy. Over 300 Eu2+ compounds in different host matrices have

been reported to date, where the emission colour of the 5d-4f transition has been

tuned from near ultraviolet to deep red.[11] The CaS host lattice is an indirect band

gap semiconductor with Eg = 4.43 eV possessing a NaCl-type cubic structure.[13]

Eu2+ is thought to substitute into regular octahedral Ca2+ sites, with six S2- anions

coordinated to the centre. Since the ionic radius of Eu2+ is 1.17 Å (compared to

1.00 Å for Ca2+),[14] substitution is not expected to cause a large distortion away

from the high local symmetry environment.

Despite their desirable photoluminescent properties, and appreciable quantum

yields in terms of their broad band emission near 645 nm, commercial CaS:Eu

materials typically have a mean particle size which is too large for application as

a light source, where they are typically incorporated into a film or coating. There-

fore, an alternative synthetic route or appropriate post-synthesis treatment such

as grinding, are necessary to reduce the mean particle size distribution. Clearly,

due to the influence of particle size, morphology, and levels of defects or impurities

on the photoluminescent properties of the material, the synthesis method and any

subsequent treatments require careful consideration, since subtle changes in the

experimental conditions can have a substantial effect on the final functional prop-

erties of the material. A number of studies have reported the presence of various

intrinsic point defects in these alkaline earth sulphides,[12, 15–18] such as S2- va-

cancies, which can act as shallow electron traps (∼0.26 eV) below the conduction

band of CaS.[16] Other S2- vacancies, stabilised by Ca2+ interstitial centres, were

also evidenced by EPR and thermoluminescent measurements.[16] The specific lu-

minescent intensity of the broad band emission near 645 nm may then potentially

be reduced via interaction with these impurities.

Owing to the paramagnetic nature of the photoluminescent species, and also

of the common impurities (Mn2+, Cr3+) and defects (F+-centres) present in the

material, Electron Paramagnetic Resonance (EPR) spectroscopy is a highly versa-

tile and informative method to characterise such materials.[19] The EPR-derived
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spin Hamiltonian parameters of the likely defects and impurities present in the

materials are well known,[12] and can be easily identified to elucidate structural

information on the local environment. Furthermore, transition metals, such as

Mn2+, are highly sensitive to structure and disorder and can therefore be used

as local order probes in the CaS lattice.[15] The magnetic resonance properties

of lanthanides such as Eu2+ are less well known, but their interest and utility is

becoming more apparent.[4] EPR spectroscopy is therefore a useful tool to probe

their identity, characterise their ground state electronic structure, relative concen-

trations, and local coordination environment within the system, and may provide

a meaningful comparison to other characterisation methods.

The aim of this study was to provide a detailed characterisation of the im-

portant photoluminescent species in CaS:Eu phosphors following a series of syn-

thetic steps, and post-synthetic treatments, including grinding and heating, using

variable frequency EPR, XPS and photoluminescence spectroscopy. In the first

instance, a series of doped CaS:Eu samples were characterised using EPR at X-

and W-band frequencies to investigate the ground state electronic structure of the

photoluminescent Eu2+ species, and impurities such as Mn2+ that may be used

as structural probes, via zero field splitting (ZFS) interactions, where lower order

interaction terms for S state ions are not susceptible to their local environment.

In addition to a detailed CW-EPR characterisation, supporting pulsed EPR

relaxation measurements were also performed to probe dynamic properties of the

localised spin states. The effect of post-synthetic treatments was rationalised based

on the variation in magnetic properties. A series of undoped samples were also

characterised to identify the presence of deactivating F+ centre defects, and rad-

icals related to oxidative processes upon treatment. A systematic EPR study of

the cryo-milling treatment on doped CaS:Eu samples, at X-band frequency, was

performed to further investigate the effect of local disorder and oxidative processes

on the photoluminescent Eu2+ species of interest. Finally, comparative XPS and

photoluminescence studies were performed to underpin the primary EPR investi-

gations, supporting findings determining the nature of local Eu2+ sites identified,

and their resultant luminescent properties after various treatments.
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4.2 Results and Discussion

4.2.1 Treatment of the EPR spin Hamiltonian parameters

for Eu2+ and Mn2+

The two isotopically abundant forms of Eu are 151Eu and 153Eu (I = 5/2). They are

present in almost equal quantities and possess significantly different magnetic mo-

ments (µ/µN = 3.4717 and 1.5324 respectively[20]), which has a marked influence

on the magnitude of the isotropic hyperfine component. The ground state elec-

tronic structure of Eu2+, 8S7/2, is paramagnetic and therefore EPR active (S=7/2).

Since Eu2+ has a half-filled 4f subshell, L=0 and therefore in the ground state J

= S. The analysis of the Eu2+ signal can then be treated in terms of an effec-

tive spin-only contribution, so higher level treatment of the spin system is not

necessary to account for the large orbital interaction (i.e., g ∼ ge). Since the 4f

subshell is insensitive to the crystal field environment, the g and hyperfine values

are not expected to vary significantly. On the other hand, Eu3+ has a singlet 7F0

ground state and is therefore EPR silent (J=0) as higher J states are typically well

separated by zero field splitting (ZFS) in non-Kramers (integer spin) systems.[21]

Although the ground state of Eu2+ is 8S7/2, and is therefore insensitive to

crystal field effects, the 4f65d1 configuration of Eu2+ is far more susceptible to

Coulombic and crystal field interactions, due to the d-orbital degeneracy which is

lifted by interaction with the local ligand environment.[22] The first excited 4f65d1

and 4f7 states (6P7/2) are significantly higher in energy and therefore relaxation

back to the ground state is fast and not expected to contribute significantly to

the EPR spectra. The magnitude of the isotropic hyperfine, |Aiso|, is reported to

be approximately 91 and 40 MHz for 151Eu2+ and 153Eu2+ respectively,[12] with

corresponding giso = 1.9913 for both isotopes. The spin Hamiltonian parameters

for Eu2+ and Mn2+ centres observed in the EPR spectra of CaS:Eu2+ samples

reported here were calculated according to a spin Hamiltonian of the form:

Ĥ = gµB ~B·~S + A · ~S · ~I + ĤZFS (4.1)

where g and A are the g and A tensors, µB is the Bohr magneton, ~B is the external

magnetic field and ~S, ~I are the electron and nuclear spin operators, respectively.

The g- and A tensors were to first order assumed to be isotropic due to the cubic

symmetry reasonable for S state ions such as Eu2+.[21] In fact, non-isotropic g

tensor values are rarely observed within experimental error for S ground state
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ions.[23] The ZFS interaction is therefore a much more useful indicator of local

site symmetry. For the other observed centres, not associated with transition or

lanthanide metals, the spin Hamiltonian in equation 4.1 was used in the absence

of the zero-field splitting (ZFS) term.

The line shape of high spin Mn2+ (S=5/2) was indicative of cubic symmetry

fine structure, as has been observed previously,[15] therefore the upper limit for

the magnitude for the ZFS Hamiltonian term was estimated, which was poorly

resolved within the experimentally observed line width. For the high spin sys-

tems (Eu2+, Mn2+) , the ZFS Hamiltonian, ĤZFS, was characterised in terms of

extended Stevens operators of fourth- (S ≥ 2) and sixth-order (S ≥ 3), as de-

scribed by Abragam and Bleaney.[24] The second-order operators, which relate to

the more traditional D and E terms, vanish for cubic symmetry giving a simpler

spin Hamiltonian of the following form, related to a four-fold axis, equation 4.2:

ĤZFS =
b4

60

(
O0

4 + 5O4
4

)
+

b6

1260
(O0

6 − 21O4
6) (4.2)

where Oq
k are the extended spin operators,[24] and bqk are ZFS parameters for

the fourth- and sixth- order terms. The ZFS Hamiltonian for cubic Mn2+ site is

identical to the first part of equation 4.2, considering only the 4th order terms.

The orientation of the principle axes of the higher order ZFS terms, which are

anisotropic and therefore angularly dependent, were assumed to be coincident

with the molecular axes.

For lower symmetry sites bearing high spin systems, the ZFS Hamiltonian also

includes second order (k = 2) terms, relating to two-fold axis symmetry operators

as given in equation 4.3, which are related to the traditional ZFS terms D and E

(equations 4.4 and 4.5):
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(4.3)

D = b0
2 (4.4)

3E = b2
2 (4.5)

Typically, the second-order terms are much larger in magnitude and therefore the

fourth and sixth order terms become less significant. In order to extract and re-

solve all ZFS parameters, it becomes necessary to perform single-crystal studies

as a function of orientation, which has not been reported. The magnitude of the

sixth order terms have thus been neglected in the simulation approach. Moreover,
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the relative sign of the ZFS terms is difficult to determine above 77 K and the pa-

rameters reported are therefore magnitudes rather than absolute values. In most

cases, the traditional inhomogeneous line widths from distributions in g, A or D

were acceptable to characterise line shapes in the spectra. However, for the cubic

Eu2+ and Mn2+ sites, characterisation of line strains in the spectra were expressed

in terms of a homogeneous peak-to-peak linewidth, and a Gaussian distribution

of the b4 terms which are largest in magnitude, since the traditional strains of

g, A or D were inappropriate under the proposed conditions. It is expected that

small perturbations from cubic symmetry would have a dominating effect on the b4

term, unless the distortions were severe enough to reintroduce significant b2 terms,

in which case the cubic ZFS Hamiltonian would also be inappropriate. Since the

observed fine structure is relatively weakly resolved, typical for a powder spec-

trum, it is challenging to separate the distribution of individual b4 terms without

appropriate single crystal measurements. A Gaussian distribution with the same

FWHM was therefore assumed in both b0
4 and b4

4, to further simplify the model.

For the undoped samples, where multiple cubic Mn2+ sites were observed, the

fine structure is completely unresolved and therefore the line shape was approx-

imated with a homogeneous Lorentzian line shape. This was suitable to extract

the giso and Aiso values used to distinguish between the hosting phases.

4.2.2 CW X-band (9 GHz) EPR spectra of commercial

CaS:Eu phosphors

The first series of samples (hereafter labelled CaSEu 1,2,3) analysed in this study

were based on a commercially available material, investigated in its native as-

received form (CaSEu 1), and after further treatments including cryo-milling

(CaSEu 2), and thermal treatment in air (CaSEu 3). The EPR measurements

were undertaken in order to identify the presence of any point defects, to monitor

the changes in local environment of the structural paramagnetic probes (Mn2+)

and most importantly to analyse the profile of the Eu2+ signals. Due to the num-

ber of defective centres, Kröger-Vink notation will be defined and referred to for

the distinct sites characterised in the studies. The resulting low temperature CW

X-band (9 GHz) EPR spectra are shown in Figure 4.1. An additional figure pre-

senting the separated Mn2+ and Eu2+ simulations for CaSEu 2 and CaSEu 3 can

also be found in Figure 4.2.

The spectra represent a composite and overlapping pattern from multiple para-

magnetic centres. In the native sample, CaSEu 1 (Figure 4.1a), the two prominent
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Eu2+ isotopes are clearly visible, with hyperfine values of |Aiso| = 91 MHz and

|Aiso|= 40.2 MHz for 151Eu2+ and 153Eu2+ respectively, and with giso = 1.9912

in both cases. The extracted parameters are almost identical to those reported

previously in the literature,[15] and are indicative of Eu2+ centres in a nearly cu-

bic site, with only a small degree of local symmetry distortion. This is consistent

with the proposal of a well isolated Eu2+ ion, substitutionally exchanged for Ca2+

in the cubic unit cell, in Kröger-Vink notation Eux
Ca. The intrinsic line width is

relatively narrow, and hence the phase memory time, Tm, is expected to be slow,

on the order of µs as evidenced by pulsed EPR measurements (vide supra, Figure

4.5). There is no clear evidence of any Mn2+ signal initially present in the native

sample, in contrast to previous reports.[12, 15] A magnified view of the low field

|mI | =5/2 signal is provided in Appendix 3; Figure 1 for reference.

By comparison, the EPR spectra of the treated samples CaSEu 2 and CaSEu 3

(Figure 4.1b,c) show additional features that can be readily assigned to a high spin

Mn2+ centre (S=5/2, I=5/2), denoted Mnx
Ca. This Mn2+ signal is characterised

by giso = 2.0021 and Aiso = 234 MHz, which is consistent with those expected

for Mn2+ located in the CaS lattice at a regular octahedral substitutional Ca2+

site.[12] The fact that this signal is not observable in the ‘as received’ native sam-

ple, CaSEu 1 (Figure 4.1a)), indicates a broadening of the intrinsic line width,

and reduction in the Eu2+ signal intensity following cryo-milling due to oxida-

tion, which prevented the observation of the weaker Mn2+ signals. Oxidative

processes, following cryo-milling, have been indicated in EPR measurements of

undoped samples, the systematic cryo-milling study, and luminescence measure-

ments vide supra. It is possible that some trace contamination from the milling

process could also contribute, but this is not expected to be the sole reason due to

the considerable concentration. Fine structure arising from the spin-spin interac-

tions of Mn2+ (S=5/2) is noticeable (Figure 4.2), indicating some disorder around

the Mnx
Ca centre due to vacancies and dislocations.[12] The accumulation of these

effects are expected to be responsible for the decreased luminescence observed from

the treated sample.

A noticeable difference in spectral line width is also observed for the Mnx
Ca

centres after thermal treatment in air, namely for sample CaSEu 3 (Figure 4.1c).

Since inhomogeneous broadening due to the suppressed fine structure does not

directly broaden the central (|∆ms| = +1/2 ↔ -1/2) transition, due to the non-

degenerate interaction of the Kramers doublets (|ms| =1/2, 3/2, 5/2), this is in-

stead expected to correspond to an apparent decrease in relaxation time, T2, and

therefore a change in local environment that broadens the intrinsic line width,
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Figure 4.1: CW X-band (9 GHz) EPR spectra (120 K) of a) CaSEu 1, b) CaSEu 2 and c)
CaSEu 3 samples. Left: low field measurement indicating the formally forbidden fine structure
transitions. The asterisks indicate fine structure features not reproduced in the simulation of the
cubic site Eux

Ca species, and instead relate to the low symmetry Eux
surface species (see Appendix

3; Figure 5). Right: high resolution spectra of the prominent features centred near ge, including
the 151,153Eu2+ and Mn2+ hyperfine patterns.

Figure 4.2: Deconvoluted simulations of CaSEu 2 and CaSEu 3 X-band EPR spectra, presented
in Figure 4.1, containing two distinct species. Black: experimental trace; Red: simulation traces.
The lower two red traces are the deconvoluted simulations, and the top red trace is the total
simulation envelope, taking into account relative weights of the species.
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vide infra. This will be discussed further vide supra. No other notable features are

observed within this region, such as the expected V•S centres, metal impurities or

additional sulphur radical species.

In the low magnetic field region of the EPR spectrum (Figure 4.1), another

complex signal is observed for the samples which has not been previously reported

in the literature, which corresponds to Eu2+ fine structures. The simulated fine

structure pattern is related to the cubic symmetry site with fourth and sixth or-

der ZFS terms. The fine structure patterns that do not appear in the simulation

indicate the observation of another Eu2+ environment occupying a lower symme-

try site, which was resolved by comparison with the higher frequency W-band

EPR measurement discussed later. The ZFS parameter values for this species are

reported in Table 4.1. The relative abundance of this second Eu2+ environment

compared to the main Eux
Ca signal observed at centre field, 335 mT, is considerably

smaller ( < 1:10), and may be responsible for part of the unresolved features to

low and high field of the isolated Eux
Ca hyperfine pattern, where the corresponding

simulation of Eusurface
x was not included.

4.2.3 CW W-band (95 GHz) spectra of commercial and

prepared CaS:Eu phosphors

In order to improve the resolution of the comparatively larger ZFS arising from this

second Eu2+ species in a lower symmetry environment, CW W-band (95 GHz) EPR

spectra were recorded (Figure 4.3). When the ZFS parameters are comparable to

or larger than the microwave quanta, complex EPR spectra are observed which can

be very difficult to accurately rationalise due to the presence of formally forbidden

transitions.[25] When D (or higher order terms) � hν, all allowed transitions

are possible and a fine structure pattern is observed from transitions between

the respective Kramers doublets. Simulation of the resulting spectrum readily

allows simulation of the ZFS parameters thus providing an informative view of

the symmetry environment. A number of transitions are observed in the low field

region of the X-band spectrum. Higher frequency measurements aid in resolving

this structure and can also improve field resolution to assist in deconvolving the

signals appearing at similar g values. A comparison of the W-band CW EPR

spectra for the native commercial sample, CaSEu 1, and another sample prepared

by a solid-state reduction synthesis method, labelled CaSEu SSR, are shown in

Figure 4.3. The signal intensities have been normalised for ease of comparison. A

further magnified comparison of the experimental and simulated hyperfine pattern
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can be found in Appendix 3, Figure 2.

With respect to the CaSEu SSR sample, the hyperfine structure associated

with the high symmetry Eux
Ca environment, which is clearly visible in CaSEu 1

(Figure 4.3, left hand side), is now barely perceptible, buried within the most in-

tense central peak pertaining to the mS = -1/2↔ +1/2 transition. The resolution

of this signal is obscured by the dominant fine structure in the spectrum, which is

also observed in the X-band spectra for these samples (see Appendix 3; Figures 3

and 4 for the X-band spectra of CaSEu SSR), with estimated ZFS values reported

in Table 4.1. This additional structure is a clear indication of the second low sym-

metry Eu2+ environment suggested earlier, denoted as Eux
surface. In the commercial

sample, CaSEu 1, very weak shoulders to low and high field of the central reso-

nance indicates that this lower symmetry environment is also present here, albeit

in much lower concentration. By simulation of the Eux
surface species at X-band,

using the spin Hamiltonian parameters obtained from fitting at W-band, the for-

bidden fine structure transitions in the low field region not reproduced by the Eux
Ca

model (Figure 4.1, left, denoted by asterisks) are now simulated reasonably well

(see Appendix 3: Figure 5). Finally, the Mn2+ hyperfine pattern which was not

observed in CaSEu 1, is now resolved from the Eux
Ca signal at higher frequency,

indicating the presence of the high symmetry octahedral Mn2+ species Mnx
Ca (1).

4.2.4 CW X-band EPR of prepared undoped CaS phos-

phors

In order to detect the presence of any underlying defect signals within the mate-

rial, which are not visible owing to the intense Eu signals, a series of undoped CaS

samples were also analysed. In the native undoped sample, the presence of multi-

ple SxOy
– type radicals can be clearly detected (Figure 4.4a). These species are

presumably formed as by-products from the partial oxidation of CaS → CaSO4.

Further analysis of the EPR spectra reveals the presence of two distinct sulphur

based radicals, specifically assigned to S2O- and S2O2
- centres (see Appendix 3:

Figure 7 for details of the simulations).[26] The spin Hamiltonian parameters (Ta-

ble 1) for these two sulphur radicals are slightly different compared to those re-

ported previously in CaS powders,[15] and this may be an artefact of the different

synthesis methods employed. No sharp isotropic signal due to any V•S centres were

observed, which could indicate that such species are stabilised by cationic Eu3+

defects, Eu•Ca , as suggested in previous EPR studies.[15]

After heating this sample in an N2/H2 atmosphere, a complete loss of signals
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Figure 4.3: Left: Comparative CW W-band (95 GHz) EPR spectra (300K) of a) the native
commercial sample CaSEu 1, and b) sample prepared by solid-state reduction synthesis method,
labelled CaSEu SSR. Right: High resolution spectrum of the native CaSEu 1 sample in a). Black:
experimental spectrum; Red: simulated spectrum.

Figure 4.4: CW X-band (9 GHz) EPR spectra (120K) of a) undoped CaS sample (see Appendix
3: Figure 7 for simulation breakdown), and the same sample after treatment including b) heated
to 973 K in N2/H2, and c) cryo-milled sample from b) (see Appendix 3; Figure 7 for simulation
breakdown). The V•S signal in b) and c) is clipped for better resolution of weak signals. Black:
experimental spectrum; Red: total simulated spectrum.
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associated with the SxO
−
y radicals is observed, indicating a reduction of SxO

−
y

to S−x species in the highly reducing atmosphere (Figure 4.4b). Simultaneously,

two new signals become visible in the spectrum, including a sharp isotropic signal

which can be easily attributed to an F+ centre, V•S , as well as the clear features

arising from two distinct Mn2+ species in an approximate 1:2 intensity ratio. In this

case, a simpler line broadening model with a homogeneous Lorentzian linewidth

was sufficient to reproduce the Mn signals. The hyperfine values for these Mnx
Ca

species (Mn(1)Aiso = 239.6 MHz and Mn(2)Aiso = 254.5 MHz) are consistent with

the known values reported for Mn2+ embedded within a CaS and CaO phase

respectively.[12, 27] This indicates the presence of a CaO phase in the sample,

formed through oxidation of the sample during synthesis. The slightly larger Aiso

value for the Mnx
Ca (2) centre is expected to result from the increased covalency

in CaO due to the crystal field effect of O2- vs. S2-. No fine structure is resolved

for Mn2+ in this case, around the two isolated Mn2+ environments, Mnx
Ca (1) and

Mnx
Ca (2), and the 6-line pattern is due to a hyperfine interaction with the nuclear

dipole of Mn2+ (I=5/2). It is expected that Mn2+ would occupy similar cubic sites

to Eu2+ in the CaS lattice,[28] Mnx
Ca (1), and also in the CaO phase,[27] Mnx

Ca (2),

i.e. in octahedral substitutional sites replacing Ca2+. Therefore, these different

Mn2+ signals may indirectly evidence the possibility of two Eu2+ environments,

in CaS and CaO phases, although their spin Hamiltonian parameters are unlikely

to vary significantly to be resolved from one another due to screening of the 4f

ground state electrons.

Finally, after annealing and cryo-milling of the sample, little additional change

can be seen in the spectrum (Figure 4.4c). A weak signal associated with the

SxO
−
y species is visible, indicating that mechanical stress, induced by cryo-milling,

can readily oxidise some of the diamagnetic sulphur radicals into paramagnetic

sulphur-oxygen based radicals. Another weak signal also appears to the low field

of the V•S signal, as discussed below.

The extracted spin Hamiltonian parameters for distinct species in the native

undoped sample, CaS 1, and after heating at 500◦C, may be compared to the

complex spectrum observed in CaS 3. Most of the weakly resolved features, at

low field of the V•S centre, may now be identified as a mixture of S2O– and S2O2
–

species, after partial oxidation of the buried diamagnetic S2– centres indicated vide

infra (see Appendix 3; Figure 6). In addition, another unidentified species is also

present at a field value of B0 = 334 mT. The species appeared to be characterised

by an orthorhombic signal, with the g values of 2.0167, 2.0184 and 2.0025, and can

be tentatively assigned to a trapped hole centre, generated by heat treatment.[15]
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It is reported that these defects can be stabilised by cations such as Na+ which

could be present as impurities, but cannot be detected directly using CW EPR.[15]
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4.2.5 Pulsed relaxation measurements of Eusurface
x and MnCa

x

For the CW EPR investigations reported vide infra, variation in the spin relax-

ation properties with sample treatments were indirectly attributed by comparison

of the peak-to-peak line widths. Pulsed EPR experiments facilitate direct mea-

surement of the T1 and T2 relaxation times and therefore provide a direct means

of comparison for relaxation effects to complement the reported findings. Pulsed

EPR measurements were initially performed on the CaSEu SSR sample in order

to determine estimates for the relaxation times of the Eu2+ species. Relaxation

measurements recorded at two field positions (B0 = 252.1 and 350 mT, shown by

the arrow, top) are presented in Figure 4.5 by means of an example.

It was necessary to fit both the T1 and TM relaxation profiles with a bi-

exponential function in order to extract the rate constants (and linear combination

coefficients), of the form:

f (x) = c0 + c1 · e−k1x + c2 · e−k2x (4.6)

where ki is the rate constant (which is equivalent to the inverse of the relaxation

times) and ci are the linear combination coefficients. The fact that a double

exponent was necessary could arise from multiple sources, complicated by the

superposition of two species: i) possible contributions of both Eu2+ sites, Eux
Ca and

Eux
surface, which were identified using CW EPR at W-band frequency; ii) spectral

diffusion rate due to nuclear spin flip-flops and molecular motion or rotation. Given

that the relative concentration of Eux
surface is much larger compared to Eux

Ca, it

is expected to dominate the echo response. Additional measurements were also

performed at a different field position, B0 = 252.1 mT, which corresponds purely

to the Eux
surface site (|∆mS| = 1/2 ↔ 3/2), also possessed bi-exponential character

indicating a spectral diffusion contribution was likely. Considering the second

exponent time constant is also substantially smaller than the first in both cases

(6.68% for T1; 15.95% for TM), the smaller values can be tentatively attributed to

spectral diffusion, and the larger values to the spin-lattice and spin-spin relaxation

processes for Eux
surface. The fitted parameters are provided in Tables 4.3 and 4.4.

In addition to the comparison of relaxation times for the |∆mS| = 1/2 ↔ 3/2

and |∆mS| = 1/2 ↔ -1/2 transitions for Euxsurface, a comparison of the relax-

ation times for Mnx
Ca at T = 10K was performed for the CaSEu 2 and CaSEu 3

samples; after cryo-milling treatment and subsequent heat treatment in N2/H2,
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respectively. It was determined that, upon heating treatment, a broadening in the

EPR linewidth for the Mnx
Ca signal was observed, that was attributed to a change

in the T2 spin relaxation time (which is typically the dominant relaxation contri-

bution). Pulsed EPR therefore directly allows the relative changes in T1 and T2 to

be distinguished. Again, it was necessary to fit both the T1 and TM relaxation pro-

files with a bi-exponential function vide infra to obtain a reasonable fit of the echo

decay and inversion recovery experiments, indicating the possible contributions of

spectral diffusion and/ or spin packets from Euxsurface or Eux
Ca that contribute to

the echo intensity at the measured field positions. The experimental data and

fitted curves are shown in Figure 4.6; and the best-fit rate constants ki and linear

combination coefficients ci in Tables 4.5 and 4.6, respectively. It is clear from the

FSED-EPR spectra that the Mnx
Ca signal cannot be completely separated from the

broad Euxsurface species, which may therefore contribute to the relaxation profile

of the detected echo. Given the narrow intrinsic line width for the Mnx
Ca signal,

this is expected to be the dominant contribution to the echo growth/ decay at the

measured field positions, despite the superimposed Euxsurface and Eux
Ca species.

Starting with the fitted T1 parameters, the calculated curves are slightly dis-

tinguishable from the experimental traces that indicates another potential contri-

bution to the response, however, this was not included in the calculation as the

separation of contributions with similar rate constants is not clear. Concerning

the reported values in Table 4.5 the ’fast’ component is again different by an order

of magnitude to the ’slow’ component. Considering a reasonable estimate of the

T1 time constant was measured for Euxsurface (Table 4.3), which is of the same

order of magnitude as the ’slow’ component, the T1f value is again attributed to

spectral diffusion contributions. The T1s values reported here are also significantly

slower than those for Euxsurface reported vide infra in Table 4.3. This component

is thus attributed to the Mnx
Ca site. Upon treatment of the sample in a reducing

atmosphere (CaSEu 3), the fitted T1 value increases from approximately 224.4µs

to 301.6 µs, which is consistent with the proposed increase in disorder around the

substitutional Mnx
Ca position. With less efficient pathways for the coupling of the

spin to the phonon modes of the lattice, the induced decay of the magnetisation

will thus evolve more slowly. It has been shown in other studies[12] that heating

treatment does not facilitate restoration of local order about these paramagnetic

sites.

The TM relaxation profiles are also presented in Figure 4.6 for comparison. In

this case, a bi-exponential function provided an excellent fit with the experimental

decay curves for the respective CaSEu 2 and CaSEu 3 samples. The ’fast’ com-
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ponent is also an order of magnitude smaller than the ’slow’ component and this

is therefore attributed to the spectral diffusion, as in the previous instances. The

’slow’ component, T2s, is therefore attributed to the Mnx
Ca species. Upon heat

treatment, a small increase in the T2s value is actually observed, which would ac-

count for a decrease in the efficiency of the spin-spin relaxation pathways (and

therefore longer relaxation time). Indeed, it has been shown that during heating

treatment (which partly restores the luminescent intensity of the material) the

diffusion of bulk F+-centres occurs to the surface, where they can rapidly capture

oxygen (or in this case other gases). [12] This finding is therefore attributed to

a decreased local spin concentration relative to the bulk F+-centre defects. Ad-

ditionally, the partial reduction of oxidised Eux
Ca upon grinding is able to occur,

however, these sites have been shown to be well isolated in the bulk, and their

contribution is therefore expected to be minor.

To conclude, an apparent increase in the T1 and TM times was observed for the

Mnx
Ca site upon heating treatment, contrary to the observed increase in line width.

This observed broadening is instead attributed to an inhomogeneous contribution.

Of the most likely influences, due to a distribution in g, A, or the distribution of the

unresolved b4 term, which was observed in both samples (Figure 4.2). A broadening

was also noted in the central line, pertaining to the ∆ms = 1/2 ↔ ms = −1/2

transition, which remains unperturbed by effects of the ZFS terms for Kramers

ions. One of the former cases is therefore considered responsible. Distributions

in the g and A tensor values are related to micro-structural variations in the

bond lengths, orientations and local environment of the ensemble of spins within

the polycrystalline samples. Considering the cubic nature of the CaS host lattice,

strain effects also represent an indicator of disorder within the local structure. Both

Mnx
Ca and Eux

Ca are effective spin-only ions (L= 0) with isotropic g ≈ gfree and A ≈
aiso (T = 0). With a quenching of the orbital angular momentum and symmetric

nature of the line shapes, it is believed more likely to result from a distribution

in A. The isotropic hyperfine component, for coupling to the respective Mn (I

= 5/2) and Eu (I = 7/2) ions, is proportional to the unpaired spin density and

represents the effective s-character of the wave function, i.e. the narrow statistical

distribution of the localised states.
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Figure 4.5: Pulsed EPR measurements of CaSEu SSR, recorded at 10K and X-band microwave
frequency. Top: field-swept echo decay (FSED-EPR) spectrum of CaSEu SSR. The arrows
indicate field positions at which relaxation measurements were performed; Bottom left: Inversion
recovery experiments for the determination of T1; Bottom right: Hahn echo decay experiments
for the determination of TM . Black: experimental spectra; Red: simulated spectra.

B0 c0 T1s c1 T1f c2

252.1 0.981 122.4 -0.447 14.39 -0.772

350 0.982 120.7 -0.336 8.066 -0.665

Table 4.3: Best fit parameters from the least-squares fitting routine for T1 measurements, using
a bi-exponential function, for CaSEu SSR at T = 10 K. field units are in mT; all time constants
are reporting in µs. ‘f ’ and ‘s’ subscripts denote fast and slow for distinction.

B0 c0 T2s c1 T2f c2

252.1 0.0639 1.408 0.523 0.3486 0.420

350 0.0593 1.586 0.401 0.2530 0.541

Table 4.4: Best fit parameters from the least-squares fitting routine for T2 measurements, using
a bi-exponential function, for CaSEu SSR at T = 10 K. field units are in mT; all time constants
are reporting in µs. ‘f ’ and ‘s’ subscripts denote fast and slow for distinction.
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Figure 4.6: Pulsed EPR measurements of CaSEu 2 and CaSEu 3, recorded at 10K and X-
band microwave frequency. Top: field-swept echo decay (FSED-EPR) spectrum of CaSEu 2 and
CaSEu 3. The arrows indicate field positions at which relaxation measurements were performed;
Bottom left: Inversion recovery experiments for the determination of T1; Bottom right: Hahn echo
decay experiments for the determination of TM . Black: experimental spectra; Red: simulated
spectra.

Sample c0 T1s c1 T1f c2

CaSEu 2 0.991 224.4 -0.232 10.9 -0.772

CaSEu 3 0.991 301.6 -0.190 13.0 -0.832

Table 4.5: Best fit parameters from the least-squares fitting routine for T1 measurements, using
a bi-exponential function, for CaSEu 2 and CaSEu 3 at 10 K. field units are in mT; all time
constants are reporting in µs. ‘f ’ and ‘s’ subscripts denote fast and slow for distinction.

Sample c0 T2s c1 T2f c2

CaSEu 2 0.089 1.027 0.278 0.210 0.616

CaSEu 3 0.077 1.063 0.298 0.233 0.605

Table 4.6: Best fit parameters from the least-squares fitting routine for T2 measurements, using
a bi-exponential function, for CaSEu 2 and CaSEu 3 at 10 K. field units are in mT; all time
constants are reporting in µs. ‘f ’ and ‘s’ subscripts denote fast and slow for distinction.
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The preliminary findings facilitated by relaxation measurements suggest three

main implications, which support the characterisation afforded by CW EPR, i.e.,

i) The characterised Eux
surface, and by inference, Eux

Ca sites have characteristically

long T1 and TM relaxation times due to negligible spin-orbit interactions; ii) The

Mnx
Ca relaxation times indicate an increase in T1 and TM , in part due to the

diffusion of bulk F+ - centres and preserved disorder upon heating treatment;

iii) the dominating line width effect, upon heating treatment, is likely related

to a distribution in A, relating to disorder, rather than a relaxation-dominated

process. An understanding of the underlying spin dynamics, and relaxation effects

due to local disorder give an informative insight into the effect of post-synthetic

treatments of the material, and in this case, partial reactivation of the phosphor

from milling induced effects.

4.2.6 Cryo-milling study of prepared CaS:Eu(Na) sample

To determine the effect of local disorder in the sample upon cryo-milling, and to

identify the presence of any intrinsic V•S centres in the doped sample, a systematic

study of the effects of consecutive cryo-milling cycles on the samples were per-

formed. Therefore, a CaS:Eu sample, prepared via a solid-state reduction method

using a carbon reductant and source of Na+ impurities, was used in order to ma-

nipulate the redox state of Eu2+ in the sample via charge compensation and thus

reduce the signal intensity. This sample has been labelled as CaSEu Na and the

subsequent cryo-milled samples CaSEu Na Cx (x=1,2,3) respectively where x is

the number of consecutive cycles.

Figure 4.7 presents the X-band CW EPR spectra of this CaSEu Na sample,

after one, two and three consecutive cycles. For clarity, the spectra are shown in 1st

and 2nd derivative mode. In the native sample, a hyperfine pattern indicative of the

isolated Eu2+ species was observed (Figure 4.7a), similar to the commercial samples

discussed earlier (Figure 4.1a). After the first cryomilling cycle (Figure 4.7b), an

increase in Eux
Ca signal intensity is observed which is attributed to reduction of

the unreacted Eu precursor by the carbon reductant. In the 2nd derivative mode,

an additional sharp isotropic signal is clearly observed with g = 2.0031 and which

can be attributed to the V•S centre. After an additional cryo-milling cycle (Figure

4.7c), the Eux
Ca signal decreases further, presumably due to oxidation to Eu•Ca ,

whilst simultaneously the V•S center signal intensity increases. In the 1st derivative

spectrum, a change in the line shape within the Eux
Ca hyperfine multiplet indicates

the appearance of the V•S centre signal which was not resolved.
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Finally, after the 3rd consecutive cryo-milling cycle (Figure 4.7d), the Eu•Ca

concentration reduces further, accompanied by a significant broadening in the line

width. This change to the line width is likely due to the increased spin concen-

tration around the Eux
Ca site, which reduces the T2 relaxation time and thereby

increases the homogeneous line width contribution. Additional strain effects, such

as distribution of the b4 terms included in the broadening model, due to disorder

within the sample, is also likely to contribute to the broadening.

4.2.7 XPS studies of commercial and prepared CaS:Eu

phosphors

In order to provide a comparison between the distinct paramagnetic Eu2+ environ-

ments as identified by EPR, additional XPS measurements were performed on the

commercial treated samples CaSEu 1, 2 and 3, as well as the solid-state reduced

sample CaSEu SSR. The Eu 3d XPS region is shown for these four samples in

Figure 4.8. The XPS measurements were performed by Dr. David Morgan.

For the treated commercial samples, CaSEu 1,2 and 3, no well resolved signals

were observed in the Eu 3d region for either Eu2+ or Eu3+, indicating Eu is either

Figure 4.7: CW X-band (9 GHz) EPR spectra (120 K) of a) the native CaSEu Na sample
after b) one, (CaSEu Na C1) c) two (CaSEu Na C2), and d) three (CaSEu Na C3) consecutive
cryo-milling treatments. Left: Standard 1st derivative measurements; Right: 2nd derivative
measurements indicating onset of V •S centre signal, labelled by an asterisk.
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below the limits of detection, or absent from the surface region, and are there-

fore distributed within the bulk of the material as expected from the EPR data.

However, for CaSEu SSR, Figure 4.8(d), broad peaks were observed at binding

energies of 1134.6 eV and 1164.6 eV along with weakly resolved satellite features,

which correspond to the Eu 3d5/2 and 3d3/2 regions typical of oxygen containing

Eu3+ species.[29] The binding energies of the observed signals are comparable to

those reported for Eu(OH)3, present at 1134.4 eV and 1164.2 eV for the 3d5/2 and

3d3/2 regions respectively.[30] The binding energies for Eu2+, the EPR-active state,

are typically reported to be around 1125 and 1155 eV for the 3d5/2 and 3d3/2 core

levels[31, 32] and would be well removed from the observed spectral lines. We can

therefore be confident that the XPS signals do not directly correspond to param-

agnetic Eu2+ (within the limits of detection). By comparison to the native sample,

CaSEu 1, these broad peaks are also observed to be very weakly resolved from the

baseline.

In the O 1s region, a major peak was observed in all samples at 531.4 eV which

was attributed to a CaO or CaSO4 type phase (O 1s binding energy reported as

531.2 eV for CaO and 531.5 eV for CaSO4)[33] resulting from the oxidation of

CaS, The line shape and peak height is not observed to change significantly upon

treatment of the sample from CaSEu 1 to 3. The presence of these phases was

also evidenced by the spin Hamiltonian parameters for the Mn2+ impurity for the

undoped samples CaS 2 and CaS 3. For CaSEu SSR, an asymmetry is evident to

higher binding energy of the larger peak observed in all samples, corresponding

to the presence of another distinct signal at 533.1 eV. This could indicate a sur-

face hydroxyl species, such as that attributed to the broad Eu 3d signal and has

been tentatively assigned to Eu(OH)3. Such adsorbed hydroxyl species have been

reported in Eu2O3 host materials (532.7 eV).[34]

The findings reported for the Eu 3d and O 1s regions of the CaSEu SSR sample

indicate that Eu is present at the surface, which has not been successfully doped

into the material. This indirectly corroborates the observation of a low symmetry

Eu2+ species from W-band EPR measurements of CaSEu SSR and CaSEu 1, which

was attributed to the Eux
surface species in an ‘EuO’ type phase, for which the exact

composition was not determined. The Ca and S 2p regions for all samples (see

Appendix 3; Figures 9 and 10) consisted of multiple signals expected to relate to

various phases containing Ca, S and O. The similarity of the binding energies, and

lack of corroborating literature values, was not conclusive of any significant findings

with respect to the characterisation of the luminescent Eu2+ environments.
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Figure 4.8: XPS spectra for commercial CaSEu 1, 2 and 3 samples, compared to the sample
prepared via solid state reduction method (CaSEu SSR). Experimental traces are shown in black.
Left: O 1s region with simulations for CaSEu SSR. Red trace: simulation envelope; Blue traces:
simulation components. Right: Eu 3d region. See Appendix 3: Figure 8 for survey spectra.

Figure 4.9: Left: A comparison of the emission spectra of the samples using λex = 250 nm
(note double harmonic feature at 500 nm), normalised to the intensity of the peak around 645
nm; Right: The emission spectra of CaSEu Na C3 obtained using λex = 395 nm. The arrows
indicate the Eu3+ centred 5D0 → 7FJ transitions where J = 1, J = 2 and J = 4.
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4.2.8 Luminescence studies of CaS:Eu phosphors

The photoluminescent properties of the different phosphors were also assessed us-

ing steady state luminescence spectroscopy on solid samples. Since the character-

istic phosphorescence emission wavelengths of Eu3+ are likely to overlap with the

broad emission spectrum that is typically attributed to the Eu2+ doped phosphor

species, it can be challenging to establish the presence of a Eu3+ contaminant/by-

product in such species. Therefore, the photophysical properties of the different

samples were investigated using a range of excitation wavelengths. In particular,

the possibility that Eu3+ may be present in the samples was interrogated using

an excitation wavelength of 395 nm, as this provides direct promotion of the spin

forbidden 7F0 → 5L6 transition which can then rapidly relax to the emitting 5D0

excited state of Eu3+.

The photoluminescence measurements were performed by Danielle Merrikin

and Prof. Simon Pope. Firstly, all samples were investigated using an excitation

wavelength of 250 nm and displayed the expected broad emission peak peaking

around 640 nm, which is consistent with the previously reported Eu2+-based (5d-

4f transition) emission that is commonly observed for this class of Eu2+-doped

phosphor (Figure 4.9, left). The excitation acquisition (λem = 645 nm) revealed a

longest wavelength feature at 450-550 nm. When analysing sample CaS:Eu Na C3

(after 3 cryo-milling cycles) this emission feature, although present, appeared to

be much weaker. In addition, weak shorter wavelength emission bands between

λem = 300-550 nm were also noted although these were absent in all other samples.

Each of the samples were also investigated using an excitation wavelength of

395 nm. In only one case, CaSEu Na C3, was the broad 645 nm peak not ob-

served. Instead, we noted a very weak set of peaks superimposed upon the tail

of a shorter wavelength emission feature (Figure 4.8, right). These weaker bands

were consistent with the luminescence spectroscopic signature of Eu3+: from this

spectrum there was unequivocal evidence for the 5D0 → 7FJ transitions at around

590 nm, 615 nm and 700 nm (for J = 1, J = 2 and J = 4, respectively) was found.

A corresponding excitation spectrum (λem = 592 nm) also revealed a weak, but

sharply distinctive band at 395 nm again corroborating the assignment of these

features to the presence of Eu3+ in the sample. Therefore, the 3rd consecutive

cryo-milling cycle not only reduced the Eu2+ concentration, but was also accom-

panied by an increased concentration of Eu3+, due to an oxidative process, which

was not possible to detect directly using EPR characterisation due to its singlet

ground state.
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4.3 Conclusions

EPR investigations, supported by XPS and photoluminescence measurements,

have been utilised in order to better understand the nature of local Eu2+ sites,

defects and impurities in CaS:Eu red-emitting phosphors. The effect of synthetic

and post-synthetic treatments was also rationalised in terms of activating and

de-activating species that directly affect the luminescent properties. EPR mea-

surements of the native sample showed a complex hyperfine structure at g < ge

indicative of a well isolated Eu2+ site, Eux
Ca, located in a cubic substitutional site

(Ca2+).

Upon treatment, Mn2+ impurities, Mnx
Ca, became evident which are expected

to be present also in substitutional Ca2+ sites. The Eux
Ca signal intensity was

also observed to decrease following oxidation to Eu3+, Eu•Ca . Upon application of

heating treatment, the signal intensity was partially improved and the change in

line shape of Mnx
Ca (1) is indicative in the change of local order within the cubic

lattice due to unresolved fine structure. F+ centre defects, V•S , were observed in

the prepared undoped materials, and also after several cryo-milling cycles, which

are well known to reduce the efficacy of the material.

In the prepared CaSEu SSR sample, W-band EPR measurements and XPS

indicated the presence of an additional ‘EuO’ type surface species, Eux
surface, not

incorporated into the lattice, which was also weakly resolved in the W-band mea-

surements of the native commercial sample, CaSEu 1. This species is responsible

for the fine structure not observed within the simulations for the Eux
Ca site.

Preliminary relaxation studies were also performed to underpin the nature

of line broadenings and their relation to structural disorder. The characterised

Eux
surface, and by inference, Eux

Ca sites were determined to have characteristically

long T1 and TM relaxation times due to negligible spin-orbit interactions. Com-

parison of the Mnx
Ca relaxation times after cryo-milling (CaSEu 2) and heating

(CaSEu 3) under a reducing atmosphere indicated an increase in T1 and Tm, which

was attributed to the to the diffusion of bulk F+ - centres and preserved disorder

upon heating treatment. The dominating line width effect, upon heating treat-

ment, was assigned to a distribution in A, relating to disorder, rather than a

relaxation-dominated process.

The findings from EPR measurements were rationalised using photolumines-

cence spectroscopy to give a qualitative account of their effect on the luminescent

properties. The photophysical properties of various solid samples were investigated

using a range of excitation wavelengths in order to probe the electronic transitions
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of both the Eu2+ and Eu3+ sites (where Eu3+ is EPR silent). At excitation wave-

length λex = 395 nm the characteristic broad emission feature at λem = 645 nm

was observed in most samples which corresponds to directly to the 4f-5d emission

of interest. The emission was not observed CaSEu Na C3 sample (after 3 cryo-

milling cycles) due to oxidation of Eux
Ca sites to Eu•Ca , and defect formation in the

solid. A set of shorter wavelengths corresponding to the 5D0 → 7FJ transitions of

Eu•Ca were instead observed.

In conclusion, EPR spectroscopy and related techniques are a fundamental tool

in the characterisation of semiconductors, point defects and paramagnetic ions, and

is recognised as such by its extensive application. The mechanism of charge carrier

promotion and trapping processes (particularly rare earth metals) are applicably

complex and in some cases, poorly understood.[35] transition metal and rare-earth

activated phosphors are responsible for a rich and diverse set of materials with

tuneable optical and electronic properties, which affords them application across

bio-labelling, photocatalysts, sensors and lighting.[36–41]
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4.4 Experimental

Materials: The commercial sample, CaS:Eu in its native form (CaSEu 1) was

purchased from Phosphor Technologies Ltd. and used as received without further

purification or treatment.

Sample Preparation:

Co-precipitation method for undoped samples: The procedure used for

the preparation of the undoped samples was modified from a method previously

reported by Rekha et al.[42] who used 2-propanol as the solvent. Solution A was

prepared by dissolving anhydrous CaCl2 (3.077 g, 28 mmol) in 56 ml of ethanol.

Nitrogen was then bubbled continuously through the solution. Solution B was

prepared by dissolving anhydrous Na2S (2.164 g, 28 mmol) in 56 ml of ethanol. A

yellow, slightly cloudy solution resulted. Solution B was then added dropwise over

10 minutes to solution A with stirring to form a white suspension.

This suspension was warmed to approximately 60◦C and left stirring overnight

with nitrogen bubbling to produce a faintly yellow fine powder. This powder was

then transferred quickly under nitrogen to an alumina boat in a tube furnace pre-

viously flushed with N2/2% H2 and left under this gas for several hours. The

sample was then annealed at 700◦C (10◦C min-1 ramp up, dwell two hours, 20◦C

min-1 to R.T.).

Solid state reduction method for doped samples: The method used was

that described by Hubacek et al.[43] Urea (45 g 0.749 mol) was mixed with CaSO4

(6 g, 44.07 mmol) and Eu(NO3)3·6H2O (0.22 g 0.651 mmol) and initially heated in

an open alumina crucible on a hot plate to ◦C where the mixture became liquid.

The mixture was then stirred briefly, and the temperature raised. At 160◦C, gas

evolution was seen to occur. After an hour at ∼200◦C, solidification occurred, A

white lumpy product was obtained, which was easily crushed to a powder. The

product was ground with a pestle and mortar and heated to 550◦C (30 min, 30

min, 20 min) in a loosely covered crucible in air. the powder was then heat-treated

at 700◦C under 5% H2/N2 (10◦C min-1 ramp up, 120 min dwell, 20◦C min-1 ramp

down). A very pale pink product was obtained. This was only weakly fluorescent

under long wave UV (pinky bluish white), but quite strongly red under short wave

UV irradiation.
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Solid state reduction method for CaSEu Na: The Na co-doped sample was

prepared via a method similar to that previously reported by Guo et al.[44] A flux

composed of CaSO4 (25.21g, 0.18 mol), Na2S2O3 (4.40g 27.8 mmol), Eu(NO3)2·5H2O

(0.59 g, 1.37 mmol) and a carbon black reductant (4.38g, 0.364 mol) were mixed

in a planetary ball mixer with ceramic beads for 30 minutes to obtain a well-mixed

powder. The powder was sieved, packed into a ceramic crucible and covered with

a graphite foam to limit oxidation of the sample. The crucible was subsequently

fired at 950◦C, with a 20◦C min-1 ramp rate, for 2 hours before leaving overnight

to cool. The sample was obtained as a black powder due to residual carbon. A red

emission was observed under a UV torch confirming the presence of luminescent

Eu2+ sites and the sample was used without further treatment.

Sample Treatments:

The sample treatments were performed by JM staff.

Cryo-milling treatment: The samples CaSEu 1, CaS 2 and CaSEu Na were

milled in a Retsch Cryo-mill with an initial 8-minute cooling stage at 5 Hz. This

was followed by three consecutive milling stages at 30 Hz, with inter-stage cool-

ing periods of 3 minutes at 5 Hz to normalise any temperature increase from the

grinding action. Heating treatment in air and N2/H2: For heating treatments

in N2/H2, the samples were treated as described in the co-precipitation synthesis

method For heat treatments in air, the sample was contained in an alumina boat

and placed into a Nannetti fast-fire furnace for a dwell time of 30 minutes.

Characterisation Techniques:

CW EPR spectroscopy: The samples for EPR measurements were used either

as prepared or as received, and approximately 50 mg of the powders were packed

into a standard 4mm quartz tube. The X-band (9 GHz) CW-EPR spectra were

recorded at 140 K on a Bruker EMX spectrometer, and unless otherwise stated,

operating at 100 kHz field modulation frequency; 2 mW microwave power; 1 G

modulation amplitude using an ER 4119HS cavity. For W-band measurements,

the samples were packed in a 0.5 mm I.D. quartz cell The W-band (95 GHz) CW-

EPR spectra were recorded at 300K on a Bruker E600 spectrometer operating

at 100 kHz field modulation frequency; 0.005 mW microwave power; 1 G modu-

lation amplitude, using a E600-1021H TeraFlex resonator. Field calibration was
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performed using a BDPA standard at X-band, and the microwave frequency for

spectra at W-band were adjusted accordingly by simultaneous fitting at the two

microwave frequencies. Spectral simulations were performed using the EasySpin

toolbox in MATLAB developed at ETH Zurich.[45] The second derivative spectra

in Figure 4.7 were smoothed using a spline modelling approach with the MATLAB

curve fitting toolbox to improve the signal resolution.

Pulsed EPR measurements: Measurements were performed on a Bruker E580

spectrometer equipped with an Oxford Instruments cryostat at 10K, with a mi-

crowave frequency of approximately 9.82 GHz. The primary echo was generated

using a standard π/2− τ − π− τ − echo pulse sequence (π/2=16 ns), with a time

delay (τ) of 220 ns for the field-swept echo decay experiment (top). The absorp-

tion spectrum was obtained by integration of the echo. The T2 (or TM) relaxation

time was measured by Hahn echo decay (i.e. echo intensity mapping by variation

of the time delay, τ), with the same sequence and pulse length. The T1 relax-

ation time was measured using an inversion recovery experiment, with the typical

π − T − π/2 − τ − π − τ − echo pulse sequence, with the same pulse length and

time constant, τ (= 400 ns), by varying the time delay T . Simulations were also

performed using the EasySpin toolbox in MATLAB developed at ETH Zürich.[45]

X-ray Photoelectron (XPS) Spectroscopy: A Kratos Axis Ultra DLD sys-

tem was used to collect XPS spectra using monochromatic Al Kα X-ray source

operating at 120 W (10 mA x 12 kV). Data was collected with pass energies of

160 eV for survey spectra, and 20 eV for the high-resolution scans with step sizes

of 1 eV and 0.1 eV respectively. The system was operated in the Hybrid mode of

operation utilising a combination of magnetic and electrostatic lenses for electron

collection over an analysis area of approximately 300 x 700 µm2. A magnetically

confined electron-only charge compensation system was used to minimise charging

of the sample surface, and all spectra were taken with a 90◦ take-off angle. A

pressure of ca. 1x10-9 Torr was maintained during collection of the spectra, with

base pressure of the system 5x10-10 Torr. All data was calibrated to the C(1s) line

of adventitious carbon, taken to have a value of 284.8 eV, and quantified using

CasaXPS (v2.3.23) using modified Wagner sensitivity factors as supplied by the

manufacturer, after subtraction of a two parameter Tougaard background defined

as a “U2 Tougaard” background in the analysis software.

Photoluminescence Spectroscopy: All photophysical data were obtained on
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a Jobin-Yvon Horiba Fluorolog-3 spectrometer fitted with a JY TBX picosecond

photodetection module. Solid samples were used in all cases and a front face

accessory was used for light collection. Emission spectra were uncorrected and

excitation spectra were instrument corrected.
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Chapter 5

An EPR Investigation of Defect Structure and

Electron Transfer Mechanism in Mixed-Conductive

LiBO2 –V2O5 Glasses

5.1 Introduction

The tuneable multi-functional properties of V2O5-based materials have led to

their usage in a variety of energy storage, optical and electrocatalytic applica-

tions (especially as a water-splitting cathodes).[1–4] Amorphous vanadate glasses

are also attractive for use as solid state electrolytes,[5–10] cathodes for Li-ion

batteries,[11, 12] and alternative alkali-ion battery technologies,[13–15] due primar-

ily to the content-dependent mixed ionic-electronic conductivity of the materials.

Vanadium possesses multiple accessible redox couples, which provides a subsequent

high theoretical capacity and energy density, that can incorporate up to 3 Li per

V2O5 unit.[11] Crystalline V2O5 materials have had limited commercial application

due to the poor capacity retention, which results from irreversible phase changes

(amorphisation) and volume expansion upon Li incorporation. On the other hand,

amorphous vanadate materials have been shown to reduce some of these challenges

and therefore offer a highly attractive route to overcome performance-limiting

properties upon intercalation.

The functional properties of these glassy materials are highly dependent on

the nature and content of the precursors used in their preparation. A great deal

of literature is available that focuses on the structural characterisation of V2O5-

based glassy materials for a variety of applications.[14, 16–19] For example, when

V2O5 behaves as a network modifier, i.e. at low contents, its incorporation into

a borate network can be accompanied by a modification of the regular (trigonal)

structure as diborate, chain-type metaborate and tetrahedral BO4 units.[20] The

presence of trigonal and tetrahedral borate sites was also confirmed in other studies

of xV2O5(1-x)[2 B2O3 –Li2O] glasses[21] closely analogous to the glass samples to

be reported in this study.

Glasses containing high V2O5 content (up to x = 0.8; xV2O5(1-x)B2O3) were

also described in the literature,[20] where V2O5 acts as a network former, and

revealed that borate was only present as tetrahedral BO–
4 units in network mod-

ifying positions. At V2O5 contents greater than the LiBO2 contents, vanadium

can also be considered the primary network former and therefore, to local order,

130



Figure 5.1: Schematic of polaron hopping direction (arrows) in the V2O5 type phase.

can be a useful model in the characterisation of the V4+ defects in amorphous

materials. The electronic interactions between V4+ defects actually mediate the

polaron hopping mechanism of electron transfer for conductivity (Figure 5.1).The

local defect structure, primarily vacancies and cationic impurities (such as Li), are

then generally responsible for the formation of the V4+ sites.

The introduction of oxygen vacancies into V2O5 can also induce ferromagnetism

between sites of the form V2O5-x (where x < 0.13 and 0.19 < x < 0.45), with the

electron spin density occupying the 3 dxy orbital in the ground state.[22] These

electrons are then spin polarised due to intra-atomic exchange interactions giving

rise to half-metallic ferromagnetism. Other theoretical and experimental studies

have shown that for higher oxygen vacancy concentrations (x > 0.45), antiferro-

magnetic ordering can dominate.[23]

This presents a straight-forward model upon which the effect of incorporation

of network modifying defects, such as Li and B, in addition to intrinsic defects

such as oxygen vacancies, can be understood in terms of their resulting magnetic

properties. The formation of intrinsic oxygen vacancies that can lead to V4+

defects through charge compensation according to:[24]

2V X
V +OX

O ↔ 2V ′V + �••O +
1

2
O2 (5.1)

and in this case, the intrinsic concentration of oxygen vacancies is approxi-

mately equal to half the concentration of V4+.[24] A useful comparison for the

vanadate glass network is the understanding of lithium defect chemistry in the

V2O5 network, particularly the electrochemical insertion of Li-ions.[25], Introduc-

tion of Li+ into a V2O5 intercalation site is accompanied by the reduction of a

single V5+ site to V4+ and association to the adjacent oxygen site forming a cou-

pled electron-hole pair:
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V X
V +OX

O + Li+ + e′ ↔ V ′V +OLi•O (5.2)

Where V X
V denotes the V5+ site, OX

O is an O2– site, V ′V is an effective V4+

defect site and OLi•O is the associated oxygen site with net positive charge.

It is clear that the electrochemical stability, and performance of electrode ma-

terials is directly related to the local electronic structure of the redox-active vana-

dium sites, additional to defects, vacancies, dislocations etc. as a result of the

disordered glassy network. Amorphous glasses can hence present challenges in

understanding the local structure of the material due to short-range order and

localised ordering. Information from conventional techniques for structural deter-

mination, such as XRD, can often be challenging in providing a comprehensive

structural view of the material.

By comparison, EPR spectroscopy can be readily exploited as a powerful char-

acterisation technique when studying such glassy materials bearing paramagnetic

vanadium states, notably V3+ (S = 1; 3F4) and V4+ (S = 1/2; 2D5/2).[26] The

coordination environment is critical in determining the relative ordering of the 3d

states and hence the orbital occupancy of the unpaired electron. Due to the orbital

contribution to the total angular momentum, the g tensor is also highly sensitive

to the its coordination environment. Further more, hyperfine and super-hyperfine

interactions with neighbouring nuclei, offer a wealth of information on the local

site symmetry, and coordination geometry.

It is important to note that in the glassy materials, two distinctly different

and observable V4+ environments can be expected, with the vanadium acting as

a network forming or network modifying phase. At low contents, in the network

modifying phase, V4+ defects are formed via charge compensation for Li and B,

and can be considered well isolated in the bulk LiBO2 network compared to other

substitutional vanadium sites. On the other hand, in network forming phases,

the structure is akin to defective V2O5 (to short range order), whereby V4+ sites

are formed via incorporation of Li, B and oxygen vacancy defects. In this case,

the spin delocalisation and spin concentration is much greater, and the V4+ de-

fects can no longer be considered as isolated, localised species. This environment

is then attributed to an extended lattice of interacting spins, responsible for the

super-exchange behaviour associated with polaron hopping conductivity. The di-

mensionality of the lattice is thus highly dependent on the local structure, and

bonding to nearby spins, and hence the magnitude of the electronic interactions

are sensitive to this. Both of these environments can be readily interrogated by
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EPR spectroscopy.

In this study we have therefore employed continuous wave (CW) EPR spec-

troscopy to investigate the electronic structure of V4+ sites and the inter-site in-

teractions of relevance to electronic conductivity. A series of LiBO2 –V2O5 (VLB)

glasses, varying in V2O5 content, were studied in order to identify the distinct V′V

and other defective sites present. Careful analysis of the line width broadening

in the EPR spectra, provides insights into the exchange mechanism, and in turn

an estimate of the thermodynamic and electronic properties pertaining to the po-

laron hopping mechanism, including the polaron hopping activation energy, the

Curie-Weiss temperature and the isotropic exchange integral. The EPR linewidth

analysis model adopted here, can thus be used to directly probe redox-sensitive

sites and rationalise their local environment and functional properties in V2O5-

based glassy materials.

5.2 Results and discussion

5.2.1 CW EPR study of glasses at varying V2O5 content

In the first instance, a series of LiBO2:V2O5 glass samples with varying V2O5 to

LiBO2 ratios including VLB1 (70:30 ratio), VLB2 (36:64) and VLB3 (20:80), were

prepared and characterised by X-band CW EPR spectroscopy. The resulting ex-

perimental and simulated spectra for these three representative samples are shown

in Figure 5.2.

At low V2O5 content, the spectrum is characterised by a well resolved 8-line

hyperfine structure arising from the interaction of the electron spin (S = 1/2) with

that of the 51V nucleus (I = 7/2). The spin Hamiltonian parameters extracted

from the simulation for the V4+ network modifying position were found to be g

= [1.9775 1.9819 1.9471] ± 0.003 and
51VA = [152.1 180.5 520.1] ± 5 MHz (Table

5.1).

The relative magnitudes of the g and A tensor components ge > gxx, gyy > gzz

and Azz > Axx, Ayy are typical for a 3 d1 VO2+ species occupying a distorted

(tetragonally compressed) octahedral environment of C2 type symmetry or lower,

with a 3 dxy ground state. These g and A values are consistent with other vana-

dium doped glass systems,[21, 27–32] although the symmetry is typically reported

to be axial in the literature. We assume (in the absence of single crystal or quan-

tum chemical calculations) that the principle axis frames for the g and A tensors

are collinear. The shifts in g values (∆g), usually represented as ∆g‖/∆g⊥, is
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frequently reported for vanadyl species,[21, 33–35] as the degree of tetragonal dis-

tortion in the system after Kivelson and Lee.[36] Considering the relatively small

deviation in the g1 and g2 values (≈0.0025), an average value may be used to ap-

proximate ∆g⊥ for simple comparison with similar vanadyl systems. ∆g‖/∆g⊥ =

2.44 and ∆g‖/∆g⊥= 2.90 for VLB1 and VLB2, respectively, agree reasonably with

other reported glasses containing similar phases.[21, 33, 37] A considerable increase

in the value for VO2+(2) is consistent with a comparative increase in tetragonal

distortion at the defect sites.

The full quasi-axial
51VA hyperfine tensor determined from simulation of the

CW EPR spectrum for VLB1 (Table 5.1) may be further decomposed into an

isotropic component, aiso, and the sum of two traceless axial dipolar hyperfine

tensors following schemes related to the angular radial components for dxy and

dnz (n = x, y) orbitals reported by Morton and Preston:[38]

Aij = aiso +

T T

−2T

+

T
′

−2T ′

T ′

 /MHz (5.3)

In this case, one may obtain values of the anisotropic dipolar hyperfine terms,

T and T ′, which correspond to 3 dxy and 3 dnz (n = x,y; the relative ordering cannot

Figure 5.2: Low temperature (120 K) X-band CW EPR spectra of VLB1, VLB2, and VLB3
at varying V2O5 contents. Black: experimental spectrum; Red: simulated spectrum.
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Species giso g
∆g‖
∆g⊥

aiso A T c

VO2+ (1) 1.9688 g1 1.9775 2.44 284.2 A1 152.1 T (dxy)
d 113.2,122.7

(VLB1) ± 0.003 g2 1.9819 ±5 A2 180.5 T ′(dnz) 9.45

g3 1.9471 A3 520.1

VO2+ (2) 1.9679 g1 1.9773 2.90 277.1 A1 134.8 T (dxy)
d 106.3,124.3

(VLB2) ± 0.003 g2 1.9852 ±5 A2 188.7 T ′(dnz) 18.0

g3 1.9411 A3 507.7

V2O5
a 1.9720 g1 1.9925 4.13

(VLB3) ± 0.001 g2 1.9825 N.R.b N.R.b N.R.b N.R.b

g3 1.9445

Table 5.1: Spin Hamiltonian parameters for the V4+ species identified in amorphous vanadyl
glasses, extracted by simulation of the experimental spectrum. All hyperfine related terms are
given in MHz and are reported as magnitudes rather than absolute values. The full hyperfine
tensor can be reconstructed using the identity matrices defined in equation 5.2.1. Note: a g
tensor results were obtained from the simultaneous fitting of LBV3 at multiple frequencies (X,
Q, W) and T = 10 K (X, Q) T = 20 K (W). b Not resolved. c Calculated solutions to the tensor
decomposition, assuming A3 coincides with the compressed axial direction. The values reported
here are magnitudes (the relative sign cannot be determined). d Two solutions for T are given
for completeness, dependent on the relative sign of T ′.

be determined) orbital states which admix via spin-orbit coupling. These relations

reflect the localised electron spin density partially occupies the next lowest lying

3 dnz orbital and suggests a destabilisation in the n-character orbitals through

compression and/or strain.

In the absence of quantum chemical calculations, one may compare experimen-

tal values to the calculated atomic parameters,[38] to extract and estimate further

information about the ground state electronic structure and spin density at the

vanadium centre. The reported values for vanadium correspond to A0 = 4165

MHz and P = 437.6 MHz,† in addition to the anisotropic angular factors required

for the occupied orbital (2/7 for dxy and dnz). The A3 component was assumed

to be coincident with the compressed D2h axis, which allows one to extract esti-

mated magnitudes for T’ for the VO2+ defects. For the dxy orbital, there are two

solutions to the tensor decomposition, dependent on the relative sign of T’, which

cannot be determined from the powder EPR measurement. Nevertheless this gives

a reasonable insight into the orbital character of the electron spin density at the

vanadium site.

The isotropic hyperfine term, dominated by the Fermi contact interaction, is

proportional to the spin density at the nucleus (s-character). ρs ≈ Aiso/A0 =

0.0682. Similarly an estimate of the 3 dxy and 3 dxz orbital occupancy can also be
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extracted from the hyperfine values, resulting in values of ρ3dxy ≈ T/(
51V P ·2/7) =

0.905 and 0.981, and ρ3dnz ≈ T ′/(
51V P ·2/7) = 0.0756. The value for ρ3dxy indicates

that the unpaired spin density is almost completely localised on the vanadium site

(
∑

i ρi = 1.05 and 1.12) with the majority occupying the expected 3 dxy orbital.

In the case of the high V2O5 content sample, VLB3, a distinct axial signal is

observed lacking any hyperfine structure (Figure 5.2).The absence of a visible hy-

perfine arises from a dynamic effect characteristic of the strong exchange narrowing

regime, as described by Anderson.[39] In this situation, the exchange (or hopping)

frequency is much greater than the rate of modulation caused by the hyperfine

or anisotropic (dipolar) exchange interactions. As a result, the time frame of the

electron spin relaxation process is sufficiently rapid that the surrounding magnetic

framework is seen as an effective static field, and therefore the weak perturba-

tion of the energy levels by these effects are effectively averaged. This is further

exacerbated by the polaron hopping mechanism, expected in amorphous V2O5

materials,[40] due to the delocalisation of unpaired spin density across extended

network.

The local network can be approximated as a distorted V2O5- type phase, con-

taining network-modifying LiBO2 units which manifest as defects. The nature of

electron transfer for the partially localised spins may be identified by the mag-

nitude of exchange, with respect to the nearest neighbour VX
V units, and the

activation barrier for hopping conductivity to occur. The dimensionality of the

lattice may be determined by the magnitude of exchange coupling between differ-

ent lattice dimensions. No resolved structures related to the network modifying

VO2+ sites found in VLB1 and VLB2 were observed for the VLB3 sample.

The simulated g values in the strong exchange limit (J � ∆gµBB), are char-

acteristic of the mean deviation from ge, assuming a distribution of magnetic sites

arising from distortions in the amorphous framework are present due to variations

in the bonding, distance and orientation. The mean tetragonality parameter ob-

tained from an average of g1, g2 is very high (4.13) indicating a more significant dis-

tortion at the V ′V site compared to that observed for VLB1 and VLB2. The value is

much higher compared to the reported values found for isolated V4+ species.[30, 31]

Clearly, the consequence of the screening of hyperfine and anisotropic exchange in-

teractions is therefore a subsequent loss of information regarding the ground state

electronic structure and local environment.

Finally, in the intermediate content sample, a complex line shape is observed

corresponding to a superposition of signals attributed to the network forming

(V2O5) and network modifying (VO2+) sites identified in VLB3 and VLB1, respec-
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tively. An increased broadening of the VO2+ signal is consistent with an increased

disorder about the isolated sites due to the mixed network-forming phases in the

material. Similarly, for the intermediate content glass, VO2+ (2) ρs = 0.0665,

ρ3dnz = 0.144 giving solutions ρ3dxy= 0.850 and 0.994. The value for 3 dxy indi-

cates that the unpaired spin density is again almost completely localised on the

vanadium site (
∑

i ρi = 1.06 and 1.20), in the ground state 3 dxy orbital. A note-

able increase in the dnz contribution was determined in comparison to VO2+(1),

which indicated a more significant distortion at the vanadium site in the equatorial

plane as the V2O5 content increases. The majority of the unpaired spin density

was still attributed to the ground 3 dxy orbital.

5.2.2 Variable Temperature study of high content sample

The high V2O5 content sample, VLB3, was investigated further using variable

temperature (VT) CW EPR between T = 4 - 370 K, to indirectly probe the

electron-electron exchange interactions, and transfer mechanisms responsible for

the electronic conductivity. The g anisotropy (and subsequent line shape) is in-

dicative of the inequivalence between exchange and hopping dimensions of the

disordered lattice. Ideally, single crystal measurements are necessary to resolve

different contributions to the system. Nevertheless valuable information can still

be extracted from the powder spectrum despite the loss of directional/ angular

information.

In order to partially recover information on orientational resolution, a phe-

nomenological broadening model was applied to reproduce the changes in line

shape as a function of temperature. For cases where the g anisotropy is non-

negligible, it follows that the relaxation time is also orientation-dependent with

respect to Bz, the z component of the external magnetic field, which can be ap-

proximated by an anisotropic Lorentzian line shape function in the strong-exchange

narrowing limit. This likely arises due to the dimensionality of the lattice (distinct

J values), and/or potential antisymmetric Dzyaloshinskii–Moriya (DM) exchange

terms (d12) which would have a correlation frequency comparable to the isotropic

integral. This additional term would arise due to the local distortions of the amor-

phous phase. In the regular, ordered V2O5 lattice, the vanadium nuclei possess an

inversion centre (assuming no distortion due to Li intercalation or oxygen vacancy

formation) which causes the antisymmetric terms to vanish.

These interactions are rarely resolved within the powder EPR spectrum and

single crystal measurements, in addition to variable frequency is often necessary to
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interrogate this exchange term fully. Although there is tangible anisotropy between

the g1 and g2 components, this is comparatively small compared to the g3 term.

This small anisotropy can therefore be neglected in order to obtain orientational

information from the rhombic system with respect to electronic motion and inter-

electronic interactions.

In systems with strong isotropic exchange in comparison to magnetic anisotropy,

deviations in the wings of the Lorentzian line shape can occur, resulting in a

line shape that can be approximated by the superposition of broad Gaussian and

Lorentzian line shape functions.[41] The observed line shape in the case of VLB3

was suitably approximated by a pure Lorentzian function.

The amorphous nature of the glass requires treatment in order to obtain a good

fit to the experimental data. The orientational distribution of the paramagnetic

ensemble is non-isotropic and therefore a biased distribution must be calculated.

Due to the nature of the varying line widths and/or other possible spin Hamiltonian

parameters following a change in temperature, each measurement was simulated

consecutively by least-squares fitting to obtain approximate parameter fits for the

g values and anisotropic Lorentzian line shape. An ordering potential, λ,

Figure 5.3: Example simulations of EPR anisotropic linewidth modelling at single temperature
points, indicating goodness of fit. The hollow circles correspond to the experimental trace (only
1/8 of the recorded points are shown for clarity). The solid lines correspond to the fitting results
using the anisotropic Lorentzian model. The values of the line width and g tensor were obtained
from a least-squares fitting routine as a function of temperature.
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was allowed to vary during the initial routine, of the form:

P (θ) = exp (−U (θ)) (5.4)

U(θ) = −λ(3cos2(θ) − 1)/2 (5.5)

where θ is the rotation from the z axis, and lambda is the ordering potential.

lambda was then taken as an average and fixed for the second run of the least-

squares fitting routine. Values of λ = -0.7725 and -0.087 were obtained, respec-

tively, for the temperature ranges T = 4-100 K and 120-370 K, due to the change

in orientation of the sample upon switching between spectrometers. These values

represent a comparatively weak orientational bias for the amorphous glass within

the approximation of a powder sample (where the orientational dependence is not

resolved) and was thus a reasonable approximation for the line shape simulations

upon variation of the temperature. Several contributions to the line width can

arise in such complex systems, including, most importantly, the distribution of the

g tensor values due to inter-site distortions.

In the strong exchange limit, the relative difference in Zeeman energies repre-

sents only a small perturbation to the exchange energy and therefore this effect is

expected to be averaged out from the observed line shape. Similarly, the hyperfine

and anisotropic exchange interactions that may contribute to unresolved structure

within the line width are treated as non-perturbing effective fields and also aver-

aged out. It is possible for the partial resolution of these interactions approaching

low temperatures (T < 50 K) to occur due to the increase in the spin lifetime,

characteristic of the spin-lattice relaxation time, t1e, however no evidence of this

was observed within the studied temperature ranges.

Examples of the fitting results for VLB3 at various temperatures are shown in

Figure 5.3, and the full set of single point measurements and simulations including

residual analysis can be found in Appendix 4, Figures 1-5. From these simulations,

the variation of the average g values, in addition to the peak-to-peak linewidth,

∆Bpp, for the exchange-averaged signal components (where ∆Bpp is equivalent to

∆Bpp = ∆BFWHM/
√

3 for the g3 component), taking into account anisotropic

Lorentzian broadening due to the dominant spin relaxation contribution to the

line width and g anisotropy.

A relatively small error was obtained for the direct fitting of the line shape

at each temperature, with the root mean square deviation on the order of 10 –3.

The main source in deviation from the observed trace was within the wings of the

signal due to the exchange-narrowed line shape which is approximated as a broad

139



Figure 5.4: Line width analysis after subtraction of the polaron hopping contribution to the
line width. The fits for the g1,2 and g3 components are defined in equations 5.9 and 1.3. Inset:
Results for the fit of the Arrhenius law to the total EPR line width temperature dependence,
defined in equation 5.8.

Figure 5.5: Results of the line width analysis for the g1,2 and g3 components. The lines for the
temperature region T > Tmin are the results of the fitting to an Arrhenius law. The lines for
the temperature region T < Tmin are the result of fitting of the superposition model to the line
width dependence, after subtracting the contribution from the high temperature Arrhenius type
behaviour (Figure 5.4). The dashed grey lines provide a representative linear fit. The individual
fits are presented in Figure 5.4. The parameters obtained from the fits are presented in Table
5.2.
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Gaussian in the wings of the spectrum, and minor deviations within the unresolved

g1, g2 components. This observation is considered to be either of the following:

orientational bias not accounted for in the relatively simple model (equations 5.4

and 5.5); inequivalent localised defect states, due to variation of the degree of

polarisation due to spin-orbit coupling between sites. Approaching T = 4 K,

the fit diverges more considerably, which indicate an additional structure due to

unresolved interactions or distinct defect states.

The Curie-Weiss behaviour of the EPR magnetic susceptibility is considered

by the following equation:

χEPR ≈ C/(T −ΘCW )γ (5.6)

where χEPR is the effective EPR magnetic susceptibility, C is the Curie constant,

and ΘCW the Curie-Weiss (CW) temperature. γ is a constant usually taken as γ

= 1 in a mean field approach. The EPR temperature dependent line width can be

related to the effective magnetic susceptibility:[42]

∆B(T ) = [χ0(T )/χ(T )]∆B∞pp (5.7)

where χ0 (T ) is the Curie susceptibility; χ(T ) is the effective susceptibility; and

∆B∞pp is the temperature independent contribution to the intrinsic line width. The

Figure 5.6: Results of g tensor monitoring obtained from the variable temperature modelling.
The filled black circles are the results from simultaneous multiple frequency fitting at T = 20 K
and T = 290 K.

141



EPR line width can be phenomenologically modelled as a linear combination of

decomposed components, where ∆BP (T ) is a function describing the contribution

to the line width from polaron hopping, and ∆BCW (T ) is a function describing

the Curie-Weiss behaviour:

∆B(T ) = ∆B0(T ) + ∆BP (T ) + ∆BCW (T ) (5.8)

The quantity ∆B0(T ) encompasses the temperature-independent term, ∆B∞0 , in

addition to a temperature-dependent term, which for short t1e is comparable to:

∆B0(T ) ∝ (1/t1e(T ) + 1/t2e(T )) (5.9)

thus including contributions from spin-spin and spin-lattice relaxation mecha-

nisms. The spin-lattice contribution to the linewidth was expected to be char-

acteristic of the polaron-hopping motion in the system due to the localisation of

spin density at the defect sites, and the associated phonon coupling to the lattice.

Values for the line widths were obtained as a function of temperature for a wider

range (T = 4-370 K). The results are presented in Figure 5.5. Both components

of the model are represented by distinct temperature regions that characterise the

magnetic properties, and charge carrier dynamics.

At high temperatures, the line width dependence is approximately linear for

both the g1,2 and g3 components respectively, with a similar gradient observed in

both cases. Approaching T = 200 K, a deviation away from linearity was observed

at a minimum line width value and corresponding temperature, Tmin, followed by

a plateau over a comparatively long temperature range. Approaching T = 4 K, the

line width was observed to increase monotonically for both modelled components,

albeit via different rates. It is not immediately clear as to the contributions to

this region due to the competing magnetic and transfer processes as a function of

temperature.

It has been reported that, in systems known to undergo polaron hopping,

the line width exhibits a dependence on the hopping frequency and thus the

conductivity.[43] The portion of the experimental data above Tmin was therefore

fitted to an Arrhenius equation which describes the ∆BP (T ) term:[42]

∆B(T ) = ∆B∞0 + (A/T )·exp(−Ea/kBT ) (5.10)

where A is a pre-exponential factor, and Ea is the activation energy for the
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Component Ea /eV ∆B∞0 /mT ΘCW /K J /cm–1 a /mT K –1

g3 0.0805 2.255 -16.8 -0.7928 -0.0161

g1,2 0.0940 1.390 -0.005 -0.0002 -

Table 5.2: fitting parameters and quantities obtained from linewidth analysis of LBV3.

hopping process. An excellent fit was afforded for the g1,2 components, which

accurately reproduced the plateau observed below T = 200 K. The linear portion of

the plot and deviation was well reproduced for the g3 component. However, the line

width deviated below Tmin indicating a further contribution. The fitting afforded

values ∆B0 = 1.390 mT and Ea = 0.0940 eV for the g1,2 components, and ∆B0

= 2.255 mT and Ea = 0.0805 eV for the g3 component, providing a comparable

value for the hopping energy barrier, in agreement with the dependence of the line

width on the hopping rate.

The line width behaviour was then probed at low temperatures, by subtract-

ing the contribution from the polaron hopping conductivity and the intrinsic line

width, leaving only contributions expected from the Curie-Weiss behaviour, Fig-

ure 5.4. For the g1,2 components, the subtracted line width is effectively nil across

most of the temperature range, before increasing asymptotically approaching T

= 0 K, consistent with paramagnetic Curie-Weiss behaviour where the exchange

interaction is zero.

The behaviour of the g3 component, however, is less straight forward, and

exhibits a composite behaviour, which we attribute to two competing processes:

(i) an additional apparent linear increase in the line width approaching T = 0 K; (ii)

an antiferromagnetic exchange ordering contribution, which results in a monotonic

increase in the line width response. We believe that the former corresponds to the

transfer of spin density, and its subsequent change in relaxation properties due

to the gradual localisation of spin density with decreasing temperature. The low

temperature regions were fitting with the following equations for the g1,2 and g3

components, respectively:

∆BCW (T ) = C/(T −ΘCW ) (5.11)

∆B(T ) = ∆BCW (T ) + a·T (5.12)

where C is a constant analogous (but not equal) to the Curie constant; ΘCW is

the Curie-Weiss temperature; and a is a constant describing the gradient of the

superposed linear dependence. Both models reproduced the observed behaviour
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well for the g components, and provided values ΘCW = -0.005 ± 5 K for g1,2

(effectively nil within experimental error); and ΘCW = -16.8 K, a = -0.01061

mT K–1 for g3. The isotropic exchange integral may be estimated from the Curie

temperature using the following equation:[39]

3kBΘCW = 2JZS(S + 1) (5.13)

where Z is the number of nearest-neighbour spins, which was kept constant (as-

suming 2-fold coordination along the hopping dimension) for comparison. The

estimated CW temperature values provide values J = -0.7928cm–1 for the g3 com-

ponent, and J ′ = -0.0002 cm–1 for the g1,2 components (effectively nil within error).

The observed CW behaviour is therefore convincing proof that the VLB3 glass is a

one-dimensional hopping pathway (and hence one-dimensional exchange lattice),

with a moderate antiferromagnetic coupling, and a virtually paramagnetic (un-

coupled) behaviour along the other dimensions. We may consider that the broad,

g3 component is aligned to the dimension of the hopping conduction which would

correspond with a decrease in the spin relaxation time due to the antiferromagnetic

coupling.

The spin-lattice relaxation time t1e is expected to be comparable to the order

of t2e along the hopping dimension due to the strong coupling of the spin-phonon

modes. The orientation of the g3 component with respect to the crystallographic

domain was therefore expected to coincide with the shortest V-V distance and the

hopping dimension. The fit of the Arrhenius law (Figure 5.4) showed that the

effective hopping frequency, below the critical temperature, tends towards a linear

dependence as the temperature was decreased.

In this situation, the phonon modulation of the lattice is coincident not only

with the spin-lattice relaxation processes, but also the localisation of spin density

at the trapping defect sites.[44] We propose that for the region T < Tmin, the po-

larisation of the conduction electron spin density increases substantially due to the

introduction of orbital angular momentum into the spin-orbit coupling and subse-

quent effective magnetic moment, in addition to spin-spin relaxation contributions

that are proportional to the spin density at the site, due to the Fermi contact,

isotropic and anisotropic exchange contributions. The effect of spin localisation

is therefore observed as an increase in the effective magnetic moment at the elec-

tronic site due to spin-orbit and spin-spin coupling contributions. Assuming that

this effect is dominated by t1e, the linear behaviour suggests the contribution is

associated with a one-phonon relaxation process, which usually dominates at high
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temperatures and has the opposite gradient. We therefore tentatively propose that

the apparent linear contribution corresponds to the effective spin density at the

V′V trapping sites, where spin-orbit coupling is non-negligible.

The behaviour of the g tensor over the temperature range T = 4-370 K was also

investigated and is presented in Figure 5.6. The apparent g values are shifted away

from free-spin via spin orbit coupling, and therefore any change in these values

is characteristic of a change of the local electronic environment. At high tem-

peratures, a quasi-axial symmetry is observed with two inequivalent components.

However, upon lowering of the temperature, the g1,2 components diverge, exhibit-

ing an asymmetry that is central to the averaged value at high temperatures. This

averaging is attributed to the effective screening of the magnetic anisotropy due to

the hopping transfer, which occurs on a timescale greater or comparable to t1e.[45]

Across most of the temperature range, the values remain effectively constant, until

they diverge significantly approaching T = 4 K. The anisotropy between the g1

and g2 components, and additionally between the < g1 + g2 > and g3 components,

increases dramatically.

This divergence provides further convincing evidence of the localisation of spin

density, and subsequent increase in the spin-orbit and spin-spin coupling inter-

actions, which was attributed to the linear dependence in the line width at low

temperatures. The isotropic g value deviates also to a slightly lower value, which

is expected to be characteristic of the increasing population of the V′V sites formed

via Li incorporation/ oxygen vacancy formation.

The effect of anisotropic exchange can similarly shift the g value as a func-

tion of temperature due to the mixing of excited states via spin-orbit coupling.[46]

This effect also likely contributes an important role in the inter-electronic coupling

mechanism, however this is difficult to probe in the situation of a disordered sys-

tem. Finally, the observed deviation of the g values illustrates the averaging of

disorder within the system due to the exchange and hopping processes.

Concerning the nature of the exchange coupled states, comparing back to the

schemes presented in equations 5.1 and 5.2, the V′V site observed in VLB3 is at-

tributed to the redistribution of charge carriers due to the incorporation of primary

oxygen vacancy defects (1), rather than by Li incorporation from the minor phase,

although these are likely to contribute significantly to the electronic conductivity

also.
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5.2.3 Variable Frequency study of high content sample

The line shape and structure of the VLB3 sample was further investigated at

multiple microwave frequencies, in order to better resolve the g tensor components.

The resulting X-, Q- and W-band EPR spectra, recorded at T = 20 K (X-,W-)

and T = 10 K (Q-), are presented in Figure 5.7. The variation of the line width,

and values of g, was determined to be less than 5% (within error) at the two

temperatures. At Q- and W-band frequencies, a rhombic g tensor can be readily

identified, as expected from the inequivalent equatorial directions depicted earlier

in Figure 5.1.

A dominant Lorentzian line shape persists in these spectra, particularly at X-

band. This can be attributed to the anisotropic spin relaxation processes resulting

from magnetic anisotropy in the strong exchange limit. The X-, Q- and W-band

EPR measurements were simulated and fitted simultaneously by taking into con-

sideration the line width anisotropy and averaged resonant field positions for the

exchange-coupled V4+ site. The spin Hamiltonian used for simulation of the single

dimension with two nearest neighbours, was of the following form:

Ĥ =
∑
i

giµBBŝi−2Jŝi · ŝj (5.14)

Using this equation, any possible nuclear, hyperfine, anisotropic or antisym-

metric exchange contributions, which were not resolved from the spectrum, were

neglected in the simulation. Even the difference in Zeeman energies is effectively

averaged along the hopping dimension, and therefore the inter-site disorder was

not considered. For the W-band spectrum, it was necessary to include an addi-

tional simulation parameter to correct for the microwave phase, which is non-zero,

although this was comparatively small.

The g1 and g2 anisotropy was already clearly resolved in the Q-band spectrum,

thereby confirming the modelling results presented earlier based on the X-band

spectra alone, where this anisotropy was not immediately resolved. The g tensor

parameters obtained from the simulations (those presented in Table 5.1 and Figure

5.2) were in good agreement with similar amorphous systems possessing a square

pyramidal V4+ symmetry.[31, 47] While the deviation away from the central values

above T = 20 K may be overestimated, this is nevertheless an indication of the

increase in anisotropy. An analogous fitting at X and W band frequencies and T

= 290 K was also performed for comparison, Appendix 4, Figure 8, which are also

presented in Figure 5.2.

146



Figure 5.7: CW EPR spectra of VLB3 collected at X- (9.5 GHz) Q- (35 GHz) and W-band (95
GHz) frequencies, plotted on a g scale for ease of comparison. The simulations presented are the
result of simultaneous fitting at each microwave frequency. The black arrows indicate regions
of the W-band spectrum not reproduced by the simulation, which are thought to arise due to
disorder at the vanadium trapping sites.

A series of weakly resolved features were observed between the g1 and g3 com-

ponents in the W-band spectrum. The origin of these features is not clear, and

could arise from a number of factors, including distortions of the exchange-coupled

sites away from co-linear orientations, residual hyperfine structure arising from

trace concentrations of VO2+ phases (observed in VLB1 and VLB2), and distinct,

exchange-coupled species relating to unpaired electrons at the vanadium, oxygen,

or vacancy sites.

The apparent line width of the g3 component was observed to decrease on a

g scale (similar to the g1, g2 components) with increasing frequency. The fact

that a frequency-independent line width was observed is also consistent with the

explanation that the line broadening is relaxation-dominated. Several additional

(frequency-independent) sources of broadening are possible for real, low dimen-

sional systems such as unresolved hyperfine coupling, anisotropic and antisym-

metric exchange contributions; g anisotropy and crystal field effects.[48] The fact

that angularly resolved measurements to a defined coordinate frame is not possible

here, complicates the the process of determining which broadening mechanism oc-

curs. None of these interactions were resolved across the entire temperature range

studied here. Therefore, we suggest that the anisotropic line width arising from

spin relaxation is a suitable model for the observed line broadening effects in the
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VLB3 sample.

Another interesting feature not reproduced by the simulation are the asymmet-

ric shoulders to low and high field of the g1 and g3 components (Figure 5.7. At T

= 20 K, increased anisotropy in the signal is apparent. The simulated Lorentzian

line shape corresponds well to the centre of the turning points of the spectrum,

and in contrast diverges asymmetrically within the wings of the line shape. This

anisotropic line shape is attributed to the orientational disorder due to variations

in the bond angle and length between random defect sites within the disordered

network. As the hopping frequency tends to zero, this orientational strain would

become more apparent, which would modulate the value of g with a probability

distribution rapidly vanishing towards the wings of the signal. For the room tem-

perature spectrum at W-band, Appendix 4, Figure 8, a well defined Lorentzian

line shape was observed for each of the tensor components indicating an averaging

of the inter-site disorder due to the effect of the hopping process.

5.3 Conclusions

A series of V2O5 –LiBO2 mixed conductive glasses (abbreviated VLB1-3) were

investigated using EPR spectroscopy. Understanding the local electronic structure,

and its effect on the functional properties is critical in the understanding and design

of more efficient materials, which is a critical driver in battery material research.

At low contents, an isolated S = 1/2 vanadium defect centre was observed

at a network modifying position within the LiBO2 matrix. The observed spin

Hamiltonian parameters were consistent with a V4+ centre possessing a distorted

octahedral configuration, where the spin density primarily localised in the dxy

ground state orbital. At high V2O5 content, a distinct exchange-narrowed signal

was observed. This observation is consistent with the presence of a strongly po-

larised CESR/ one-dimensional exchange-coupled lattice with a distorted square

pyramidal geometry (i.e. can be considered ca. V2O5 to short-range order). The

species responsible for this site likely arises from defects formed from intrinsic oxy-

gen vacancies in the disordered network, although the Li intercalation defect site

is also likely a significant contribution.

Linewidth and g tensor analysis of the EPR signals in VLB3 evidenced a

marked temperature-dependent behaviour, consistent with the polaron hopping

mechanism of electron transfer and inter-electronic exchange along the g3 direc-

tion, which was proposed to be coincident with the electron transfer axis. At tem-

peratures approaching the minimum observed linewidth, Tmin, a deviation away
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from linear behaviour was observed, coincident with a dominant contribution from

the hopping process. The activation energy was estimated as Ea = 0.0805 eV from

the temperature dependence, which is consistent with other conducting glass sys-

tems. Separation of the underlying line width contributions were achieved based

on a superposition model (including the Curie-Weiss law). The analysis identified

contributions from the exchange interactions and an additional process for the g3

component, which was attributed to the spin-orbit and spin-spin contributions to

the relaxation upon transition to a localised state.

Finally, a relaxation-dominated line broadening mechanism was further sup-

ported by multi-frequency EPR measurements, which also identified unresolved

features at high frequencies due to unaccounted for anisotropic exchange/ spe-

ciation within the disordered network. This analysis presents a straight-forward

method for the use of EPR to investigate solid-state glassy materials and to un-

derstand their functional properties.

149



5.4 Experimental

Materials and Methods: All precursors were used as-received without further

purification.

Synthesis: The V2O5 - LiBO2 glass materials studied in this work were pre-

pared via a melt-quench method. Analytical pure grade raw materials i.e. V2O5

(>99.6%, Aldrich) and LiBO2 (99.9%, Alfa Aesar) were weighed according to the

corresponding ratios of V2O5 to LiBO2. The weighed raw material mixtures were

thoroughly mixed using a Turbula Mixer for 45 minutes before they were placed

in Pt crucibles and heated in a muffle furnace to 900◦C for 60 minutes. To prevent

the crystallisation due to the slow cooling rate, homogeneous melts were poured

directly into baskets containing liquid nitrogen. The produced ingots were then

crushed and dry-milled using a high energy planetary mill. The whole milling

process consisted of 20 minutes using 20 mm diameter YSZ milling balls and con-

sequently 3mm diameter beads for 40 minutes respectively, which gave rise to

powders of suitable particle sizes characterised by EPR spectroscopy.

Continuous-Wave (CW) EPR spectroscopy:

X-band measurements: The X-band (9 GHz) CW-EPR spectra were recorded

at 120 K on a Bruker EMX spectrometer, operating at 100 kHz field modulation

frequency; 0.6325 mW microwave power; 1 G modulation amplitude using an ER

4119HS cavity. Approximately 50 mg of each sample was packed in a 3.8mm I.D.

quartz cell.

Q-band measurements: The Q-band (35 GHz) CW-EPR spectra was recorded

at 20 K on a Bruker E500 spectrometer operating at 100 kHz field modulation fre-

quency; 0.005 mW microwave power; 1 G modulation amplitude, using a Bruker

ER5106 QT-E resonator. The samples were individually packed into a 1.2 mm

I.D. quartz cell.

W-band measurements: The W-band (95 GHz) CW-EPR spectra were recorded

at 20 K and 300 K on a Bruker E600 spectrometer operating at 100 kHz field mod-

ulation frequency; 0.005 mW microwave power; 1 G modulation amplitude, using

a E600-1021H TeraFlex resonator. Field calibration was performed using a BDPA

standard at X-band, and the microwave frequency for spectra at W-band were

adjusted accordingly by simultaneous fitting at the three microwave frequencies.

The samples were packed in a 0.5 mm I.D. quartz cell.

150



Variable Temperature (VT) study: VT X-band EPR measurements were

performed on the VLB3 sample, using a Bruker E500 spectrometer equipped with

a ER 4119HS resonator and an Oxford instruments cryostat for the temperature

range T = 4-100 K. A saturation study was recorded to ensure that the operat-

ing microwave power was not within saturation. Field calibration was performed

using a BDPA standard. The operating parameters were 100 kHz field modu-

lation frequency, 0.6325 mW microwave power, and 1 G modulation amplitude.

EPR measurements in the temperature range T = 120-370 K were recorded on a

Bruker EMX spectrometer equipped with a ER 4119HS resonator, as stated vide

infra, with the same operating parameters used for T = 4-100 K. The Q value was

checked to ensure a similar environment for the separate temperature ranges.

Simulations and fitting: Spectral simulations were performed using the EasySpin

toolbox in MATLAB developed at ETH Zurich.[49] The simulation models used

to reproduce the experimental data were as described in the text vide infra.
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istry of substitutional and interstitial cation doping in layered α-V2O5. Phys-
ical Chemistry Chemical Physics, 20(22):15002–15006, June 2018.

[25] Karen E. Swider-Lyons, Corey T. Love, and Debra R. Rolison. Improved
lithium capacity of defective V2O5 materials. Solid State Ionics, 152-153:
99–104, December 2002.

[26] J. Krzystek, Andrew Ozarowski, Joshua Telser, and Debbie C. Crans. High-
frequency and -field electron paramagnetic resonance of vanadium(IV, III, and
II) complexes. Coordination Chemistry Reviews, 301-302:123–133, October
2015.

[27] J.E. Garbarczyk, L. Tykarski, P. Machowski, and M. Wasiucionek. EPR
studies of mixed-conductive glasses in the AgIAg2O-V2O5-P2O5 system. Solid
State Ionics, 140(1-2):141–148, March 2001.

[28] N. S. Saetova, A. A. Raskovalov, B. D. Antonov, T. V. Yaroslavtseva, O. G.
Reznitskikh, E. V. Zabolotskaya, N. I. Kadyrova, and A. A. Telyatnikova.
Conductivity and spectroscopic studies of Li2O-V2O5-B2O3 glasses. Ionics,
pages 1–10, January 2018.

[29] O. Cozar, I. Ardelean, and Gh. Ilonca. EPR and magnetic susceptibility
studies of vanadium lead-borate glasses. Materials Chemistry, 7(6):755–765,
November 1982.

[30] Young Hoon Kim, Tae Ho Noh, Jae Peel Kang, Sung Duk Hong, Deok Choi,
and Seung Kee Song. Epr investigation of V4+ions in GeO2-B2O3-V2O5 glasses
and polycrystalline compounds. Journal of the Korean Physical Society, 62
(6):906–911, March 2013.

[31] C. S. Sunandana and A. K. Bhatnagar. An ESR study of hopping conduction
in the glass system V2O5-MO2 (M=Ge, Se, Te). Journal of Physics C: Solid
State Physics, 17(3):467, 1984.

[32] A. Sheoran, A. Agarwal, S. Sanghi, V. P. Seth, S. K. Gupta, and M. Arora.
Effect of WO3 on epr, structure and electrical conductivity of vanadyl doped
WO3·M2O·B2O3 (m = li, na) glasses. Physica B: Condensed Matter, 406(23):
4505–4511, December 2011.

[33] V. P. Seth, A. Yadav, and Prem Chand. ESR of vanadyl ions in borate glasses.
Journal of Non-Crystalline Solids, 89(1):75–83, 1987.

154



[34] G. L. Narendra, J. Lakshmana Rao, and S. V. J. Lakshman. Esr and opti-
cal absorption spectra of VO2+ ions in Na2SO4-ZnSO4 glasses. Solid State
Communications, 77(3):235–237, 1991.

[35] D. Sreenivasu, N. Narsimlu, G. S. Sastry, and V. Chandramouli. Epr study
of VO2+ ions in lithium-lanthanum borate glasses. physica status solidi (a),
143(2):K107–K110, June 1994.

[36] Daniel Kivelson and Robert Neiman. ESR Studies on the Bonding in Copper
Complexes. The Journal of Chemical Physics, 35(1):149–155, July 1961.

[37] Daniel Kivelson and Sai-Kwing Lee. ESR Studies and the Electronic Structure
of Vanadyl Ion Complexes. The Journal of Chemical Physics, 41(7):1896,
2004.

[38] J. R Morton and K. F Preston. Atomic parameters for paramagnetic resonance
data. Journal of Magnetic Resonance (1969), 30(3):577–582, 1978.

[39] P. W. Anderson and P. R. Weiss. Exchange Narrowing in Paramagnetic
Resonance. Reviews of Modern Physics, 25(1):269–276, January 1953.

[40] L. Murawski, C. Gledel, C. Sanchez, J. Livage, and J.P. Audières. Electrical
conductivity of V2O5 and LixV2O5 amorphous thin films. Journal of Non-
Crystalline Solids, 89(1-2):98–106, January 1987.

[41] A. Zorko, F. Bert, A. Ozarowski, J. van Tol, D. Boldrin, A. S. Wills, and
P. Mendels. Dzyaloshinsky-Moriya interaction in vesignieite: A route to freez-
ing in a quantum kagome antiferromagnet. Physical Review B, 88(14):144419,
October 2013.

[42] Sushil K. Misra, Sergey I. Andronenko, Saket Asthana, and Dhiren-
dra Bahadur. A variable temperature epr study of the manganites
(La(1/3Sm2/3)2/3SrxBa0.33–xMnO3 (x = 0.0, 0.1, 0.2, 0.33): Small polaron hop-
ping conductivity and Griffiths phase. Journal of Magnetism and Magnetic
Materials, 322(19):2902–2907, October 2010.

[43] Hazime Mori. Transport, Collective Motion, and Brownian Motion. Progress
of Theoretical Physics, 33(3):423–455, March 1965.

[44] V. I. Krinichnyi, P. A. Troshin, and N. N. Denisov. The effect of fullerene
derivative on polaronic charge transfer in poly(3-hexylthiophene)/fullerene
compound. The Journal of Chemical Physics, 128(16):164715, April 2008.

[45] Aránzazu Aguirre, Peter Gast, Sergey Orlinskii, Ikuko Akimoto, Edgar
J. J. Groenen, Hassane El Mkami, Etienne Goovaerts, and Sabine Van
Doorslaer. Multifrequency EPR analysis of the positive polaron in I2-doped
poly(3-hexylthiophene) and in poly[2-methoxy-5-(3,7-dimethyloctyloxy)]-1,4-
phenylenevinylene. Physical Chemistry Chemical Physics, 10(47):7129–7138,
December 2008.

155



[46] Andrej Zorko. Determination of Magnetic Anisotropy by EPR. In Ahmed
M. Maghraby, editor, Topics From EPR Research. IntechOpen, February
2019.

[47] E. Gillis and E. Boesman. E. P. R.-Studies of V2O5 Single Crystals. I. De-
fect Centres in Pure, Non-stoichiometric Vanadium Pentoxide. physica status
solidi (b), 14(2):337–347, 1966.

[48] Alessandro Bencini and Dante Gatteschi. Electron Paramagnetic Resonance
of Exchange Coupled Systems. Springer-Verlag, 1990.

[49] Stefan Stoll and Arthur Schweiger. EasySpin, a comprehensive software pack-
age for spectral simulation and analysis in EPR. Journal of Magnetic Reso-
nance (San Diego, Calif.: 1997), 178(1):42–55, January 2006.

156



Chapter 6

ex situ EPR characterisation of electrode materi-

als for Li-ion batteries

6.1 Introduction

Rechargeable batteries are currently an intensive area of research, not only for

developing new technological solutions for renewable feedstocks and pollution re-

duction, but also in the field of advanced energy storage devices.[1] The discovery

of the LiCoO2 (LCO) electrode material, which enabled the advent of commercial

rechargeable batteries, was in part based on the work of Whittingam on Li interca-

lation hosts,[2] in addition to Goodenough’s work on the electronic and magnetic

behaviour of transition metal oxides.[3–6]

Furthermore, another important consideration in the optimisation of materials

for Li-ion battery (LIB) electrodes is the control of the defect chemistry. This

further regulation of the electronic structure, through structural features such as

cationic, anionic vacancies and heteroatom doping, has been intensively researched

recently, not only for LIB,[7, 8] but also in the field of electrocatalysis.[9] As

exemplified in earlier Chapters in this Thesis, EPR spectroscopy is one of the

essential tools that can be used for direct interrogation of defects in the solid

state.[9]

A critical aspect of the magnetic interactions of transition metal (TM) based

electrode materials are the extended exchange coupling pathways, which can me-

diate the localisation and electron transfer processes associated with the param-

agnetic centres. An example of this effect is illustrated in Figure 1.1. Since many

open-shell sites are often present, this in turn can lead to the formation of a per-

colating network of exchange interactions,[10] which can be strong compared to

the Zeeman energies. This in turn can lead to an averaging of site disorder, and

hence a loss of information about the system under investigation.

The intrinsic and perturbed electronic structure is therefore interconnected

with the bulk properties of the material, for which EPR and magnetometry become

ideal techniques for screening and understanding.[11] The application of EPR into

research of battery materials is therefore attracting increasing attention.[10, 12–14]

An overview of some of the recent research developments in this area, specifically,

the application of EPR spectroscopy in the interrogation of these battery materials,

was presented in Chapter 1.
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Figure 6.1: (a) Cationic lattice of paramagnetic battery electrode material, illustrating the
formation of an extended network of exchange couplings between transition metal centres in a
matrix of diamagnetic cations. Clustering of magnetic moments is also an important considera-
tion in these materials (Lower Right). (b) Schematic illustration of the typical super-exchange
pathways, involving d orbitals on the transition metals (TM), and formation of overlap on a dia-
magnetic bridging atom (O). Figure reprinted with permission from reference [10]. ©Copyright
2020 American Chemical Society.

In this Chapter, a systematic investigation of Li-ion cathode (labelled LFP) and

anode (labelled LTO, NTO) materials was therefore undertaken to better under-

stand the relationship between preparation and performance. EPR spectroscopy

was to directly probe the nature of the redox sites, defects and impurities in the

materials, in order to correlate the electronic properties with their local magnetic

structure. The investigation was supported with multi-frequency EPR analysis (to

resolve inaccessible transitions), variable temperature measurements (to indirectly

probe their magnetic properties) and finally electrochemical measurements (to un-

derpin the EPR investigation, and to further correlate their structure-function

relationship).

6.2 Results and Discussion

6.2.1 Background to the LiFePO4 (LFP) cathode materials

LiFePO4 (hereafter labelled LFP) is a widely used commercialised cathode ma-

terial for Li-ion batteries due to its high theoretical capacity (≈ 170 mAh g–1),

acceptable operating potential window (2 - 4.1 V v.s. Li/Li+), long cycle life,

excellent stability and widely available precursors.[15] LFP possesses an olivine-

type orthorhombic structure containing LiO6 and FeO6 octahedral units, and PO4

tetrahedra (Figure 1.2). The Li ions intercalate along the 1D pathways. The FeO6

octahedra are significantly distorted, with axial bond lengths of 2.204 and 2.2108

Å, and equatorial bond lengths of 2.251 and 2.064 Å.[16] The LFP material also

possesses a relatively low electronic conductivity, and therefore requires the addi-
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tion of carbon coatings and conductive additives in the electrode formulation, in

order to reduce the resistivity of the cell.[17].

The predominant form of iron in the cathode material is LiFe2+PO4, which is

in principle detectable with EPR in the high-spin state (S = 2). However, sig-

nals pertaining to Fe2+ are rarely observed at conventional microwave frequencies

(νMW = 9 GHz, X-band) due to several considerations, including large ZFS in-

teractions (which increase quadratically in non-Kramers ions), quenching of the

total angular momentum by the orbital moment (L = S = 2; J = 0),additional

exchange couplings to other electronic moments in the lattice, and subsequent fast

spin relaxation times, leading to broadening beyond detection.

The combination of these effects typically raises the transition energies above

the accessible microwave frequencies, and contributes to fast relaxation times,

which broadens the line width beyond detection. To add to these complications,

the intrinsically conductive nature of these materials, acts to exacerbate these

effects. Firstly, the relative mobility of the unpaired spin density leads to a short

T1e time. In addition, the penetration depth of the microwave quanta is limited

due to the microwave skin depth (on the order of µm at X-band), which in turn

limits the sensitivity of the EPR technique to the surface of the material, thus

limiting the effective spin density accessible to probe.

Iron is also present as high-spin Fe3+ (S = 5/2, ground state 6S5/2), in the

delithiated form, Fe3+PO4, and in impurities such as Fe2O3. In contrast, Fe3+ is

often readily observable by EPR, but suffers from very broad signals (due to the

interactions outlined above), and an absence of hyperfine coupling due to the low

abundance of spin active nuclei (≈2% 57Fe, I = 1/2). The ZFS parameters of

these systems is often greater than the quantum limit (i.e. νMW � D/~), the

weak field condition is met and the only allowed transition originates from within

Figure 6.2: Schematic illustration of the LFP unit cell along the c axis. Reproduced using
neutron diffraction data from reference [18], available on the Crystallography Open Database
(COD)[19–22] Red: O; Orange: Fe; Pink: P; Green: Li.
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the |S,ms〉 = |5/2,±1/2〉 doublet (∆ms = +1/2 ↔ −1/2). The examination of

high spin systems at conventional microwave frequencies is therefore often treated

as an effective Seff =1/2 system and the full electronic structure is not accessed.

In contrast, low spin Fe3+ (S = 1/2) has a large orbital contribution with ground

state 2D5/2 and therefore a significant g anisotropy, and a considerably narrower

line width. These two spin states are therefore readily distinguished using EPR.

Since the main phase of LFP, LiFe2+PO4 is effectively ‘EPR silent’, then the

presence of any signal in the steady state (ca. the unperturbed material) will

be attributed to impurities and defects present in the sample as Fe3+ for exam-

ple. Several impurities (Fe2O3, Fe2P (silent), FePO4, as well as Li3PO4, Fe2P2O7,

Li4P2O7 and Li3Fe2(PO4)2) have been reported in the literature, which are highly

sensitive to the preparative method employed.[23]

The LFP materials therefore represent an interesting class of compounds for

study by EPR, to correlate the local electronic structure, to the bulk magnetic

properties from magnetometry research, in addition to the electrochemical perfor-

mance. A series of LFP materials, varying with the ’FeO’ precursor used, were

therefore initially investigated to determine the sensitivity of the impurity phases

in the as-received samples depending on the preparative method (see Section 1.4 for

details). The samples include LFP1 (bearing the Fe2O3 precursor), LFP2 (bearing

the Fe3O4 precursor), LFP3 (bearing the FeO precursor) and finally LFP4 (bearing

the Fe(OH)2 precursor).

6.2.2 CW EPR analysis of the LFP starting materials

The series of carbon-coated LFP samples were measured at X-band (νMW9 GHz),

with T = 120 K and 300 K, Figure 1.3. A distinct broadening of the observed

EPR signals was generally observed at lower temperature, which is characteristic

of both the magnetic ordering within the material and the fast spin relaxation

times. The line broadening of the observed Fe3+ signals was discussed earlier,

and any signal observed readily confirms the presence of Fe3+-type impurities of

some form within the samples, either arising from unreacted precursors, or from

undesired oxidation at the surface.

Each sample showed a very broad isotropic resonance, characteristic of high

spin Fe3+. Some of the signals were so broad that they could not be readily char-

acterised at this frequency, and only the negative part of the first derivative signal

is observed (e.g. LFP2 and LFP4, Figure 1.3). Additional weakly anisotropic sig-

nals at low field were also noticeable in some cases, indicative of a high spin Fe3+
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Figure 6.3: X-band EPR spectra, at T = 120 K (blue) and 300 K (black), of the carbon-coated
LFP samples (LFP1-4), synthesised using different Fe precursors.

species in a strong (geff =4.3-9), low symmetry environments. The features were

barely visible due to the dominating broad resonance arising from the near-cubic

Fe3+ site. The variance in line shape is characteristic of the varying local site dis-

tortion (ZFS), and exchange structure (to both ”silent” Fe2+ and ”active” Fe3+)

which are indicative of the nature of the impurities formed in the materials and

their local environment. Broader components about the central line shape likely

arise from unresolved fine structure.

Some information on the site symmetry is provided by the observed effective g

value. In the samples investigated here, the dominating EPR feature is the broad

signal of various line widths (varying according to preparative method and tem-

perature) at geff ≈ 2.0, extending to about geff ≈ 2.2 for LFP3. In the weak

field limit, This effective value is characteristic of a weakly distorted ligand field

(E/D = 0), often found for Fe-oxide type environments.[24] The site symmetry

of LiFePO4 is orthorhombic, and therefore any impurity phase associated with

FePO4 is inconsistent with the apparent values. Additional structure, observed in

the shoulders of the EPR signal, may be attributed to distinct impurity phases,

and most certainly unresolved ZFS interactions. The only clear indication of an

additional distinct phase is observed for the sample LFP1 at T = 120K, bear-

ing a feature at geff ≈ 4.3 (B0 ≈ 150 mT), labelled by an arrow in Figure 1.3.

This additional feature is characteristic of a low symmetry site with large axial

dipolar interaction and E/D = 1/3, which is commonly seen for Fe3+ contain-
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ing materials.[25, 26] A lack of any resolved structure, such as that arising from

hyperfine, ZFS or anisotropic exchange, prevents a clear distinction between coor-

dination environments at X-band frequencies (9.5GHz), and thus any distinction

between impurity phases is therefore challenging.

As a result, W-band EPR measurements was then performed on LFP3 at T =

300K in order to investigate the unresolved fine structure of the broad isotropic

signal further. The frequency matching and coupling proved challenging at these

high microwave frequencies. The measurement of the LFP3 sample was undertaken

as a cut electrode strip for X-band, and as the scraped material from the film for

W-band measurement (Figure 1.4).

The X-band spectrum of the printed film indicated some further unresolved

features in the spectrum of LFP3, which were observed as a ’shoulder’ in the

middle of the broad resonance around geff ≈ 2, characteristic of an additional

phase in the material with 2 > geff > 4.3 and an intermediate distorted en-

vironment (0 < E/D < 1/3).[25] There are comparatively few EPR examples

of LFP materials published in the literature. Similar line shapes were observed

in LiCo(1–2x)NixMnxO2 (NCM) electrode materials, which at high frequencies

(νMW = 285 GHz and T = 5 K), were resolved into two distinct metal sites

at low doping concentrations.[27] Despite the different chemistry of the NMC ma-

terial, the electron transport mechanism, and large ZFS parameters (compared to

the Zeeman energies afforded by S-O coupling) are somewhat comparable. Within

the free-spin region, B0 ≈ 350 mT, a narrow isotropic resonance is clearly re-

solved from the broader Fe3+ line shape with g = 2.002. The narrow line width,

indicative of comparatively long T1e and T2e, is characteristic of a localised site

which is attributed to a carbon additive-related defect.[28] Such signals are com-

monly observed in graphite materials and effect a pseudo-capacitive behaviour

(non-Faradaic current) through the polarisation and storage of charge-carriers.

At W-band frequency, the observed EPR response is considerably different

(Figure 1.4. Although the signal quality was poor, nevertheless an apparent fine

structure across the field range 0.5 < B0 < 4 T was observed. Features at geff ≈
2.066, 3.289 and 5.784 were observed which likely arise from the presence of Fe3+

impurities with weak, intermediate and strongly distorted environments respec-

tively, with D � hνMW even at this higher frequency. However, due to the rela-

tively poor resolution it was challenging to accurately simulate these species, and

the possibility that this signal arises from a trace impurity in the resonator cannot

be excluded. Additional EPR measurements of the unloaded resonator identified

some weak features across the magnetic field range studied, however these were
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Figure 6.4: X-band (9.8 GHz) and W-band (95 GHz) CW EPR spectra of the carbon-coated
LFP3 starting material at T = 300K.

completely unresolved, and therefore it was not possible to provide a categorical

distinction between these two possibilities.

Scanning electron microscopy (SEM) measurements, performed by staff at

Johnson Matthey (JM), indicated the presence of iron-rich surface phases (see

Appendix 5, Figure 2) on the surface of the LFP3 sample, that were not identified

by XRD measurements of the material (Also performed by JM staff, Appendix

5, Figure 3). Assuming the apparent features observed at W-band arise from the

sample, it is expected to be associated with this surface phase, which can be at-

tributed to the non-incorporated Fe precursor, although the relative stoichiometry

is challenging to determine as a result of the large D, E values and lack of other

identifying interactions such as g-anisotropy, or hyperfine structure.

6.2.3 Comparison of LFP printed electrode films at varied

potential v.s. Li/Li+

The magnetic properties were determined to be highly sensitive to the nature of

the electrochemically perturbed material, and are further moderated by impurity

phases such as those indicated vide infra, which can contribute room-temperature

ordering transitions to the magnetic behaviour. Electrochemical cycling was there-

fore performed on assembled 2032 coin cells ex situ with the LFP3 printed film,

to determine the sensitivity of the magnetic properties of upon perturbation of
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the electronic structure, and to potentially identify the associated lithiated phase

FePO4. After a standard testing protocol, the cells were stopped at varied circuit

potentials, corresponding to the degree of delithiation at the WE. The electrodes

were subsequently extracted from the cells to undertake the EPR measurements.

Figure 1.5 presents the GCD data from the final discharge step in the protocol,

indicating the potential (and corresponding reversible capacity) at which the cells

were stopped. Figure 1.6 then presents the corresponding EPR measurements at

stopped potential. The EPR spectra are characterised by three main features,

including: i) a signal at geff ≈ 4.3, indicative of Fe3+ in a low symmetry envi-

ronment ( E/D ≈ 1/3, D 6= 0); ii) a broad signal at geff ≈ 2, characteristic of a

near-cubic site symmetry and attributed to an ’FeO’ impurity phase; iii) a narrow,

isotropic resonance at g ≈ ge which was attributed to a carbon additive related

defect. The low symmetry Fe3+ site was considerably better resolved after cycling

than that observed in Figure 1.4 for the as-prepared film, which is attributed to

the formation of surface FePO4 via the irreversible loss of Li and subsequent re-

duction of the lattice site during the initial cycle. The broadening is expected to

result from distributions in the bqk parameters, in addition to the spin relaxation

properties with respect to inter-site homogeneity, spin correlation, and electron

transfer processes.

Comparing the spectra with respect to their cell potential, reveals that the three

features are observed to be comparatively invariant within experimental error (See

Figure 6.5: Stacked potential capacity plot of the final discharge step in the GCD protocol for
the five LFP3 coin cells, cycled at low current rates (0.1C and 0.1D, respectively). The dashed
lines indicate the potential values at which the cells were stopped, corresponding to the degree
of delithiation in the LFP material (assuming 1 e– reduction).
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Figure 6.6: X-band CW EPR (120K) measurements of extracted LFP3 electrodes with varying
degrees of lithiation. The active material was removed (scraped) from the surface of the foil
and packed into a Q-band EPR tube. The sample height was ensured to be constant across the
samples, due to the imprecision in mass correction (m ≈ 1− 2mg).

Appendix 5, Figure 5 for comparison of their integrated intensity). While the

sensitivity of EPR is relatively high, the quantitative understanding of dynamic

electrochemical processes are challenging. The sample mass was also relatively

small which contributed a considerable error to the analysis of the integrals and

signal intensities. Furthermore, the skin effect causes a lowering of the Q factor

(despite the fact this was minimised), which also limits the available spins for

sensitive detection. While this appears to support the assignment of an irreversible

surface defect, this cannot be unambiguously assigned. It is also possible that the

relaxation properties of the reversibly exchanged lattice site are too fast to detect,

or that the spin density at the site is simply distributed via electron transfer. This

illustrates the motivation for the development of in situ capabilities for the on-line

generation and monitoring of such species.

6.2.4 Li4Ti5O12 (LTO) and TiNb2O7 (NTO) anode

materials

Graphite anode materials have been used since the first commercialisation of Li-ion

batteries. However, they remain a challenging material to use, in part due to the

considerable volume change upon intercalation/ deintercalation (≈ 10%),[29] low

165



ionic conductivity[30] and propensity for lithium dendrite formation.[31] One of

the critical limitations occurs under fast charging (high current density) conditions,

where these effects are exacerbated significantly due to degradative processes. To

address these considerations, alternative materials such as Li4Ti5O12 (LTO) have

been investigated intensively.

LTO is widely regarded as a ”zero-strain” material due to its negligible volume

change upon intercalation/ deintercalation. It therefore possesses excellent cycling

stability and high redox potential which inhibits lithium dendrite formation. LTO

has a defective spinel structure with a cubic space group, and is insulating due to

the large band gap between the empty d-orbitals and filled oxygen p-states.[32]

Three Li ions can be incorporated per unit, providing a theoretical specific

capacity of Qtheory =175 mAh g–1.[32] However, compared to graphite, the capacity

is relatively low (Qtheory = 372 mAh g–1.[33] TiNb2O7 (NTO) is another possible

anode candidate material as a result of its much higher capacity (Qtheory = 387.6

mAh g–1)[34] accommodating up to five Li ions per unit cell due to the action of Ti

and Nb redox couples, including Ti3+/Ti4+ and Nb3+/ Nb4+/ Nb5+. A comparison

of the experimental specific capacity as a function of the C- (Charging) rate for

LTO and two NTO half cells, varying in preparation, is presented in Figure 1.7.

This data was collected by JM staff. This illustrates the challenge with the possible

NTO materials, which also suffers from poor conductive properties, but also the

capacity retention at high cycling rates diminishes significantly.

Concerning the redox couples for LTO and NTO, both Ti3+ (S = 1/2, I = 0

for major isotope) and Nb4+ (S = 1/2, I = 9/2) are paramagnetic, for which the

Figure 6.7: Specific capacity as a function of C-rate for LTO, NTO1 and NTO2, illustrating
the reduced capacity for NTO at high cycling rates.
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former is well characterised within the literature, particularly for TiO2 materials

in photocatalytic applications.[35–39] Nb4+ on the other hand is observable using

EPR, although only a few reports of this species have appeared in the literature

to date.[36, 40] Due to fast spin relaxation kinetics, Nb4+ is however rarely ob-

served above T = 20K and measurement of its magnetic properties can often be

challenging.[41]

Therefore, in order to explore the role of EPR in the characterisation of these

materials, and to correlate the local electronic structure, to the degradative and

rate limiting elements of the electrode material from a steady-state perspective, a

series of LTO and NTO samples, prepared from different precursors, were therefore

investigated ex situ. These materials include:

1. Li4Ti5O12 (hereafter labelled LTO), is a commercial material from Targray;

2. TiNb2O7 (labelled NTO1) is a JM material, prepared via flame spray pyrol-
ysis from a niobium ethoxide precursor;

3. TiNb2O7 (labelled NTO2) is a JM material, prepared via flame spray pyrol-
ysis from a niobium oxalate precursor.

In addition, NTO1 and NTO2 were found to have significantly different per-

formances when cycled at high C rates (as shown in Figure 1.7). These materials

were studied in particular to understand the structural changes involving defects

generated under stress, and thereby determine the cause of capacity loss within

the materials.

6.2.5 Comparison of LTO and NTO starting materials

The CW EPR spectra (T = 120 K) for the LTO, NTO1 and NTO2 starting

materials are presented in Figure 1.8 for comparison.

In the NTO1 sample, a sharp isotropic signal is observed near free spin at g

= 2.0035 with a well resolved Lorentzian line shape (Figure 1.8). The measured

g value indicates that the signal is likely a defect from the carbon additive. Some

carbon-based radicals could be expected from the flame spray preparation method.

For NTO2, Another sharp isotropic signal is also observed although not as well

resolved due to the broad overlying signal. g = 2.0024 indicates that this also

likely arises carbon-based radical, however there is considerable uncertainty in the

g factor measurement at such small shifts from the free spin value.

The more dominant feature in the EPR spectrum is centred at g = 1.954,

which can be assigned to Ti3+ aggregates in the sample. A similar assignment
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Figure 6.8: X-band CW EPR spectra (T = 120 K) of the as-received LTO (Bottom), NTO1
and NTO2 (Top) starting materials. Signal intensities have been normalised for comparison.

of an analogous signal in lithum intercalated anatase has been proposed.[42] It is

possible that the Ti3+ aggregates is the cause of the reduced cell capacity when

compared to NTO1. The broad signal line width of the signal may be attributed

to one of two spin-spin interactions the anisotropic dipolar interaction from nearby

Ti3+ sites or alternatively, the strongly correlated exchange interactions of reduced

lattice sites and disordered clusters within the material.

Finally, the LTO sample displays no observable EPR signals at the measure-

ment temperatures employed (Figure 1.8). Only a weakly resolved signal is ob-

served which may arise from transition metal impurities in the precursor materials.

The screening of these starting materials provides a useful reference to present

phases in the active material due to choice of preparation method, and in the

understanding of perturbations effected by electrochemical cycling.

6.2.6 Reduction of LTO and NTO materials

In the native form of LTO, most of the Ti centres exist in the diamagnetic Ti4+

form. Paramagnetic Ti3+ surface species can therefore be readily generated by vac-

uum annealing, in order to compare the spectra of the Ti3+ centres.The generation

of oxygen vacancies at the particle surface causes charge trapping and compensa-

tion, resulting in the Ti3+ sites in relatively isolated environments with a lack of

nearby magnetic nuclei and spin-phonon coupling modes that influence relaxation.

The X-band CW EPR spectrum (T = 300 K) for the vacuum annealed LTO is
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therefore shown in Figure 1.9 (b).

Comparing the vacuum annealed sample in Figure 1.9 (b) to the native ma-

terial, shown earlier in Figure 1.8, a clear change is observed in the EPR spec-

trum, with a well resolved axial signal of the order g1 = g2 > g3 (g⊥ > g‖). A

good fit of the signal was obtained via simulation revealing the g values of [1.989,

1.989, 1.964] which is typical for distorted octahedral Ti3+ species reported in TiO2

with D4h symmetry due to a tetragonal compression along the z-axis. The Ti-O

bonds in the x, y-plane are almost identical as expected, presumably correspond-

ing to the Ti-O-Ti lattice direction although this cannot be confirmed by powder

measurements.[43, 44] As significantly higher vacuum annealing temperatures were

required for NTO (T > 1000 K), it was not possible to repeat this experiment for

the NTO sample.

Chemical reduction of the material, using a strong reducing agent such as n-

BuLi, can also be used to generate reduced Ti3+ centres in these materials.[45]

Since n-BuLi has a potential of ca. 1 V vs. Li/Li+,[46] it can efficiently reduce

Nb and Ti centres without an applied bias, and also provides a source of Li+ for

intercalation and charge compensation. This approach has been used previously

for spinel lithium titanate materials.[46] The incorporation of Li into NTO can be

Figure 6.9: a) X-band CW EPR spectra (T = 120 K) of NTO1 sample, after reaction with 3
eq. n-BuLi. The tube was sealed under an Argon atmosphere; b) X-band CW EPR spectrum
(T = 300 K) of LTO, vacuum annealed in a vacuum quartz tube (P = 10 –4 mbar; T = 800K).
black: experimental spectrum; red: simulated spectrum.
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represented by the following equations:

TiXTi +OX
O + Li+ + e′ 
 Ti′T i +OLi• (6.1)

NbXNb +OX
O + Li+ + e′ 
 Nb′Nb +OLi• (6.2)

at oxygen framework positions adjacent to the respective Nb and Ti redox sites.

Two notable signals were present within the sample which changed upon n-BuLi

addition. Firstly, a broad resonance (indicated A) appears at B0 = 360 mT which

was not observed in the reference sample. The signal intensity increases upon

further addition of n-BuLi, and also undergoes a slight broadening. Secondly,

a sharp isotropic signal (indicated B) is observed at B0 = 350 mT which also

increases in intensity upon n-BuLi addition.

The broad signal, A, appears to possess axial symmetry with perpendicular

and parallel components that are not clearly resolved due to the line width. The

g values obtained were g = [1.940 1.940 1.810] and have been attributed to tetrag-

onally compressed octahedral Ti3+ defect sites within the bulk of the material.

Similar values have also been obtained for Ti3+ in LiTi1–x (Nbx )O3 materials.[40]

The sharp isotropic signal B is similar to the most intense feature of the reference

sample, which was assigned to an OLi• centre, due to intercalation of Li at the

framework oxygen sites. The observed g value was found to be g = 2.0035, which

is consistent with the reference material. The cause of these defect sites upon re-

duction with n-BuLi, and their significance is currently unclear. However, further

studies monitoring the change in EPR signals upon addition of air to the sample

(Appendix 5) indicated a dependence between the OLi• signal, B, and the Ti3+

signal, A, through defect formation and charge trapping at the local sites. Upon

addition of air, a consecutive decrease in signal B was observed in addition to an

increase in signal A, was attributed to the gradual reaction of Li at the OLi• site

with air (or moisture). The Li ion is abstracted from the site, and forms a seperate

’Li2O’ or ’LiOH’ type phase at the surface of the material. This process has been

observed by XRD measurements previously.[46] The trapped electron at the OLi•

site is redistributed to form an additional Ti′Ti (or Nb′Nb) site, thus accounting for

the increase in signal A.
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Table 6.1: Simulated g tensor values for the observed defects and impurities in LTO, NTO1
and NTO2. All g values are reported with a precision of ±0.001.

Material Species Formation g1 g2 g3

LTO Ti′surface annealing 1.989 1.989 1.964
V•O intrinsic 2.0029 2.0029 2.0029

OLi• electrochemical 2.0032 2.0032 2.0032
carbon O• intrinsic 2.0025 2.0025 2.0025

NTO1 Ti′Ti n-BuLi 1.940 1.940 1.810
OLi• n-BuLi 2.0035 2.0035 2.0035

carbon O• intrinsic 2.0035 2.0035 2.0035
NTO2 Ti′imp preparation 1.954 1.954 1.954

Ti′Ti electrochemical 1.961 1.961 1.920
OLi• electrochemical 2.0025 2.0025 2.0025

carbon O• intrinsic 2.0031 2.0031 2.0031

6.2.7 Comparison of LTO and NTO printed electrode films

at varied potentials

A series of LTO and NTO samples were also investigated after GCD cycling in the

2032 coin cells. The samples were stopped at cell potentials along the final charge

step, and subsequently extracted for EPR measurement as in the case of LFP. The

X-band CW EPR spectra (120 K) of the LTO samples, stopped at different ‘states

of charge’ (SOC) are shown in Figure 1.11.

A well resolved isotropic signal centred near g = 2.0029 is observed in the

spectrum for the cell 1 sample in the fully discharged state (“0Li”). Upon charging

Figure 6.10: GCD measurements of LTO 2032 coin cells, final charge step indicating potentials
at which cells were stopped and extracted for EPR measurements.

171



Figure 6.11: X-band CW EPR (120K) spectra of the harvested LTO coin cell samples (1-5),
stopped at different states of charge.

of the cell, the observed isotropic signal at g = 2.0029 decreased in intensity as the

cell potential was increased. This was attributed as a trapping oxygen vacancy site,

V•O, which is reduced to a diamagnetic state with increasing electron density in the

conduction band of the material (and subsequent relaxation into the intra-band

gap state). As the isotropic signal decreases further in intensity, the resolution of

an increasing, broader signal at similar g (= 2.0032) was observed from cell 1 to

cell 3.

Finally, in the fully charged state (“100Li”), cell 5, another distinct isotropic

signal with much smaller line width is observed in the centre of the superposed

signals.This is assumed to remain constant upon change of cell potential. It also

appeared that a weak shoulder to high field of the central resonance was observed

beneath the more intense central line. In order to better resolve and identify the

multiple signals identified, the EPR spectrum for this final sample (cell 5) along

with the corresponding simulations can be found in Appendix 5.

The broader isotropic signal at g = 2.0032, which increased in intensity, was

attributed to a trapped electron on an associated Li site, labelled OLi•, which

was indicated to potentially play a role in charge compensation of the Ti3+ lattice

sites for NTO1 with n-BuLi. The narrower isotropic signal identified at higher

cell potentials (cells 4 and 5) also appears at approximately g = 2.0025, and is

attributed to the intrinsic carbon related defect from the carbon coating, labelled
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Figure 6.12: Normalised integrated EPR signal intensities of the LTO coin cell samples at
varying states of charge (SOC). The connecting lines are presented as a guide for the eye.

C-O• since this is not expected to change significantly during the variation of the

applied bias. A minor perturbation in the baseline of the spectra (to higher field

of the defect signals) was also observed, apparently increasing with the degree of

charge. The origin of this feature is currently unknown due to the poor resolution.

It appears at g < ge, possessing approximate g values of g = [1.990 1.990 1.955],

which could potentially be attributed to bulk Ti3+ sites (Ti′Ti), as seen for NTO.

However, a clearly resolved signal for Ti′Ti was not observed at any temperature

within the ranges investigated vide supra. The integrated signal intensities are

shown in Figure 1.12, which indicate the variation in intensity for the identified

signals.

An analogous experiment was performed on the NTO2 printed film sample in

order to further investigate changes in redox state and defect structure upon cy-

cling. The corresponding final charge step in the GCD measurements is presented

in Figure 1.13. The X-band CW EPR spectra (T = 120 K) of the NTO2 cell

samples, stopped at different ‘states of charge’ (SOC) are shown in Figure 1.14.

For each sample, a similar set of features were observed in all spectra, including:

i) a narrow isotropic signal close to free spin (around B0 = 350 mT), either due

to localised defects resulting from the n-type band structure for NTO, and ii) a

broader, weakly anisotropic signal to slightly higher field attributed to the reduced

Ti3+ (S = 1/2) lattice sites. In the latter case, the simulated g values of g1 = g2 =

1.961 and g3 = 1.920 are similar in each sample, which indicated an axial local

173



spin environment, and a compressed octahedral coordination geometry with a dxy

ground state (g1,2, > g3). The variation is relatively subtle in the line widths

(related to relaxation processes). However, a consistent increase in signal intensity

(proportional to spin concentration) was observed for the Ti′Ti site.

This increasing signal intensity was therefore characteristic of the lithiation

and subsequent reduction of the bulk lattice sites. Finally, simulations performed

on measurements indicated an approximate linear increase for the Ti′Ti site upon

charging of the cell.

Figure 6.13: GCD measurements of the NTO2 2032 coin cells, final charge step indicating
potentials at which cells were stopped and extracted for EPR measurements.

Figure 6.14: X-band CW EPR (T = 120 K) spectra of harvested NTO2 coin cell samples,
stopped at different states of charge.
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6.2.8 Variable temperature EPR studies of LTO and NTO

The LTO material was further investigated at variable temperatures (T = 4-100 K)

in order to understand the bulk magnetic properties of the attributed OLi• signal.

The LTO sample was examined using EPR after stopped potential measurements,

and reduced to approximately 80% of the capacity; hereafter this is labelled LTO80.

The EPR spectra, and calculated integrated intensity as a function of temperature,

are presented in Figure 1.15.

Upon decreasing of the temperature, a marked decrease in the signal intensity

is observed, coinciding with the subsequent broadening of the signal, which reaches

a minimum at ca. T = 20 K, before subsequently increasing in intensity at T =

4 K. The g value of the signal was monitored across the temperature range, and

was observed to be invariant within experimental error. Mapping the integrated

signal intensity as a function of temperature reveals an exponential decrease in

signal intensity approaching the minimum, before a sharp increase is observed for

the last temperature point (T = 4.3 K). The trend was identified to exponentially

increase with temperature, and therefore was attributed to an Arrhenius type

process (equations 1.3 and 1.4):

I(T ) = I0 + IET (6.3)

IET ·T = A·exp(−Ea/kBT ) (6.4)

Figure 6.15: Left: X-band CW EPR spectra of the LTO80 sample measured at various tem-
peratures; Right: Fitting of the calculated integral intensity (Top) and the product I · T ) as a
function of temperature. Blue circles: experimental points; Black circles: excluded points from
the least-squares fitting; Red line: Fitting results using equations 1.3 and 1.4.
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where Ea is the activation energy for the electron transfer process. For the

OLi• defects near the conduction band edge, charge carriers associated with the

formation of extrinsic defects (due to the intercalation of Li) in the material may be

thermally excited into the conduction band if the thermal energy kBT is sufficiently

high. Upon decreasing the temperature, as the thermal energy available becomes

much less than the associated energy barrier, the spin density will be localised

at the trapping states, which results in interactions with the neighbouring spins,

through dipolar and exchange interactions, in addition to spin orbit coupling, all

of which in turn affect the spin-spin and spin-lattice relaxation properties. The

observed behaviour at T > 20 K is therefore expected to be characteristic of this

electron transfer process, and the parameters extracted from least-squares fitting

to the product I·T from the experimental points gives an estimate of Ea = 0.0324

± 0.005 eV, which is characteristic of the energy gap between the trapping state

and the conduction band edge. A deviation from the model was noted at T >

60 K, which may be due to the onset of an additional relaxation process. At

low temperatures (T < 20K), a monotonic increase in signal intensity is observed

approaching T = 0 K. This temperature region was fitted to the Curie-Weiss law,

taking into account a temperature-independent contribution, I0:

ICW = I0 +
C

T −ΘCW

(6.5)

which can then be related to the isotropic exchange integral providing the number

of nearest neighbours (z) and the effective spin (S(S + 1)) is known:

3kBΘCW = 2JZS(S + 1) (6.6)

where Z is the number of nearest-neighbour spins, which was kept constant (as-

suming 6-fold coordination, consistent with the octahedral arrangement in LTO

and NTO) for comparison. The fitting of equation 1.5 to the integrated intensity

v.s. T provided values ΘCW = +3.2 K and an estimate of the isotropic exchange in-

tegral, J = 0.278 cm–1 which suggested a weak ferromagnetic interaction between

partially localised charge carriers in the material.

Finally, at temperatures approaching T = 4 K, the pronounced increase in

signal intensity is accompanied by a notable asymmetry of the signal at approxi-

mately g = 2.0012. The origin of this signal is not immediately clear due to the

superposition of the broad, unresolved isotropic signal identified at temperatures

T > 10 K. This distinct signal may be associated with two considerations: i) po-
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larisation of the unpaired spin density due partial localisation at the TixTi sites,

resulting in a subsequent spin-orbit coupling contribution; ii) a Dyson line with

A/B 6= 1, due to fast relaxing spins within the skin depth of the material, re-

solved due to the effect of lowering temperature on the spin relaxation processes.

It is not straight forward to seperate these contributions without a more extensive

examination of the EPR response approaching T = 4 K.

Variable temperature measurements between T = 4 - 125 K were also per-

formed on an NTO2 electrode sample cycled ex situ and charged to a potential

corresponding to approximately 80% of the reversible capacity (a reduction to Ti3+

and Nb4+ /Nb3+ redox states), hereafter labelled NTO80. An illustrative plot of

the overlaid spectra taken at temperatures between T = 4 - 125 K can be found in

Appendix 5, together with corresponding simulations. Upon decreasing the sample

temperature, a steady increase in the signal intensity and subsequent broadening

is observed for the defect signals, located around B0 = 320 mT, and the Ti3+ trap-

ping site, located to high field of the isotropic signals. The combination of these

effects is a clear indicator of multiple spin relaxation processes possibly including

exchange, and electron transfer.

In order to separate the contributions to the spectrum, a simulation model was

applied to understand the nature of inter-electronic processes and their behaviour

as a function of temperature. A simulation of the EPR spectrum for the NTO2

sample at a single temperature point is presented in Figure 1.16. A good fit to the

experimental trace was achieved after taking into account three distinct species

with Lorentzian line shapes, where the line width is dominated by relaxation ef-

fects. The broad Ti′Ti feature can be readily distinguished at high field, which is

characteristic of compressed octahedral geometry and in agreement with previous

EPR measurements. Superimposed onto this signal is a much narrower asymmet-

ric line shape, which is the product of two distinct species. The narrower and more

intense feature to slightly higher field (top) was attributed to the carbon additive-

related defect (labelled C-O•) with g = 2.0031. Finally, a minor component to

lower field (g = 2.0025) and slightly broader line width is also apparent, which

was attributed to an OLi• defect in the NTO80 sample.

Taking this model as a starting point, the three components of the simulations

were fitted to the spectra at each temperature using a least-squares fitting routine

in order to extract the line width of each component. The results for the three

fitted components are presented in Figure 1.17. The line width for the Lorentzian

signals, as mentioned vide infra, is characteristic of fundamental spin relaxation

processes associated with the spin-lattice, exchange, and electron transfer relax-
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Figure 6.16: Decomposed EPR simulation for the NTO2 electrode sample, charged to 80%
capacity ex situ. Black: experimental trace; Red: total simulation envelope, taking into account
three distinct paramagnetic sites. Blue: deconvoluted simulation components, summed and
weighted to produce the total envelope.

ation processes. Furthermore, analysis of the line width affords a selective analysis

of contributing signals to the total line shape. The line width is proportional to

the relative spin susceptibility of the system (c.f. magnetometry measurements)

according to the following equation:

∆B(T ) = [χ0(T )/χ(T )]·∆B∞0 (6.7)

Where χo(T ) is the Curie susceptibility, χ(T ) is the effective susceptibility and

∆B∞0 is the temperature independent contribution to the intrinsic line width. The

behaviour of the observed EPR line width, ∆B(T ), shows a distinctly different

behaviour as a function of temperature, which is characteristic of the multiple

relaxation processes contributing to the effective Lorentzian line width.

The estimated line width for each simulated component shows a monotonic

increase approaching T = 0 K, which can be phenomenologically modelled using

the Curie-Weiss law:

∆B(T ) = ∆B∞0 + ∆BCW (T ) (6.8)

∆BCW (T ) = C/(T −ΘCW ) (6.9)

where C is a constant, and ΘCW is the observed Curie-Weiss temperature. This

equation accurately described the observed line width behaviour for the attributed
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OLi• site (Table 1.2) without the need for any additional contributions to the line

width term. The fitting obtained ΘCW = -1.71 K which indicated a weak antifer-

romagnetic interaction, which may be estimated (assuming Z = 6) as J = -0.149

cm–1. This is consistent with the proposed defect formation due to the intercala-

tion of Li and subsequent redistribution of spin density across a neighbouring Ti′Ti

or Nb′Nb lattice site, respectively.

For the other identified components, Ti′Ti and C-O•, the line width behaviour

was considerably less straightforward and required further contributions to be

considered . Beginning with the C-O• defect, a reasonable fit was obtained for the

low temperature region (T = 20 K) to the Curie Weiss law which provided ΘCW

= 0.003 K (zero within error) which identified a distinct paramagnetic behaviour.

This further reinforced the attribution that C-O• is a well-isolated, localised point

defect and is thus agreeable with an oxygen containing carbon defect arising from

the carbon additive.

Approaching T = 20K, the measured line width deviated linearly away from

the Curie-Weiss fit indicating another contribution to the line width. Considering

the localised paramagnetic behaviour and linear trend observed, the contribution

was attributed to a one phonon spin-lattice relaxation process of the form:

∆B(T ) = ∆B∞0 + bT (6.10)

where b is a constant describing the linear gradient. Fitting of equation 1.10 to

the data provided b = 0.0078 mT K–1. Approaching higher temperatures (T >

60 K), the line width deviates again at a critical temperature which identified

the introduction of a further contribution to the line width term. This was not

accounted for in the modelling due to the relatively small number of experimental

points in this region.

For the broader Ti′Ti lattice site in Figure 1.17, another composite line width

dependence as a function of temperature was determined. Firstly, fitting of the

Curie-Weiss law indicated another weak antiferromagnetic interaction with ΘCW

= -4.11 K and estimated J = -0.357 cm–1 using Z = 6. At higher temperatures,

T > 20 K, the model deviated away from the Curie-Weiss fit and the additional

line width contribution was determined to be non-linear, due to the relatively long

plateau across the temperature range 5 < T <30 K. Above the critical tempera-

ture, additional contributions were attributed to the thermal activation of charge

carriers from the trapping state Ti′Ti, below the conduction band edge, and was
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Figure 6.17: Extracted peak-to-peak Lorentzian line widths for the simulated components
of the EPR spectrum shown in Figure 1.16. A phenomenological model was applied to these
simulation components, as defined in the figure, taking into account a temperature independent
intrinsic line width, and additional temperature dependent terms, ∆BCW (T ), ∆BET (T ) and bT .

thus fitted to an Arrhenius law:

∆B(T ) = ∆B∞0 + ∆BP (T ) (6.11)

where the term ∆BET (T ) expands to:

∆BET (T ) = A·exp(−Ea/kBT ) (6.12)

and Ea is the activation energy for the electron transfer process, analogous to equa-

tion 1.3 used for LTO80. The fitted expression provided an apparent activation

energy of Ea = 0.0126 eV, which was expected to be characteristic of the energy

difference between the local Ti′Ti defect and the conduction band edge. Some de-

viation away from the fit was again observed at T > 100 K, nonetheless the line

width behaviour below this was reproduced well. These contributions were con-

sistent with a partially localised site which may be directly associated with the

attributed OLi• defect species through the intercalation of Li into the network.
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Table 6.2: Parameters obtained from least-squares fitting to the integrated intensity and line
width modelling for the observed defects in LTO80 and NTO80, respectively. The terms are
defined in the text, and the line width contributions labelled in Figures 1.15 and 1.17 for LTO80
and NTO80, respectively. a value is nil within error.

Material Species ∆B∞0 /mT ΘCW / K b /mT K–1 J cm–1 Ea /eV
LTO80 OLi• - 3.20 - 0.278 0.0324
NTO80 C-O• 0.254 0.003 0.0078 nila -

OLi• 0.453 -1.71 - -0.149 -
Ti′Ti 6.515 -4.11 - -0.357 0.0126

6.3 Conclusions

In summary, a series of LFP cathode and LTO, NTO anode materials for Li-ion

batteries were investigated using EPR. The characterisation of the LFP materials,

a widely commercialised material for Li-ion batteries, illustrated the application of

EPR to understand the defects and impurities in the active material. At X-band,

broad signals were observed for Fe3+ impurities, due to the fast spin relaxation

times from exchange coupled nearest neighbour spins, spin-lattice relaxation path-

ways and additional unresolved ZFS structure. Distinct magnetic environments

are therefore typically unresolved at these employed conventional frequencies. Due

to the partial accessibility and unresolved information, further variable tempera-

ture measurements only provided a limited amount of further information about

the magnetic properties of the materials. The characterisation of intrinsic high

spin centres is therefore appropriate at high frequencies. In particular, for S state

ions, the full resolution and discrimination of the ZFS parameters is of importance

due to the relatively insensitive g tensor shift due to spin-orbit coupling.

The investigation of the LTO and NTO anode materials illustrated a rich array

of defect states observable in these materials, that were dependent on their prepar-

ative conditions and environment. Some of these states are important in inferring

the electronic properties to the system, by perturbing the local band structure, or

contributing to the charge carrier density in the system. Variation of the states of

charge (SOC) for the LTO and NTO materials indicated a perturbation in the bulk

magnetic properties, as the Fermi energy is varied within the system. The popu-

lation of defect states was readily monitored in order to understand the progress

of these complex processes. The Nb4+ centre, which was expected to be observed

in the NTO system, and the Ti3+ centre in the LTO system, were not resolved

across the temperature ranges investigated.
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Variable temperature EPR measurements were also performed, which revealed

markedly different magnetic behaviour for LTO80 and NTO80. For the LTO80

material, an effective insulator in the unperturbed state, was found to be highly

sensitive to the thermal activation of charge carriers that provided some electronic

conductivity to the system. The electron transfer process dominated the spin

relaxation properties of the system at low temperatures (T < 120 K). An Arrhenius

model was fitted to provide a value of Ea = 0.0324 eV between the trapping state

and the conduction band edge. Fitting of the Curie Weiss law at low temperatures

approaching T = 4 K identified a weak ferromagnetic interaction with estimated

J = 0.0278 cm–1. For the NTO material, a series of contributions to the line

width were identified for the simulation components C–O•, OLi• and reduced Ti′Ti

lattice sites upon lithiation of the material. The C–O• species was attributed to

a localised point defect arising from the carbon additive due to the paramagnetic

behaviour and monotonic increase approaching T = 0 K. An additional linear

contribution was identified which was thought to arise from a one-phonon spin-

lattice relaxation process. For the OLi• and Ti′Ti sites, fitting to the Curie-Weiss

law identified weak AFM interactions and the isotropic exchange integral was

estimated as J = -0.149 and J = -0.357 cm–1, respectively. The relatively long

plateau for the Ti′Ti species, and non-linear temperature dependence, indicated

another possible contribution due to the thermal excitation of charge carriers from

the partially localised state. The activation energy was estimated to be Ea =

0.0126 eV via fitting to an Arrhenius law.

Investigation into the electronic structure and interactions as a function of

temperature was found to offer a valuable means of monitoring electron transfer

processes and magnetic correlation of paramagnetic states. The study also high-

lights the challenges of operating at room temperature: metal sites may not be

significant populated in semiconductor materials, and spin relaxation properties

are typically fast in such materials where exchange pathways (with neighbouring

spins) are present. The characterisation of TM sites with increasingly quenched

angular momentum, and lower spin states, in addition to point defects, is more

straight-forward.

6.4 Experimental

Materials: All materials were bought from Alfa Aesar unless otherwise stated.

The electrode starting materials, and printed electrode films, were prepared by

Johnson Matthey and were checked by XRD and standard GCD cycling protocols
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prior to study. The LFP starting materials were prepared as described in patent

EP2969938B1 using the iron oxide precursors described in the text.[47] The LTO-2s

starting material was purchased from Targray. The material was used as received

to incorporate into the cast film using the general procedure below. The NTO1

and NTO2 starting materials were prepared via the flame spray pyrolysis tech-

nique in a single step, from a Ti(2-ethylhexanode) precursor, a niobium oxalate

precursor or niobium ethoxide precursor (NTO1 and NTO2), respectively. Xylene

was used as a solvent in both cases. The temperature used was 3000◦C in both

cases. The material was used, as prepared, for incorporation into a cast film.

Reductive Annealing of LTO: The LTO powder (m = 50 mg) was placed

into a custom-build sealed quartz cell, with a fused tap sealed with UHV grease,

and lower grade glass heating chamber for attachment to a vacuum line. The cell

was evacuated to P ≈ 10 –3 mbar and left at room temperature for an hour. An

upright tube furnace was heated to 600 ◦C and placed around the cell under dy-

namic vacuum. The powder was heated for 2 hours before sealing the tube and

dismounting for recording the EPR spectra. A distinctive blue colour was observed

in the sample following annealing.

Chemical reduction of NTO: The NTO powder (m = 100mg) was placed

into a Schlenk flask and subsequently evacuated (P ≈ 10 –3 mbar) and purged

with Argon for 4 to 5 cycles. In a nitrogen-filled glovebox, the appropriate amount

of n-BuLi (0.5 M in toluene) was diluted with dry toluene, and transferred into

the evacuated Schlenk flask containing the NTO material. An immediate colour

change from white to black was observed, and the slurry was stirred under argon

for 12 hours. The material was washed twice with dry toluene, and then filtered

via a cannula and Whatman glass fibre filter paper. The material was left to dry

under vacuum for an hour, and the sample transferred to a glovebox for storage.

The material was transferred into a quartz EPR tube in a glovebox, and sealed

with PTFE tape and a 3mm subaseal for EPR measurements.

Preparation of the working electrodes (WE): The starting materials were

prepared via the methods indicated above (NTO), or used as received (LTO,

Targray) for incorporation into an electrode film. A general procedure for the

preparation of an electrode film via slurry casting is as follows:[48]
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1. The prepared starting material (90 wt.%), a polyvinylidene fluoride binding
agent (PVDF) (5%) and a carbon additive (5%, TIMCAL Super C65) were
mixed by milling with a small amount of N-methyl-2-pyrrolidone (NMP) to
form a slurry;

2. The slurry is uniformly spread onto a cleaned foil (which serves as the current
collector) using a notch bar;

3. The film is dried and then pressed to obtain a laminated, homogeneous film;

4. The printed film is punched into discs of appropriate diameter (14mm for
coin type cells);

5. Finally, the prepared electrodes are dried under vacuum prior to assembly.

Coin cell Assembly/ Disassembly: The working electrode (WE) typically

consisted of 90 wt.% active material, 5 wt.% carbon additive and 5 wt.% binder.

Li metal foil (Alfa Aesar, d = 0.7mm) was used as the counter electrode (CE).

The electrodes were separated with a Whatman glassy fibre (GF-D) separator,

wetted with 80 µL of 1M LiPF6 salt in equal quantities of EC:DMC (ethylene

carbonate:dimethylcarbonate).

The printed and calendared electrodes, and other cell components (2032 coin

cell casing, springs, spacers, separators), were dried under vacuum at 60 ◦C overnight.

The components were assembled in a glovebox under an Argon atmosphere (< 0.1

ppm O2, H2O). The assembled cells were left for 1-2 hrs to allow wetting of the

electrode surface prior to removal for electrochemical testing.

To collect samples for EPR characterisation, the cycled coin cells were disas-

sembled in a glovebox, the WE was extracted from the cell and washed several

times in DMC. The electrode was left to dry, before heat-sealing in plastic under

an Ar atmosphere for transport. The samples were stored and sealed in a glovebox

between experiments.

Sample Preparation for EPR spectroscopy: For the cut electrode films for

measurements, a strip of the WE (approximately 0.8 x 10 mm2) was cut to the

appropriate size in an Ar glovebox, for the tested samples, or in air, for the as

received samples. The strip was placed into a quartz Q-band EPR tube sealed at

one end. The Q-band EPR tube was then placed into a standard X-band 4 mm

O.D. quartz tube, sealed with PTFE tape and a 3 mm suba-seal. When opened

in air, the tube was degassed with nitrogen for 30 - 60 mins prior to measurement.
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For the starting materials, a constant volume was achieved by packing into a

quartz Q-band EPR tube which was then placed into a standard X-band 4mm

O.D. quartz tube, sealed with PTFE tape and a 3mm suba-seal. The tube was

degassed with nitrogen for 30 -60 minutes prior to measurement.

For the W-band measurement, a small amount of the LFP/C powder was dis-

persed in acetone and placed in an ultrasonic bath for 5-10 minutes, until a fine

suspension was formed. A glass pipette was stretched to approximately 0.6 mm

diameter (to fit into a standard quartz suprasil W-band tube), ensuring the sec-

tion of tubing was of appropriately homogeneous thickness. The suspension was

introduced by capillary force, and the capillary was gently dried in the oven at 70
◦C to remove the solvent. The process was repeated until an opaque black coating

was formed on the inside of the capillary. The capillary was inserted into a stan-

dard W-band EPR tube, sealed at one end, and closed with PTFE tape prior to

measurement.

X-band EPR spectroscopy: The X-band (9 GHz) CW-EPR spectra were

recorded at 120 K on a Bruker EMX spectrometer, operating at 100 kHz field

modulation frequency; 0.6325 mW microwave power; and 1 G modulation ampli-

tude using an ER 4119HS cavity.

W-band EPR spectroscopy: The W-band (95 GHz) CW-EPR spectra were

recorded at 20 K and 300 K on a Bruker E600 spectrometer operating at 100 kHz

field modulation frequency; 0.005 mW microwave power; and 1 G modulation am-

plitude, using a E600-1021H TeraFlex resonator. Field calibration was performed

using a BDPA standard at X-band, and the microwave frequency for spectra at

W-band were adjusted accordingly by simultaneous fitting at the two microwave

frequencies.

Variable temperature study: The temperature ranges T = 4-100 K were

recorded on a Bruker E500 spectrometer equipped with a ER 4119HS resonator

and an Oxford instruments cryostat. A saturation study was recorded to ensure

that the operating microwave power was not within saturation limits. Field cali-

bration was performed using a BDPA standard. The operating parameters were

as follows; 100 kHz field modulation frequency; 0.6325 mW microwave power; 1

G modulation amplitude. EPR measurements in the temperature range T = 120-

370 K were recorded on a Bruker EMX spectrometer equipped with a ER 4119HS

resonator, as stated vide infra. The Q value was checked to ensure a similar envi-
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ronment for the separate temperature ranges. The sample was marked to ensure

a similar height and angle to the external field between temperature ranges also.

Galvanostatic charge-discharge (GCD) cycling measurements: Electro-

chemical cycling was performed on the coin cells using a Maccor battery testing

station, incubated at 23◦C. LFP electrodes were cycled between a potential win-

dow of 2 - 4.2 V. The LTO and NTO electrodes were cycled between a potential

window of 1 - 2.5 V. The applied current density was determined from the active

mass of the electrode and the theoretical specific capacity.

For the SOC cycling experiments, the cell was charged at 0.1C (current applied

to reach fully charged state in 10 hours) for 2 cycles. The cells were subsequently

charged at the same rate to the appropriate stopped potential values, correspond-

ing to %Li intercalated at the WE.
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Antanas Vaitkus. Using SMILES strings for the description of chemical con-
nectivity in the Crystallography Open Database. Journal of Cheminformatics,
10(1):23, December 2018.

[22] Andrius Merkys, Antanas Vaitkus, Justas Butkus, Mykolas Okulič-Kazarinas,
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Chapter 7

in situ EPR characterisation of Li-ion battery ma-

terials

7.1 Introduction

The combination of EPR spectroscopy and electrochemistry has been widely used

to study the metal/ solution interface, not only because of its selectivity towards

paramagnetic species, but also due to unprecedented mechanistic resolution that

can be obtained through the characterisation of paramagnetic elements within

electron transfer processes. The prevalence of single electron transfer reactions

in several areas of chemistry has become increasingly apparent.[1–5] Furthermore,

the electrolysis and sensitive on-line detection of generated paramagnetic species

via EPR is fast becoming a powerful and convenient tool towards their direct

interrogation.

In their review, Wadhawan and Compton described the application of EPR

spectroscopy for electrochemistry,[6] and summarised a variety of in situ cell de-

signs for radical generation at the metal solution interface. Many of these de-

signs integrate a flat cell,[7, 8], capillary structures,[9, 10] or even novel resonator

designs[11] to overcome the challenge of inductive behaviour from the metallic

components and lossy electrolytes, which has a deleterious effect on the sensitivity

of EPR.

However, this considerable amount of research was focused around the char-

acterisation and understanding of radical species generated in solution. Lithium

intercalation and conversion compounds traditionally used for Li-ion batteries rely

on the surface reactions (through a two-phase process) or bulk conversion (via

solid solution behaviour) of rather more complex semiconductor materials for en-

ergy storage. The majority of the developed cell designs are therefore not often

optimised for monitoring critical elements of the Li-ion battery chemistry. The

exploration of new cell designs for EPR has only received attention more recently,

in line with other in situ spectroscopic techniques,[12, 13] to probe degradation

mechanisms and structure-function properties of such systems.
From the outset it should be mentioned that a number of aspects of the Li-

ion battery system are not ideal for EPR spectroscopic measurements, and are
definitive in the design of efficient and useful cell designs:

• The cell components should be EPR silent and not produce a signal in the
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EPR spectrum;

• An air-tight seal must be achieved to protect the cell components from air
and moisture;

• The cell housing should be microwave transparent, and inert towards the
conditions within the cell (mainly derived from the electrolyte);

• The dimensions of the cell should be oriented to minimise the interaction of
the electric field component of the microwave source;

• Electrode volume (due to the skin effect) should be maximised for sample
sensitivity;

• The cell assembly should be designed such that the internal resistance of the
electrochemical cell is minimised, and a stable potential response is given.

It is apparent that some of these considerations are contradictory, and a compro-

mise between them is often necessary. A key element of the challenges result from

the commercial resonator designs, which are optimised towards the sensitivity of

samples without conductive or dielectric properties, and thus have their own limita-

tions for such studies. The outlook for the development of systems that meet these

requirements is however optimistic. Several designs for EPR in situ applications

to Li-ion battery chemistry,[14–16] and next generation technologies,[14, 17, 18]

have been recently reported. A summary of these applications was reported in

Chapter 1.

The development of a home-built in situ EPR cell with a half-cell design was

therefore undertaken in this work to enable the monitoring of electron transfer

processes and kinetics. The potential benefits of in situ EPR underpin the careful

characterisation, and more ready optimisation of steady state measurements. The

technique therefore can potentially provide a closer correlation to the electrochem-

ical processes that may be monitored on-line.

The design of the in situ electrochemical EPR cell is examined more closely

with respect to the considerations discussed vide supra. Comparative measure-

ments were provided by the reference electrode materials (LTO, NTO, LFP) in-

vestigated in the previous Chapter 6. A quantitative examination of the redox

processes during perturbation of the cell potential ex situ was challenging due to

the necessity of the sample preparation. The application of in situ techniques

was intended to address this by conducting the perturbation of the sample under

identical conditions between measurements, and to interrogate the formation of

the paramagnetic sites throughout the course of the reaction.
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7.2 Results and Discussion

7.2.1 in situ cell design

The starting point for the design of the electrochemical cell was based on the

earlier work reported by Sathiya et al.,[15] due to its apparent compatibility with

commercial (Bruker) resonator designs and ease of assembly. The general principle

of the design closely corresponds to the Swagelok cell system; i.e a two electrode

cell with parallel disc electrodes. A printed electrode on an Al foil was used for the

working electrode (WE), isolated by a glass fibre separator wetted with electrolyte,

against a Li metal foil counter electrode (CE). The cell design is presented in

Figure 7.1. The cell housing was made from PCTFE which was inert towards the

battery components, including HF formation (hydrolysis of LiPF6 salt), and able to

withstand a reasonable temperature.This material was also shown to be microwave

transparent. The highly plasticised nature of the material lends well to its self-

sealing, to maintain anaerobic conditions within the cell. The electrical contacts

were fitted in the centre of respective PCTFE screws embedded upon the PTFE

tape and sealed with beeswax, to ensure good isolation from the cell chamber. The

screw allows variable pressures to be enacted upon the cell components to maintain

contact. Using this design, different cell component thicknesses were also easily

incorporated into the system. The electrical contacts were metal discs soldered

(using EPR inactive materials) onto 1 mm diameter wires which were constrained

to the centre of the cell. Finally, PCTFE gaskets were used to ensure a good seal

between the screws and the cell body.

Figure 7.1: Schematic illustration of home-built in situ cell design for the online EPR moni-
toring of Li-ion batteries. The cell is sealed and constrained to the resonator dimensions.
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The housing was constrained to the maximum width of the resonator bore

(10 mm), incorporating the 4.76 mm electrodes (≈ 3-5 mg of sample at varying

densities). The restrictions of the cell dimensions and antiparallel arrangement of

the electrical contacts restricted measurements to T = 300 K, which introduces a

challenge in terms of sensitivity due to the spin lifetime, and thermal population

of electronic states.

The signal of Fe3+ for the LFP sample was nevertheless resolved, and clearly

comparable to that observed for the ex situ measurement. This indicated that

monitoring of the signal was possible with careful comparison to the steady state

measurements, whilst recognising that some subtle changes in the anisotropy or

line width of the system could be lost.

The in situ EPR cell was then investigated to qualitatively determine its rela-

tive sensitivity to comparative steady state measurements. The effect of the cell

components on the Q factor of the resonator and thus the measurement conditions

prevents a direct, quantitative comparison of the two environments. An example is

presented for the LFP electrode material, Figure 7.2, investigated also in Chapter

6. The ex situ measurement was performed on a cut electrode strip for comparison

at T = 300 K, degassed within a standard 4 mm quartz tube. An unusual sig-

nal, (approximating a phase shifted Lorentzian line shape) arising from a defect in

the resonator wall (black arrows) provides a useful indicator of the cell sensitivity

where measurement conditions were maintained as close as possible. In the ex situ

Figure 7.2: Comparison of T = 300 K X-band EPR measurements ex situ of the cut electrode
strip, and a 4.76 mm cut electrode assembled within the in situ cell under steady state conditions.
The cut electrode strip was determined to be approximately the same surface area as the electrode
sample. The black arrow indicates a signal originating from the sample cavity, which is a useful
indicator of the comparative sensitivity.
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sample, the broad FeO phase is well resolved and the broad peaks clearly defined

from the noise. For the unperturbed in situ cell, under closed circuit conditions,

the resolution of this signal is considerably lower and some weak distortions in the

line shape occur as a result.

7.2.2 Comparison of electrochemical measurements

Preliminary chronopotentiometry measurements of the in situ cell, with the LTO

and NTO materials as WE’s, were performed to determine the electrochemical

response in comparison to a reference coin cell. The in situ cells were constructed

from LTO and NTO 4 mm electrodes, printed onto Al foil, v.s. Li/Li+ (4 mm

diameter), and containing approximately 5 µL of LP30 electrolyte. The electrical

contacts were Cu foil disks at both electrodes, soldered to 1 mm diameter Cu wires.

The GCD measurements for the NTO1 material v.s. Li/Li+ in the assembled in

situ cell, are shown in Figure 7.3. For the in situ cell, a reasonable capacity of

above 300 mAh g–1 was observed at C/2. The capacity decreased to around 275

mAh g–1 after 3 cycles, an approximately 8% loss. Although a relatively large

internal resistance was observed, the in situ cell was found to be comparatively

reproducible, and showed similar electrochemical behaviour to the coin cell.

A small plateau at around 2V was attributed to the Ti4+/Ti3+ redox couple,

followed by a relatively flat plateau at around 1.7 V, which was attributed to the

Nb5+/Nb4+ redox couple. Finally, a small plateau around 1.2 V was observed and

suggested to be associated with the Nb4+/ Nb3+ redox couple. The electrochemical

response agreed reasonably well with reported values for TiNb2O7 materials.[19]

For the LTO material, the initial discharge curve for the 2032 coin cell with LTO

v.s. Li/Li+ showed that the cell was also unintentionally overcharged to around 4 V

where side reactions may begin to occur. For the in situ cell, the 1st cycle shows an

initial discharge capacity of around 56 mAh g–1 at C/2, which increases to around

76 mAh g–1 in the second sample, which is likely the result of the difference between

the initial OCP ( 1.55 V) and the upper terminal potential of 2.5 V not accessed

during the initial discharge. The internal resistance was observed to be quite high

in this case also, as determined by the potential drop between charge / discharge

curves. This is expected to be the underlying reason why the reduction / oxidation

plateaus apparently take place at differing potential ranges (ca. 0.4 V difference).

A long, flat plateau is observed at around 1.55 V for the second discharge, which

is attributed to the commonly accepted two phase process involving the Ti4+/

Ti3+ redox couple, which agrees well with reported values for Li4Ti5O12.[20] A
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Figure 7.3: Galvanostatic charge-discharge (GCD) profile of the NTO1 half cell v.s. Li/Li+,
assembled in the in situ EPR cell. Two consecutive 0.2C / 0.2D cycles and one subsequent 0.1C/
0.1D cycle were performed on the cell, cycled between cutoff potentials of 1 and 2.5 V. Right:
GCD profile of LTO half cell v.s. Li/Li+, assembled in the in situ EPR cell. Two consecutive
1C/ 1D cycles were performed on the cell, cycled between cutoff potentials of 1 and 2.5V .

prominent 2nd plateau is observed around 1.3 V in the discharge curve, which

is decidedly less pronounced in the subsequent charging cycle. This suggests a

difference in diffusion kinetics upon charging and discharging of the cell. Again,

reasonably reproducible results were obtained which were acceptable for the in

situ EPR measurements.

7.2.3 in situ EPR measurements

A comparison of the room-temperature EPR measurements of the assembled NTO

sample in the in situ electrochemical cell, directly after assembly (blue), and af-

ter the three consecutive cycles is shown in Figure 7.4. A marked difference in

the EPR spectrum is apparent between these measurements. The blue signal is

composed of two species; i) a broad line and (ii) a narrower anisotropic line at

slightly higher field which were both very weak in intensity (magnified for com-

parison). The broader underlying signal is assigned to an intrinsic oxygen vacancy

defect, with a slightly positively shifted g value, by comparison with ex situ mea-

surements. The narrower signal to slightly high field has a characteristic Dyson

line shape (A/B 6= 1); a conduction electron signal likely originating from a trace

impurity of Li metal. This has been reported in several studies, with the shape,

line shift and asymmetry being characteristic of the particle size.[21] Figure 7.4

Left illustrates this effect on the line shape, when the particle size is much larger
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than the microwave skin depth. After cycling, an intense narrow signal is evident

at slightly lower g value and any signals from the pre-measurements are obscured.

The origin of this signal is clearly associated with a conduction electron spin res-

onance component, although two likely sources could be responsible: namely a

small Li dendritic structure from alloying processes occurring during charge;[22]

or polarised conduction electrons from the semiconductor oxide material. Clearly

the latter would be more informative and diagnostic. However greater precision in

g factor measurements are necessary to achieve such a resolution, which is chal-

lenging in this cell design.

Following the cycling protocol, the stopped potential measurements were per-

formed at approximately 0.2 V steps along the discharge curve, using the method

explained earlier and an applied current of 10 µA. The results of these measure-

ments, recorded at two microwave powers, are presented in Figures 7.5 and 7.6. A

narrow sweep EPR measurement was taken at low microwave power to probe the

intense conduction signal observed, as seen in Figure 7.4 (and previously shown in

the pre-measurement in 7.5). Assuming the signal arises from the semiconductor

material, changes in polarisation of the electron spin resonance should occur which

manifests as a g shift. Upon gradual discharge of the cell, a very slight variation of

the g value is observed between 2.50 and 1.80 V, and 1.40 to 1.10 V respectively.

The difference is of the order 10 –4 and therefore likely within experimental error,

however, a shift in g appears to accompany the passage through the electrochem-

ical oxidation processes. This would relate to the available unpaired spin density

(or the bulk susceptibility), and nearby interacting spins, which act to polarise the

Figure 7.4: X-band CW EPR spectra (T = 298K) of the NTO1 electrode sample v.s.
Li/Li+assembled in the home-built in situ cell. Blue: EPR measurement after assembly of
the cell; Orange: After three consecutive C/D cycles at 0.1C.
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unpaired spin density. Small variations in the line width and double integral were

also noted.

Figure 7.6 presents the high microwave power in situ EPR measurements

recorded at the same potentials as in Figure 7.5. The narrow, very intense signal

is several times larger and obscures the weaker underlying signals. As a result, an

appropriate smoothing treatment was applied to the data. The small perturbation

in the line shape, just below B0 = 350 mT (the minimum of the broad signal),

Figure 7.5: in situ EPR measurements of the NTO1 half cell; Left: Plot of the GCD curve, for
reference; and Right: correlated EPR measurements at stopped potential values of approximately
0.2 V steps. Low microwave powers were used to probe the narrow signals near free spin.

Figure 7.6: in situ EPR measurements of the NTO1 half cell; Left: Plot of the GCD curve, for
reference; and Right: correlated EPR measurements at stopped potential values of approximately
0.2 V steps. High microwave powers were used to probe the broad signals near free spin. The
narrow signal was removed using a spline modelling approach.
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Figure 7.7: Calculated double integral for the broad signal shown in Figure 7.6 , relative to the
pre-measurement signal.

arises from an artefact from a spline smoothing process, which was applied in kind

to each potential measurement. Upon discharge, no clear change in the signal be-

comes apparent visually. This broad signal is composed partly by trace impurities

of CuO. Even after intensive cleaning of the electrical contacts, the same signal

appears. Other contributions may arise from trace impurities in the starting mate-

rial, or broadened Ti3+ sites that are barely resolved from the baseline. A relative

double integral was calculated for each potential measurement which is presented

in Figure 7.7. A variation in the total double integral is apparent, with apparent

minima at around 1.2 V and 2.2 V respectively. It is difficult to separate possible

contributions at this stage and all three are likely to be redox active. However, this

appears at potential edges for the expected redox couples for the NTO materials.

This provides a possible indication of the indirect quantification of redox processes

via the sensitive monitoring of the double integrated intensity.

7.3 Conclusions

A home-built in situ electrochemical EPR design was developed and tested, in

order to study the Li-ion battery system. Critical elements of the design were re-

quired to ensure compatibility with the EPR resonator, and a series of preliminary

measurements were performed to demonstrate the feasibility of the cell design. The

observed electrochemical behaviour in this cell was compared to standard coin cell

measurements.

As stated earlier, many of the considerations for optimised electrochemical and
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EPR measurements are somewhat contradictory. One of the biggest challenges

for the application of EPR is obtaining an appreciable sensitivity, on a relatively

small sample mass in order to meet these requirements. This is further exacer-

bated by the microwave skin effect, arising from the conductive components. This

was demonstrated in a comparative measurement under ex situ conditions, and

recorded within the assembled in situ cell. It was concluded that a further limi-

tation was placed on the nature of samples investigated. The samples required an

appropriately long spin lifetime at T = 300 K, high concentrations, narrow line

widths, and an appreciable SNR in order to detect an unperturbed line shape.

The characterisation of metal sites for most electrode materials is challenging at

room temperature due to inter-electronic interactions, fast relaxation times, and

spin delocalisation which all collectively contribute to the poor signal resolution.

However, a series of localised point defects (and CESR signals from Li) showed

an appreciable resolution using the cell. It was concluded that room temperature

measurements were most suited to the direct detection and interrogation of such

species.

Another key consideration which adds to the challenge of performing such mea-

surements, is the performance of the commercial resonator when studying partic-

ularly lossy samples. In order to reduce the inductive coupling of the conductive

components to the E1 field, the cell components were required to be constrained

to the cavity dimensions. This limited the available sample mass for measurement

(which is surface-area dependent), and introduced a comparatively high internal

resistance across the circuit, which influenced the available potential window for

electrochemical perturbation of the material. The consideration of the resonator

design was therefore as critical as the cell design itself in measurement optimi-

sation. Of particular note is the loop-gap resonator, introduced into EPR spec-

troscopy by Froncisz and Hyde.[11] The resonator involves the application of an

inductive coupling loop, and gaps that provide a capacitative element to influence

the separation of the B1 and E1 components of the microwave field. They reported

a sensitivity gain of up to 30 times that of a standard cavity, and a negligible re-

duction in the Q factor drop due to these effects. This in turn allows a larger

sample to be incorporated, and a greater freedom of the cell dimensions. This

allows both of these considerations to be addressed in principle.

Finally, a low temperature in situ cell capability would offer a powerful tool

in characterising metal sites, bulk solid properties and defects in such materials.

This would move away from the in situ measurement, but still provide a ready

perturbation of the material to generate redox species of interest for further char-
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acterisation. The electrochemical process could still be somewhat correlated to

the observed EPR response, but the benefits of low temperature measurements

towards sensitivity, and spin-relaxation, are undeniable.

7.4 Experimental

Materials and methods: The metals (Al, Cu) used for preparation of the elec-

trical contacts were purchases from Fisher Scientific with a purity of > 99.98% and

were used without further treatment. The general method of electrode preparation

was described in Chapter 6. The electrical contacts were prepared by soldering

(using Cu and Sb free solder) respective metal discs, with a thickness of 1mm and

area of 5mm, to 1mm diameter metal wires of the same type and purity. The

seperators and electrolyte were the same as described in Chapter 6.

Preparation of electrical contacts: After making the new Cu metal electrical

contacts, a deposited CuO layer was observed on the surface of the contacts. The

metal was sonicated in an ultrasound bath in acetic acid (99%) at RT for 30 mins

which was observed to remove the dull layer from the surface of the contacts. The

metals was then washed with water and ethanol before drying in an oven at 80◦C.

The assembled cell was left in the glovebox for 2-3 days prior to measurement to

ensure the cell was totally dry.

Sealing of the cell: The in situ cell with cleaned electrical contacts was sealed

with PTFE and melted beeswax in air to support the contacts and provide an

air-tight seal to the terminal screws. The wires at the soldered electrical contacts

were wrapped with PTFE tape, and embedded into the column of the PCFTE

screws. Beeswax was then introduced from the external site in order to prevent

contamination of the internal surfaces.The cell was then placed in an Ar glovebox

for a minimum of 1-2 days to ensure all components were dry prior to use.

The in situ cell was tested prior to starting the preliminary in situ electro-

chemical cell and EPR measurements. An air-sensitive solution of bis-

(cyclopentadienyl)titanium(III) chloride in toluene/THF (the Nugent–Rajanbabu

reagent) was used for this purpose.[23] The dimer rapidly oxidises in the presence

of air, which is accompanied by a colour change from green to yellow, and a con-

sequent change in spin state (S = 1/2 to S = 0) that could be monitored by EPR.

A separator was placed in the cell and wetted with the solution and the double

integral of the signal was monitored at intervals over several days (the results are
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presented in Appendix 5, Figures 17 and 18). A change in double integral to

approximately 96% was recorded after 2 days, which was coincident with the ref-

erence measurement within precision. A decrease to 89% was noted in the sample

after 4 days in the cell, which indicated a good seal and therefore that the cell was

therefore suitable for relatively short-term cycling and perturbation experiments.

Cell assembly: The in situ cell was assembled in an argon filled glovebox. Smaller

diameter electrodes (4.76 mm) were cut using a hole punch for sheet metal, which

was checked to not damage the surface of the film. The OCP potential was checked

for the assembled cell within the glovebox, and several times after assembly, de-

termined to be at the appropriate OCP potential v.s. Li/Li+. The cell potential

was checked to be stable to small knocks or stresses to the cell prior to removal.

The assembled cell was then removed from the glovebox and cycled using a

two-electrode set up, at C/5 for two cycles, and one additional cycle at C/10 using

an applied, constant current of approximately 20 µA and 10 µA, respectively. The

cell was left overnight before positioning in the EPR cavity for the in situ measure-

ments. A 10 µA constant current was applied to the cell, which was stopped at

systematic potentials along the charge-discharge curves corresponding to the effect

reversible specific capacity. At the desired potential, the cell was switched off and

disconnected from the circuit for EPR measurements to be performed. Once the

EPR measurements were complete, the magnetic field was turned off and the cell

reconnected, which was left under open circuit conditions for 30 seconds before

continuing the protocol to the next potential. Rapid drops in the potential were

noted after multiple cycles, which was attributed to polarisation of the cell due to

kinetic effects.

in situ EPR spectroscopy: The in situ EPR measurements were performed

on a Bruker E500 spectrometer equipped with a ER4102ST resonator. This was

chosen due to a slightly lower Q factor, in order to enable better tuning at higher

microwave powers. The Q factor was recorded and monitored during the course

of the measurement. No quartz insert was present in the resonator due to the

constraints of the in situ cell dimensions. The measurement conditions were as

follows: 6 mW microwave power, 5 G modulation amplitude (metal signals); 0.01

mW microwave power (narrow, easily saturated signals), 0.3 G line width, which

was checked not to be over-modulated or saturated during the course of the ex-

periment.

During EPR acquisition, the cell was kept under closed circuit conditions to
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avoid induction that is able to shift the resonance frequency, microwave phase

and thus influence the sensitivity. Furthermore, for the electrochemical cycling,

the magnetic field was switched off and the microwave power attenuated to the

minimum.
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Chapter 8

Conclusions

Electron Paramagnetic Resonance (EPR) spectroscopy is a powerful, but often

under-utilised tool in the characterisation and development of advanced functional

materials. The work reported in this Thesis illustrates the application of EPR in

order to provide a deeper understanding of the nature of paramagnetic sites, local

electronic structure and resulting functional properties.The optimisation of solid-

state functional materials towards the desired redox activity, optical or magnetic

properties is fundamental in rationalising the performance, and in turn facilitating

the development of more efficient advanced materials. The outcomes of this work

are now briefly summarised in consideration of the aims of this work.

The application of EPR across a range of solid state functional materials was

extensively reviewed in Chapter 1, in order to demonstrate the common theme

in the local electronic structure, and defect chemistry, of these materials. Several

areas where significant developments could be made in research areas were consid-

ered. An overview of EPR theory was then presented with a focus on high spin

systems, which featured in several of the chapters. A number of other characteri-

sation techniques were also outlined which are complementary to the information

provided by EPR.

IERs and CERs represent an important class of separation and catalytic tech-

nologies with application in several industries. Two commercial chelating exchange

resins (CER), CuWRAM and Dowex M4195 were investigated in terms of their ef-

ficiency and selectivity for Cu2+ uptake from aqueous media. Surprisingly, it was

not well understood how these metals bind to the chelating groups attached to

the resin framework. A combined CW EPR, DFT and UV-Vis study of the local

metal environments was therefore undertaken to provide a detailed understanding

of this mechanism. Multiple binding environments containing one or more chelat-

ing units were identified, in addition to unknown, inter-molecular coordination

groups that were not formed by the ligand titration experiments with a partially

hydrated coordination sphere. The joint EPR - UV-vis study indicated that the

intermolecular sites were weakly bound and easily removed from the framework.

EPR spectroscopy provides a direct, selective and sensitive method of probing

magnetic structure in solid-state materials. This study represents an extensive

and systematic characterisation of commercial materials of value for process con-

trol and materials development.

Rare earth activated phosphors have attracted considerable attention for vari-
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ous optical, upconversion and scintillation applications owing to the readily tune-

able luminescent emission, and structural diversity of these materials. The optical

band gap is well known to be highly sensitive to the local symmetry and crystal

field, which in turn can be interrogated using EPR spectroscopy. A series of red-

emitting CaS:Eu2+ phosphors were investigated which were of interest as a light

source for algae growth. A joint EPR, XPS and PL investigation was applied in

order to understand the local electronic structure through a series of different syn-

thetic and post-synthetic treatments. The local structure, symmetry, and disorder

of Eu2+ environments in the material were directly characterised in terms of their

zero-field splitting. A series of other defects (such as VS
• centres) were also identi-

fied and characterised, which are known to deactivate the material via competitive

absorption/ emission. Their effect on the luminescent properties were evaluated

in order to correlate the functional properties of the material. EPR was a power-

ful tool in understanding process control, and the formation of a rich and diverse

array of paramagnetic defects that directly influence their optical properties.

Glasses and glass-ceramics are a huge glass of disordered (or partially ordered)

materials with complex local structures, and in turn properties that are unique to

their crystalline counterparts due to the interplay between phase composition and

network disorder. The understanding of local paramagnetic sites provides a ready

means of understanding the functionalisation of glasses, and the distribution of

unpaired spin density within the material. A series of LiBO2 – V2O5 glasses with

content-dependent ionic and electronic conductivity were investigated, which were

of interest for application as electrode/ electrolyte materials in solid state Li ion

batteries. At low contents, an isolated S = 1/2 vanadium defect was identified in a

’network-modifying’ position of the major LiBO2 phase. The defect was identified

to have a distorted octahedral configuration with most of the unpaired spin den-

sity occupying the ground dxy orbital. In the high content glasses, which possess

electronic conductivity, a distinct species was observed indicative of V4+ sites in

a ’network-forming’ position (a majority V2O5 phase). This species has a char-

acteristic strong exchange-narrowed signal which showed a marked temperature

dependence. The signal was characteristic of a 1D extended lattice of spins, with

an exchange coupling along the hopping plane, and at low temperatures the CESR

was observed to localise onto the vanadium sites, identified by a corresponding in-

crease in the spin-orbit interaction (g tensor shift). The investigation provided a

detailed insight into the local electronic structure of defect sites responsible for

the conductive properties of the system. This, in turn, provides an insight into

the disordered structure and underpins the design of more efficient and selective
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materials.

The characterisation of Li-ion battery materials is an important aspect of

the development of energy storage systems, where EPR is a considerably under-

employed technique. A systematic ex situ EPR investigation of Li-ion cathode

(LFP) and anode (LTO, NTO) materials for secondary rechargeable batteries was

presented. The magnetic properties of the LFP system were characteristic of an im-

purity ’FeO’ type phase, and the local electronic structure was shown to be highly

sensitive to its preparation. It was concluded that high frequency EPR measure-

ments are necessary for further information on these high spin systems. LTO and

NTO anode materials are of interest as an alternative for the traditional graphite

electrode, particularly for fast charging applications. These materials exhibited a

rich array of defect states which were readily monitored using EPR. The nature

and concentration of these defects were again preparation and environment sensi-

tive. Variable temperature measurements indicated markedly different magnetic

behaviour between the two materials. For the LTO material, it was dominated by

the thermal activation of charge carrier states that increased exponentially with

temperature. On the other hand, the NTO material was characterised by weak

exchange between defect states.

EPR and electrochemistry have historically been used in conjunction for the

generation and detection of radical species at the metal/electrolyte interface. For

that reason, in situ cell designs are generally not optimised for the characterisa-

tion of semiconductor electrode materials for Li-ion batteries. A home-built in

situ electrochemical cell for the purpose of EPR monitoring was described, and

examples were presented for the LFP, LTO and NTO materials. The challenges

associated with the sensitive detection of fast-relaxing defect states were outlined,

in addition to considerations for further development, and outlook.

The application of EPR was demonstrated to better rationalise the perfor-

mance of several advanced materials, and to underpin the design and manufacture

of next generation systems. The outcomes of this work have illustrated a rich

diversity of paramagnetic states, which are critical for the function of many indus-

trially relevant materials. Through careful investigation, EPR is able to provide

a detailed understanding of single electron transfer processes, and through the

detection of a range of magnetic interactions between spin active states, there-

fore a mechanistic understanding often not available via other techniques. This

information is generally complementary to more widely employed characterisation

techniques such as XRD, IR, UV-Vis and NMR spectroscopy, in order to provide

a deeper understanding of the local structural features that infer its bulk prop-
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erties. Furthermore, the full potential of EPR spectroscopy is therefore afforded

by the inclusion of complementary spectroscopic or analytical techniques. The

final important outlook for the study of systems such as Li-ion batteries reported

in this thesis, is the cutting-edge application of in situ spectroscopic methods.

This facility allows further correlation of the local electronic structure and mag-

netic properties to the functional properties (ca. optical, or electronic transitions)

of the material for real-time monitoring, and an additional means of control for

perturbation of the electronic structure.
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Appendix 1 to Chapter 2

Higher order Zero field Splittings

For S > 2, an additional fine structure (splitting of the energy levels) is often

observed due to indirect effects of the crystal field. The preceding expressions D

and E, are usually suitable for S < 3/2 systems. However, S > 5/2 systems are

possible (c.a. lanthanides), and sometimes the description by these terms only, is

inappropriate. This situation arises in particular for cases of high symmetry, i.e.

near-cubic symmetry. The ZFS can be more generally incorporated into the spin

Hamiltonian by higher-order spin Hamiltonian operators, where each operator is

the equivalent of a combination of spherical harmonics, i.e. the orbital basis. The

higher order terms must then reflect the symmetry of the crystal field, of greater

than two-fold symmetry, and are restricted by spin operators less than 2S. These

higher order interactions are often only applicable in two situations: (i) when ZFS

terms are comparatively large (particularly when single crystal measurements are

performed); (ii) when (second-order) ZFS terms are comparably small, i.e. cases

of cubic symmetry. The general spin Hamiltonian of the higher order ZFS terms

can then be defined in terms of the extended Stevens operators:

ĤZFS =
∑
k,q

Bq
kO

q
k (A1.1)

where Oq
k are the spin operators, which are defined in terms of the total angular

momentum, J , tabulated by various sources.[1] the labels k and q denote the order,

and rank (related to the symmetry), of the operator respectively. The relevant

operators are as follows:[2]

O0
2 = 3S2

z − S(S + 1) (A1.2)

O2
2 =

1

2
(S2

+ + S2
−) (A1.3)

O0
4 = 35S4

z − (30S(S + 1)− 25)S2
z − 6S(S + 1) + 3S2(S + 1)2 (A1.4)

O2
4 =

1

4
{7S2

z −S(S+ 1)− 5}(S2
+ +S2

−) +
1

4
(S2

+ +S2
−){7S2

z −S(S+ 1)− 5} (A1.5)

O4
4 =

1

2
(S4

+ + S4
−) (A1.6)

and the raising and lowering operators, S+ and S−, are defined as:

S+ = Sx + iSy (A1.7)
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S− = Sx − iSy (A1.8)

where i is the imaginary number. When the symmetry is less than cubic,

the second order operators, i.e. the more familiar D and E terms are generally

dominant and may be related to the Stevens operators:

ĤZFS = B0
2O

0
2 +B2

2O
2
2 (A1.9)

D = 3B0
2 ;E = B2

2 (A1.10)

Where the Bq
k parameters are the ZFS parameters of respective order and rank.

An additional set of parameters, bqk, are also often used with Bq
k ≡ bqk·fk where

fk are scaling parameters (f2 = 2; f4 = 60; f6 = 1260). It should be noted than

several inconsistencies in the definition of the higher order ZFS terms are present

within the literature, as described in detail by Rudowicz.[3, 4]

For spin systems with S < 3, fourth-order terms may be incorporated:

ĤZFS = B0
2O

0
2 +B2

2O
2
2 +B0

4O
0
4 +B2

4O
2
4 +B4

4O
4
4 (A1.11)

where the more conventional cubic and axial terms, a and F , are defined as:

B0
4 =

a

120
+

F

180
;B4

4 =
a

24
(A1.12)

In general, for tetragonal symmetry, the ZFS term is described by all operators of

order k < 2S, and all even-rank terms may contribute (typically these are only all

resolved for single crystal measurements). However, a special case arises for cubic

symmetry, which e.g. for S = 7/2 (up to k = 6 terms), the second-order terms

vanish and the provides the following expression:

ĤZFS = B4(O0
4 + 5O4

4) +B6(O0
6 − 21O4

6) (A1.13)

where for S = 5/2, the same expression is true (omitting the k=6 terms). This

allows the ZFS parameters to be calculated implicitly from two (or one) fitted

ZFS parameters to the experimental spectrum in this special case. Situations of

cubic symmetry are especially important for metal ions with half-filled subshells,

i.e. possessing singlet ground state terms with totally quenched orbital angular

momentum (J = S); and therefore isotropic g values close to free-spin due to the

absence of SOC. Well-known examples include Mn2+; Fe3+ (6S5/2); Eu2+; Gd3+

(8S7/2).
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Antisymmetric Dzyaloshinskii–Moriya exchange, d12

ĤDM = d12·ŝ1×ŝ2 (A1.14)

The antisymmetric d12 term is a vector arising from the cross product of the ŝ1

and ŝ2 states. This favours a perpendicular alignment of the spins, which can

facilitate canted antiferromagnetism in extended lattices.[5] The quantification of

the d12 term is not trivial; however, it is governed by symmetry rules which often

simplify the situation, and reduce the number of terms necessary to describe the

interaction: [5]

1. d12 = 0 if s1 and s2 are related by an inversion centre;

2. d12,i (where i = x, y, z) is non-zero if s1 and s2 lie on an n-fold axis;

3. d12,z 6= 0 if s1 and s2 lie on a mirror plane (xy)

4. d12,x,z 6= 0 if s1 and s2 are bisected by a mirror plane (xz)

5. d12,y,z 6= 0 if s1 and s2 are bisected by a C2-axis (x)

Finally, the exchange terms have been described in terms of the simplest case,

s1 = s2 = 1/2. In real systems, interactions from g, A, D etc. are possible, in

addition to non-coincidence of the coordinate frame orientations (for the respective

interaction terms). The situation becomes increasingly complex as the number of

interactions increases, or if a divergence from coincidence is observed.

This is especially true when the isotropic exchange interaction term J is of the

order of these additional interactions, and often multi-frequency EPR measure-

ments (in addition to single crystal measurements) may then be necessary to fully

characterise the resulting situation.

Conduction electron spin resonance

So far, most of the discussion has considered localised spin density at well-defined

sites in a crystalline lattice. This need not be the case; for metallic systems, and for

semiconductors with excess unpaired spin density (ca. n-type doping), unpaired

electrons in the conduction band may be delocalised across the sites, only weakly

interacting with localised centres; a phenomenon known as conduction electron

spin resonance (CESR). The motion of conduction electrons, and its interaction

with the lattice has a profound effect on the observed EPR signal.

The resonance condition of CESRs is analogous to that described vide infra;

resulting in the polarisation of delocalised electrons due to interaction with the
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external magnetic field. The observed g factor is often isotropic, and close to ge

due to weak interactions with the orbital moments at localised sites. The spin

relaxation behaviour, however, is often markedly different; In metallic systems, re-

laxation mechanisms are often so efficient that T1 = T2 and therefore the resonance

may be described by a single lifetime. Furthermore, the principle spin relaxation

process in metals is due to the scattering of electrons from lattice vibrations or

imperfections, and therefore the relaxation rate is strongly correlated to the elec-

trical resistivity.[6] The relaxation rate is frequently so fast that these signals are

broadened beyond detection. Additionally, only electronic states of the order of

kBT/EF (where EF is the Fermi energy) are sensitive to microwave excitation

despite the total number of conduction electrons being much higher.

This is also a characteristic case of exchange narrowing; where hyperfine (with

localised nuclear moments) and dipolar interactions (with localised electron mo-

ments) are effectively screened due to the magnitude of the exchange frequency.

It follows that the unpaired spin density in the sample does not experience the

same microwave field; interactions of the microwave field ~B1 with eddy currents,

due to the fast diffusing electron density, causes a perturbation in the phase, and

rapid attenuation of the magnitude, which is related to the microwave frequency,

νMW , by the skin depth, δ:

δ = (
c2ε0ρ

πνMW

)1/2 (A1.15)

where ε0 is the vacuum permittivity; ρ the electrical resistivity; and νMW the

microwave frequency. The effective penetration depth of the microwave field is

therefore inversely proportional to the ν
1/2
MW . One of the effects of this is that, for

comparatively small skin depths when compared to the particle size, d (d/δ � 1),

EPR becomes effectively a surface-sensitive technique. The spin density that

contributes to the spectrum in this situation is therefore surface area dependent

as opposed to mass or volume.

Another effect of this is the observation of an asymmetric line shape, the Dyson

line, which is often approximated by a phase-shifted Lorentzian function. The ra-

tio of the intensity for the positive and negative parts of the first derivative signal

determines the ratio A/B. Dyson proposed that the asymmetric line shape arises

from a combination of two effects; (i) attenuation of the microwave field ~B1 within

the skin depth which perturbs the amplitude and phase; (ii) fast diffusion of the

conduction electrons compared to the relaxation rate T2, which causes further mod-

ulation of the ~B1 field. The resonance line asymmetry is therefore an important

parameter which is dependent on the skin depth, δ, the electron mean free path
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Λ, the spin relaxation time, T2, and the diffusion lifetime, TD, which as defined as

(for a free electron metal):

TD =
3

2

δ2

νFΛ
(A1.16)

which is associated with the average time taken for electrons to travel through the

skin depth.

For semiconductor systems, the observation of CESR is somewhat more compli-

cated, and is dependent on its band structure. For metallic systems, as described

vide infra, the Fermi energy lies within the conduction band of the material, and

therefore the unpaired intrinsic spin concentration is constant that may contribute

to a CESR signal. For semiconductors, the Fermi energy lies within the band gap,

and therefore the unpaired spin concentration is temperature-dependent due to

promotion (which must be of the order kBT ). The charge carrier concentration

in a pristine material is therefore zero (or close to, due to intrinsic defects in the

lattice). CESRs are however commonly observed in n-type doped materials, due

to the increased electron density promoted into the conduction band, and subse-

quently raised Fermi energy towards the conduction band edge. The relaxation

times, however, are generally much higher than the metallic case (T1 � T2), and

therefore CESR signals can be more straightforward to detect and to characterise

effectively.

Photoluminescence (PL) spectroscopy

EPR spectroscopy is a highly informative technique for the study of ground state

electronic structure in paramagnetic systems, however, it lacks the ability to di-

rectly probe the excited states of such systems without additional stimuli. Fur-

thermore, the optical properties are commonly of great interest to the function of

the material, and its application. Such properties can be complemented, but not

replaced, by the understanding of the ground state electronic structure.

Photoluminescence spectroscopy is therefore a useful technique in rationalising

the photophysical properties and excited state structure of defects, charge carriers,

metals and impurities that may act as chromophores in solid state systems, and

provides an additional insight to support the understanding of the magnetic and

optical properties. Conversely to optical absorption spectroscopies, photolumines-

cence spectroscopy relies on the absorption and subsequent emission of photons

due to relaxation of electronic transitions to the equilibrium state.

The wavelength at which emission bands occur are characteristic of the en-

ergy gap between the ground and excited states; taking into account radiative and
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Figure A1.1: Jablonski diagram illustrating the radiative (solid, coloured lines) and non-
radiative (curved lines) processes that occur upon photoemission. VR = vibronic relaxation;
IC = internal conversion; A = absorption; F = fluorescence; P = phosphorescence; ISC =
intersystem crossing.

non-radiative processes that act to relax the electronic transition. The emission

spectrum is a mirror image of the absorption spectrum; the transition associated

with the emission process is shifted to lower energy when compared to the ab-

sorption process, before the excited state has relaxed to the ground vibrational

level. The difference between the absorption and emission bands is the Stokes

shift, which is calculated as:

∆λ = λmaxe − λmaxa (A1.17)

The subsequent emission due to the absorption of light can be broadly classified

into three areas, all of which are illustrated in Figure A1.1:

• Resonant emission: the equivalent absorption and emission of a photon,

where the internal energy change is minimal to the system (τ ≈ 10ns)

• Fluorescence: Excitation from singlet ground state S0 to vibrational levels

of singlet excited state S1 with subsequent vibrational relaxation (VR) and

emission of a photon (τ ≈ 10−8 to 10−4s). The fluorescent intensity, If is

related to the fluorescence quantum yield, Φf :

If = kΦf (P0 − Pt) (A1.18)
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which can then be related to the concentration of the fluorescing species:

If = kΦfP0(1− 10−εbC) (A1.19)

• Phosphorescence: Excitation from singlet ground state S0 to vibrational

levels of singlet excited state S1, which undergoes intersystem crossing (ISC)

to the La Porte-forbidden triplet state T1 before subsequent emission with a

characteristically longer lifetime (τ ≈ 10−4 to 10−2s).

Similarly for the phosphorence processes:

Ip = kΦpP0(1− 10−εbC) (A1.20)

and therefore the intensity (or peak area) can be used as a quantitative measure

of the concentration of the emitting species.

X-ray photoelectron spectroscopy (XPS)

One aspect of the utility of EPR is the possibility to characterise the ground state

electronic structure of both bulk and surface species. However, solid samples will

commonly manifest as a complex superimposed spectrum, where it may be difficult

to deconvolve and assign respective species; or resolution may be insufficient to

discern differences in the magnetic properties between sites. XPS is then a powerful

surface technique, which can assist in the deconvolution and rationalisation of

electronic sites.

XPS relies on the photoelectric effect: incident X-ray absorption onto a sample

results in the ejection of a core shell electron in the form of a photoelectron,

which is subsequently detected. The kinetic energy afforded to the photoelectron

is equivalent to the characteristic binding energy that may be used to determine

the nature of the atom, its electronic structure and local environment. While

incident light can penetrate on the order of microns into a solid sample; the inelastic

scattering of electrons in the solid mean that only scattered electrons from the first

few nanometers are able to escape.

Ek = hν − EB − φs (A1.21)

where Ek is the kinetic energy of the photoelectron; ν is the incident frequency;

EB is the binding energy and φs is the work function of the sample.
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The ionisation process that occurs at the sample surface can be broken down

into three fundamental steps:

1. incident ionising light is absorbed by the analyte in its electronic ground

(initial) state;

2. a core level photoelectron is ejected with binding energy Ek leaving an ionised

excited state;

3. subsequent relaxation and/ or reorganisation of the excited ionised (final)

state.

Koopman’s theorem approximates that no change in the atom after photoemis-

sion occurs, and that the binding energies are related to the electronic structure.

However, initial and final state effects cause a shift in the measured binding energy,

EB. This allows identification of the excited atom and its local environment for

chemical fingerprinting. There are various contributions to this; including such as

Auger emission, fluorescence, spin orbit coupling and multiplet splitting (interac-

tion of the ionised core hole to unpaired electron valence states).

For quantitative analysis of the surface concentration, the peak area of the XPS

response can be related to the atomic density of analyte in the sample, nx:

nx =
Ix

k·σ·λ·T
=
Ix
S

(A1.22)

where k is a constant resulting from various instrumental factors (area, photon

flux, etc.); σ is the ionisation cross-section; λ is the inelastic mean free path, the

average distance an electron travels between successive inelastic collisions; and T

is the transmission function. These corrections are usually approximated by the

elemental sensitivity factor, S, and therefore the relative concentration of elements,

Cx can be expressed:

Cx =
nx∑
i ni

(A1.23)

XPS has detection sensitivity (for the surface) close to that of EPR (approxi-

mate ppm scale) and is therefore a useful comparative technque in the quantitative

understanding of speciation and local electronic structure. Furthermore, splitting

effects such as spin-orbit coupling and multiplet splitting can provide further ratio-

nalisation of the ligand field effects at the ionised site. The technique is, however,

destructive towards the sample and care must be taken to avoid oxidative effects

that may change the nature of the sample under extended exposure.
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Appendix 2 to Chapter 3

ESI.pdf

Figure A2.1: Proposed structures for the Cu(BPA)2 complex, adapted from reference 46 (main
paper). a) pseudo-octahedral geometry, and b) square-pyramidal geometry.

Figure A2.2: X-band CW EPR spectra of CuSO4:PA (PA = 2-picolylamine) at varying ligand
ratios in water/glycerol (3:2), including 1:0.1; 1:0.5; 1:1; 1:2; 1:5; 1:10; 1:50. Black trace =
experimental spectrum, red trace = deconvoluted simulation of dominant species, shown as
composite simulation in the main report.
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Figure A2.3: X-band CW EPR spectra of CuSO4:BPA (BPA = di-(2-picolylamine)) at varying
ligand ratios in water/glycerol (3:2), including 1:0.1; 1:0.5; 1:1; 1:2; 1:5; 1:10; 1:50. Black trace
= experimental spectrum, red trace = deconvoluted simulation of dominant species, shown as
composite spectrum in the main report.

Figure A2.4: X-band CW EPR spectra of dried and rehydrated samples of Dowex™ M4195.
a) “as received” hydrated sample”, and b) dried sample after gentle thermo-evacuation at room
temperature for 2 hr. Spectrum a) was recovered by rehydrating the sample.
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Figure A2.5: X-band CW EPR spectra (120 K) of the loaded CuWRAM sample (1 mg g-1

loaded resin), after washing with increasing concentrations of H2SO4: 0.05 M, 0.1 M, 0.5 M, 1
M, 1.5 M, 2 M, 2.5 M. Figure showing entire EPR signal including parallel and perpendicular
components.

Figure A2.6: X-band CW EPR spectra (120 K) of the loaded Dowex sample (1 mg g-1 loaded
resin), after washing with increasing concentrations of H2SO4: 0.05 M, 0.1 M, 0.5 M, 1 M, 1.5 M,
2 M, 2.5 M. Figure showing entire EPR signal including parallel and perpendicular components.
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Figure A2.7: X-band CW EPR spectra showing the selective unloading study of the Cu-loaded
(1 mg g-1) Dowex® M4195 (bis-(2-picolylamine)) functionalised resin, using 10 mL washes of
NH4OH solution at varying concentrations; a) Dowex® resin before washing; b) resin after wash
with 0.05 M NH4OH solution; c) resin after wash with 0.1 M NH4OH solution; d) resin after
wash with 0.5 M NH4OH solution; e) resin after wash with 1 M NH4OH solution; f) resin after
wash with 1.5 M NH4OH solution; g) resin after wash with 2M NH4OH solution; h) resin from
sample ‘g’ after further consecutive wash with 2.5M NH4OH solution.

Figure A2.8: : Simulation of X-band CW EPR spectrum of CuWRAM resin, recorded “as
received”, and contributing simulation components; (a) CuWRAM spectrum (black), simulation
(red); (b) Cu(PA)3 species 6; (c) Cu(PA)2 species 5; (d) ‘unknown’ species B; (e) broad isotropic
signal from Cu aggregates.
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Figure A2.9: Simulation of X-band CW EPR spectrum of Dowex® M4195 resin, recorded
“as received”, and contributing simulation components; (a) Dowex® M4195 spectrum (black),
simulation (red); (b) Cu(BPA)2 species 3; (c) Cu(BPA) species 2; (d) ‘unknown’ species A; (e)
broad isotropic signal from Cu aggregates.

Figure A2.10: Breakdown of CuSO4:PA (2-picolylamine) titration data from Figure 4 (main
paper), into two distinct phases, showing the isosbestic points highlighted with black circles.

Step Log K Error
Cu+ L→ CuL 4.810 0.097
CuL+ L→ CuL2 3.236 0.029

Table A2.1: Initial 2-step model for processing the titration data. logK and error values are
calculated using Reactlab (L=PA).
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Figure A2.11: Calculated concentration and spectra from titration data (Figure S8), using
2-step model as in Table S1.

Figure A2.12: Calculated concentration and spectra (Figure S8) using 3-step model as in Table
S2.

Step Log K Error
Cu+ L→ CuL 7.853 0.067
CuL+ L→ CuL2 5.725 0.062
CuL2 + L→ CuL3 1.510 0.012

Table A2.2: 3-step model for processing of titration data. logK and error values are calculated
using Reactlab (L=PA).
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Figure A2.13: UV-Vis spectra of addition of CuSO4 solution to 2-picolylamine (PA) solution.

Figure A2.14: Breakdown of CuSO4:BPA (di-(2-picolylamine)) titration data from Figure 4
(main paper), into two distinct phases, showing the isosbestic points highlighted with black
circles.

Step Log K Error
Cu+ L→ CuL 6.942 0.132
CuL+ L→ CuL2 4.156 0.070

Table A2.3: 2-step model for processing of titration data. log K and error values are calculated
using Reactlab (L=BPA).
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Figure A2.15: Calculated concentration and spectra from CuSO4:BPA titration data (Figure
S12) using 2-step model as in Table S3.

Figure A2.16: Calculated concentration and spectra from CuSO4:BPA titration data (Figure
S12) using 2-step model as in Table S3.

Step Log K Error
Cu+ L→ CuL 9.264 0.205
CuL+ L→ CuL2 6.039 0.155
CuL2 + L→ CuL3 4.019 0.145

Table A2.4: 3-step model used for processing titration data. With log K and calculated error
from Reactlab (L=BPA).
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Appendix 3 to Chapter 4

Figure A3.1: Magnified CW X-band EPR spectra (120 K) of CaSEu 1, CaSEu 2, CaSEu 3 in
the 323-336 mT region, showing the low field |mI | = 5/2 signal with increased resolution. The
experimental (black) and simulated (red) traces correspond directly to those presented in Figure
1 (Right).
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Figure A3.2: W-band CW EPR (300 K) magnified experimental and simulated spectra (Figure
2, right) of CaSEu 1 indicating fit of 151,153Eu2+ hyperfine structures.

Figure A3.3: X-band CW EPR (120 K) wide measurement of CaSEu SSR indicating fine
structure of Eu2+ species.
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Figure A3.4: X Band CW EPR (120 K) high resolution spectrum near free spin of CaSEu SSR,
indicating hyperfine structure with isotopes of Eu2+.

Figure A3.5: X-band CW EPR spectra (120K) of CaSEu 1, low field region, for comparison
to Figure 1 (left). The simulation trace takes into account both EuXCa and EuXsurface species,

which reproduces the missing features from Figure 1 (taking into account EuXCaonly). Black:
experimental trace; Red: simulation trace.
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Figure A3.6: X-band CW EPR (120 K) spectra of heat treated CaS 1 sample in air, at 300 and
500◦C (45 minute dwell time). Signal intensity has been normalised for line shape comparison.

Figure A3.7: Simulation of CaS 3 experimental spectrum (magnified), taking into account
sulphur-oxygen radicals from CaS 1, and heating treatment study of CaS 1.
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Figure A3.8: XPS Survey spectra of CaSEu 1,2,3 and CaSEu SSR. Black: experimental trace;
Red: total simulation envelope; Lilac: background trace; Other: simulation components.

Figure A3.9: S 2p region of XPS spectra for CaS:Eu 1,2 and 3 and CaSEu SSR. Black: ex-
perimental trace; Red: total simulation envelope; Lilac: background trace; Other: simulation
components.
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Figure A3.10: Ca 2p region of XPS spectra for CaS:Eu 1,2 and 3 and CaSEu SSR. Black:
experimental trace; Red: total simulation envelope; Lilac: background trace; Other: simulation
components.
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Appendix 4 to Chapter 5

Figure A4.1: Calculated root mean square deviation for variable temperature fitting of VLB3,
indicating goodness of fit and relative error.

Figure A4.2: Fitting of VLB3 variable temperature spectra between T = 4.3K to 100K.
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Figure A4.3: Calculated residuals of VLB3 variable temperature spectra between T = 4.3K to
100K.

Figure A4.4: Fitting of VLB3 variable temperature spectra between T = 120K to 370K.

236



Figure A4.5: Calculated residuals of VLB3 variable temperature spectra between T = 120K
to 370K.

Figure A4.6: Calculated double integrated intensity of VLB3 across the entire signal at free
spin.
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Figure A4.7: Overlaid X-band EPR spectra at variable temperature.

Figure A4.8: Simultaneous fitting of VLB3 sample at X-band and W-band frequencies and T
= 300K.
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Figure A4.9: Power saturation study of VLB3 indicating presence of unresolved defect signal.

Figure A4.10: Power saturation study of VLB3 indicating saturation limit (microwave power
was chosen below this for VLB3 VT study).
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Figure A4.11: Contour plot of 3-pulse ESEEM experiment for VLB1

Figure A4.12: Frequency magnitude spectrum of 3p-ESEEM experiment for VLB1.

240



Appendix 5 to Chapters 6 and 7

The electrode density, ρelectrode can be calculated from the volume, νelectrode, using:

νelectrode = A·d (A5.1)

hence

ρelectrode =
melectrode

νelectrode
(A5.2)

Assuming a uniformly mixed sample, the porosity may be estimated using the

density and mass percentage:

Porosity =
νactual − νpredicted

νactual
(A5.3)

which must be taken into account to ensure total wetting of the cell components

by the electrolyte.

and thus the C-rate (the current required to reach a maximum capacity in one

hour), RC can be calculated:

RC =
I/M

Qtheory

(A5.4)

where I is the current, M is the electrode mass, Qtheory is the theoretical specific

capacity defined in equation 2.58 (except with normalisation to electrode mass,

M , replacing Mr).
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Figure A5.1: Scanning electron microscopy (SEM) image and elemental mapping of Fe, P,
O and C via Energy-dispersive X-ray spectroscopy (EDX) of LFP electrode sample, indicating
regions of iron-rich surface phase.

Figure A5.2: Powder XRD of LFP electrode sample, indicating absence of additional iron rich
phase.
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Figure A5.3: X-band (9.5GHz) spectrum of printed electrode films at T = 120K and T =
300K.

Figure A5.4: Calculated intensities for the three species indicated in the LFP SOC experiment.
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Figure A5.5: Oxygen addition experiment to chemically reduced NTO sample with BuLi,
indicating the relation between the vacancy species and bulk Ti3+ site.

Figure A5.6: X-band EPR spectra from LTO ex situ SOC cycling experiment, second run
indicating line width variations in the defect signal.
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Figure A5.7: Calculated double integral intensities of the EPR signal from the second run of
the LTO SOC cycling experiment.

Figure A5.8: example simulation of LTO SOC cycled sample (100Li) showing decomposed
components relating to three attributed species.
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Figure A5.9: NTO VT study between T = 125K and 300K, indicating the broadening and loss
of resolution of the Ti3+ site.

Figure A5.10: Simulation of NTO sample measured at 300K, indicating oxygen vacancy signal
(blue).
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Figure A5.11: Overlaid EPR spectra for the NTO VT study between T = 125K and 300K,
indicating change in double integral with temperature.

Figure A5.12: Microwave power saturation study of bulk Ti3+ lattice site from chemically
reduced NTO sample.
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Figure A5.13: X-band CW EPR (110K) spectra of 0.8x10mm cut electrode strips, printed on
Al foil, with varied preparations and precursors. NTO1: Nb ethoxide precursor via flame spray
pyrolysis; NTO2: TiOSO4 and Nb oxalate via co-precipitation route.

Figure A5.14: X-band EPR spectra of in situ cell charged with Ti(III) dimer over a period of
7 days. A narrow isotropic signal is gradually formed.
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Figure A5.15: Calculated double integral intensity of the Ti(III) signal as a function of time,
days. An appreciable seal was maintained for 4-5 days.
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