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Abstract—Spatially localized deformation components are very useful for shape analysis and synthesis in 3D geometry processing. Several methods have recently been developed, with an aim to extract intuitive and interpretable deformation components. However, these techniques suffer from fundamental limitations especially for meshes with noise or large-scale nonlinear deformations, and may not always be able to identify important deformation components. In this paper we propose a mesh-based variational autoencoder architecture that is able to cope with meshes with irregular connectivity and nonlinear deformations, assuming that the analyzed dataset contains meshes with the same vertex connectivity, which is common for deformation analysis. To help localize deformations, we introduce sparse regularization in this framework, along with spectral graph convolutional operations. Through modifying the regularization formulation and allowing dynamic change of sparsity ranges, we improve the visual quality and reconstruction ability of the extracted deformation components. Our system also provides a nonlinear approach to reconstruction of meshes using the extracted basis, which is more effective than the current linear combination approach. As an important application of localized deformation components and a novel approach on its own, we further develop a neural shape editing method, achieving shape editing and deformation component extraction in a unified framework, and ensuring plausibility of the edited shapes. Extensive experiments show that our method outperforms state-of-the-art methods in both qualitative and quantitative evaluations. We also demonstrate the effectiveness of our method for neural shape editing.
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1 INTRODUCTION

With the development of 3D scanning and modeling technology, mesh data sets are becoming increasingly popular. By analyzing these data sets with machine learning techniques, the latent knowledge can be exploited to advance geometry processing algorithms. In recent years, many research areas in geometry processing have benefited from this methodology, such as 3D shape deformation [1], 3D facial and human body reconstruction [2], [3], shape segmentation [4], etc. For shape deformation and human reconstruction, mesh sequences with different geometry and the same connectivity play a central role. Different geometric positions describe the appearance of the 3D mesh model while sharing the same vertex connectivity makes processing much more convenient. In such works, a key procedure is to build a low-dimensional control parametrization for the mesh data set, which provides a small set of intuitive parameters to control the generation of new shapes. For articulated models such as human bodies, the rigging method embeds a skeleton structure in the mesh to provide such a parametrization. However, the rigging operation is restrictive and does not generalize to other deformable shapes (e.g. faces). Parameterizing general mesh datasets which allows intuitive control in generating new shapes becomes an important and urgent research problem.

Early work extracted principal deformation components by using Principal Component Analysis (PCA) to reduce the dimensionality of the data set. However, such deformation components are global which do not lead to intuitive control. For example, when a user intends to deform the shape locally by specifying locally changed vertex positions as boundary conditions, the deformed shape tends to have unrelated areas deformed as well, due to the global nature of the basis. To address this, sparse localized deformation component (SPLOCS) extraction methods were recently proposed [5], [6], [7] on mesh deformation datasets with the same vertex connectivity. In these works the sparsity term is involved to localize deformation components within local support regions. However, these previous works suffer from different limitations: as we will show later, [5], [6] cannot handle large-scale deformations, and [7] is sensitive to noise so cannot extract the main deformation components robustly. Especially, the methods [5], [6] are suitable for analyzing localized shape deformation without large-scale rotations. In contrast, our method is designed to handle shape collections with large-scale nonlinear deformations while also performing well on shape collection with linear deformations.

We propose a mesh-based variational autoencoder (VAE) architecture to extract meaningful local deformation components. We represent deformations of shapes in the dataset based on a recent effective representation [9] which is able to cope with large deformations. We then build a variational autoencoder to transform the deformation representation to encoding in a latent space. Each convolutional layer involves convolutional operations
defined on the mesh as a graph with arbitrary topology. We then introduce sparsity regularization to the weights in the fully-connected layers to promote identifying sparse localized deformations. In existing sparse deformation component extraction methods [5], an important factor that affects the extracted components is the sparse range, which includes globally tunable parameters deciding how local the extracted deformation components should be, but often a single global setting does not fit all the deformation components. To allow more flexible sparsity ranges while avoiding the need for adjusting parameters in the regularization term, we propose a novel sparsity weight formulation with sparsity ranges automatically learned, and adapted to suit individual deformation components. The variational autoencoder structure ensures that the extracted deformation components are suitable for reconstructing high quality shape deformations.

Our main contributions are:

- This is the first work that exploits convolutional neural network (CNN) based variational autoencoder with spectral graph convolutional operators for sparse deformation component extraction on meshes with irregular connectivity and large deformation.
- To achieve this, our method exploits the non-linear representation capability of variational autoencoders, along with a sparse regularization. As a result, it is able to extract intuitive localized deformation components. It can also deal with datasets with large-scale deformations, and is insensitive to noise.
- We develop a formulation that automatically learns adaptive sparsity ranges for individual deformation components, leading to improved deformation extraction.

The method can extract important components even for challenging cases and generalizes well to reconstruction of unseen data. Extensive qualitative and quantitative experiments demonstrate that our method outperforms the state-of-the-art methods. We show an example of extracted deformation components (highlighted in blue) in Fig. 1, which are then combined to synthesize a novel and plausible shape. The architecture of our proposed network is illustrated in Fig. 2.

This paper substantially extends our original conference version [10] in the following ways: We improve the overall system architecture, by replacing the autoencoder architecture with a variational autoencoder and introducing a new sparsity regularization term with the sparsity ranges automatically learned. We further build our architecture based on graph convolutions in the spectral domain. As a result, our new architecture has better reconstruction and generation ability, and can derive more natural deformation components. We further introduce a framework for shape editing with neural design. It achieves shape editing by optimizing the latent vector such that the decoded shape satisfies the given control point constraints. Our method is capable of producing plausible deformed shapes for local and/or large-scale deformations, with only a small number of control points. We also show experimentally that our method with graph convolutions in the spectral domain achieves better results than with graph convolutions in the spatial domain, as used in [10]. The source code is available at https://github.com/IGLICT/MeshVAE_Component_Analysis.

2 RELATED WORK

2.1 Principal Deformation Component Analysis

With the increasing availability of 3D shapes, analyzing shape collections is becoming more important. Thanks to advances of shape matching methods [12], [13] and non-rigid registration technology [14], mesh data sets for deformable shapes with the same vertex connectivity are becoming much more common. Early work employs PCA to compress the mesh data set and extract global deformation components [15]. The deformation components from the PCA are globally supported, which is not intuitive for shape editing and deformation, especially when the user wants to deform the shape locally in the spatial domain [16]. Sparse regularization is effective in localizing deformations [17]. However, standard sparse PCA [18] does not take spatial constraints into account and therefore the extracted deformation components do not aggregate in local spatial domains. By incorporating spatial constraints, a sparsity term is employed to extract localized deformation components [5], [8], which performs better than region-based PCA variants (clustered PCA) [19] in terms of extracting meaningful localized deformation components. However, it uses Euclidean coordinates which cannot represent shapes with large rotations. Later work addresses this limitation by using more advanced shape representations including deformation gradients [6] and edge and dihedral angle representations [7]. However, the former cannot cope with rotations larger than 180° which are very common in animated mesh sequences, while the latter is not sensitive to the scale of the deformations which makes [7] not robust to noise. Unlike existing methods, we propose to exploit mesh-based variational autoencoders with sparse regularization along with an effective deformation representation [9] to extract high-quality deformation components, outperforming existing methods.

2.2 Neural Network Applications for 3D Shapes

Neural networks have achieved great success in different areas of computer science. Compared with 2D images, 3D shapes are more difficult to process, mainly due to their
irregular connectivity and limited data availability. Nevertheless, some effort was made in recent years. For 3D object recognition, Su et al. [20] and Shi et al. [21] represent 3D shapes using multi-view projections or by converting them to panoramic views and utilizing 2D CNNs. Maturana and Scherer [22] treat 3D shapes as voxels and extend 2D-CNNs to 3D-CNNs to recognize 3D objects. In addition, Li et al. [23] analyze a joint embedding space of 2D images and 3D shapes. Tulsiani et al. [24] abstract complex shapes using 3D volumetric primitives. For 3D shape synthesis, Wu et al. [25] use deep belief networks to generate voxelized 3D shapes. Girdhar et al. [26] combine an encoder for 2D images and a decoder for 3D models to reconstruct 3D shapes from 2D input. Yan et al. [27] generate 3D models from 2D images by adding a projection layer from 3D to 2D. Choy et al. [28] propose a novel recurrent network to map images of objects to 3D shapes. Sharma et al. [29] train a volumetric autoencoder using noisy data with no labels for tasks such as denoising and completion. Wu et al. [30] exploit the power of the generative adversarial network with a voxel CNN. In addition to voxel representation, Sinha et al. [31] propose to combine ResNet and geometry images to synthesize 3D models. Li et al. [32] and Nash and Williams [33] propose to use neural networks for encoding and synthesizing 3D shapes based on pre-segmented data. Some works [34], [35] propose novel networks based on Signed Distance Functions (SDFs) for representing detailed geometry of objects with arbitrary topology. The works [36], [37] further synthesize structured 3D shapes, but these methods mainly work for man-made objects and also require semantic segmentation of training meshes. All the methods above for synthesizing 3D models are restricted by their representations or priors adopted, which are not suitable for analyzing and generating 3D motion sequences with rich details, and none of these methods are designed for extracting deformation components.

### 3 Feature Representation

To represent large-scale deformations, we adopt a recently proposed deformation representation [9]. Given a dataset with $N$ shapes with the same vertex connectivity, each shape is denoted as $S_m, m \in [1, \ldots, N]$. $p_{m,i} \in \mathbb{R}^3$ is the $i$th vertex on the $m$th mesh model. The deformation gradient $T_{m,i} \in \mathbb{R}^{3 \times 3}$ representing local shape deformations can be obtained by minimizing:

$$\arg \min_{\{T_{m,i}\}_{i \in N(i)}} \sum_{j \in N(i)} c_{ij} \| (p_{m,i} - p_{m,j}) - T_{m,i} (p_{1,i} - p_{1,j}) \|^2_2. \quad (1)$$

where $c_{ij}$ is the cotangent weight $c_{ij} = \cot \alpha_{ij} + \cot \beta_{ij}$, and $\alpha_{ij}$ and $\beta_{ij}$ are angles opposite to the edge connecting vertices $v_i$ and $v_j$, and $N(i)$ is the index set of 1-ring neighbors of the $i$th vertex. By polar decomposition $T_{m,i} = R_{m,i} S_{m,i}$, the affine matrix $T_{m,i} \in \mathbb{R}^{3 \times 3}$ can be decomposed into an orthogonal matrix $R_{m,i}$ describing rotations, and a real-symmetry matrix $S_{m,i}$ for scale and shear deformations. The rotation matrix $R_{m,i}$ can be rewritten as rotating around an axis $\omega_{m,i}$ by an angle $\theta_{m,i}$. However, the mapping from the axis-angle representation to rigid rotation is surjective but not one to one: The rotation angles and axes in the set $\Omega_{m,i}$ correspond to one rigid rotation:

$$\Omega_{m,i} = \{ (\omega_{m,i}, \theta_{m,i} + t \cdot 2\pi), (-\omega_{m,i}, -\theta_{m,i} + t \cdot 2\pi) \} \quad (2)$$

where $t$ is an arbitrary integer. To overcome this, [9] proposes a novel representation to select the unique and consistent axis-angle representation by solving a global optimization to minimize the differences between adjacent rotation axes and angles.

For each vertex $i$ of shape $m$, we obtain feature $q_{m,i} = \{ r_{m,i}, s_{m,i} \} \in \mathbb{R}^3$ by extracting from matrices $\log(R_{m,i})$ and $S_{m,i}$. To fit the range of activation function $\tanh$ (explained later in Sec. 4.2) and to avoid the gradient vanishing problem [15], we need to scale the feature values. Denote by $r_{m,i}^j$ and $s_{m,i}^j$ the $j$th element of $r_{m,i}$ and $s_{m,i}$ respectively. Separately for each element $j$, we linearly scale $r_{m,i}^j$ and

---

**Figure 2.** The proposed network architecture (a) and the spectral graph convolution (b). The network is built based on the spectral convolutional operation and with a variational autoencoder structure, and we set $d' = 9$. The input and output are mesh features $X \in \mathbb{R}^{V \times d'}$ and $C$ are the weights of fully connected layers to map the features to the latent space. The spectral graph convolution uses graph Fourier transform to filter the features in the spectral domain, and more details are described in Sec. 4.1.
4 NETWORK ARCHITECTURE

In this section, we present our framework including convolutional operations on irregular meshes, overall network structure, sparsity constraints and reconstruction loss.

4.1 Convolutional Operation

CNNs have demonstrated power in several computer vision tasks, including classification, object detection, semantic segmentation, etc. Researchers have extended CNNs to graphs without regular grids, including techniques in both spatial and spectral domains. In our network, we choose the convolutional operator in the spectral domain due to its superior performance, rather than the spatial domain as used in [10].

We follow [40] to build our spectral graph CNN. We use the same formulation of input and output data as in the spatial domain. Besides input and output data, we define the graph of a mesh as \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{W}) \), where \( \mathcal{V} \) is the set of vertices, \( \mathcal{E} \) is the set of edges, \( \mathcal{W} \in \mathbb{R}^{V \times V} \) is the weighted adjacency matrix on the edges of the graph, and \( V \) is the number of vertices. The operation is illustrated in Fig. 2(b).

We can denote the spectral graph convolution used in the network as

\[
Y = \sum_{h=0}^{H-1} T_h(\tilde{L})X \theta_h
\]  

(3)

where \( X \in \mathbb{R}^{V \times d} \) and \( Y \in \mathbb{R}^{V \times d'} \) are the input and output features, \( H \) is the order of the filter, which means the spectral filter is \( H \)-localized, i.e. only acting on local neighborhoods with a distance limit of \( H \) edges, \( T_h(\tilde{L}) \in \mathbb{R}^{V \times V} \) is the Chebyshev polynomial of order \( h \) evaluated at \( \tilde{L} \) and \( \theta_h \in \mathbb{R}^{d \times d'} \) are trainable weights, \( d \) and \( d' \) are the dimensions of input data and output data respectively. \( \tilde{L} = 2L/\lambda_{max} - I_n \) is the scaled Laplacian matrix, where \( \lambda_{max} \) is the maximum eigenvalue of \( L \) and \( L = -D^{-1/2}WD^{-1/2} \) is the normalized graph Laplacian matrix, \( I_n \) is the \( n \)-dimensional identity matrix, \( D \in \mathbb{R}^{V \times V} \) is the diagonal matrix where \( D_{ii} = \sum_j W_{ij} \) is the \( i \)-th entry of the diagonal of the degree matrix. Please refer to [40] for more details. We use \( H = 3 \) in all experiments and we compare the generalization ability of different values of \( H \) in Sec. 6.

4.2 Network Structure

The whole network pipeline is illustrated in Fig. 2(a). It is based on the convolutional operation and with a variational autoencoder structure. The input to the encoder part contains preprocessed features which are shaped as \( X \in \mathbb{R}^{V \times 9} \), where \( 9 \) is the dimension of the deformation representation for a vertex. Then we apply a convolutional layer with \( \text{tanh} \) as the output activation function. We tested alternative functions like \( \text{ReLU} \), but they performed worse in the quantitative analysis. The output from the convolutional layer is reshaped as a vector \( f \in \mathbb{R}^{d'V} \), where \( d' \) is the output dimension of the convolutional layer. We use a fully connected layer with \( C \in \mathbb{R}^{K \times d'V} \) and \( C_{std} \in \mathbb{R}^{K \times d'V} \) to map the features to the latent space \( z \in \mathbb{R}^K \) where \( K \) is the dimension of the latent space:

\[
z = \mu + \sigma \varepsilon = Cf + C_{std}\varepsilon,
\]  

(4)

For the decoder, we use the same number of convolutional layers and activation function as the encoder. The output of the whole network is \( \hat{X} \in \mathbb{R}^{V \times 9} \) which has the identical dimension as the input and can be scaled back to the deformation representation [9] and used for reconstructing the deformed shape.

The tied weight formulation of the variational autoencoder makes it more like PCA, and we assume that \( F \in \mathbb{R}^{N \times dV} \) is assembled by stacking all the features \( f \) extracted from the convolutional layer for \( N \) models in the dataset. Then, \( C \) can be seen as \( K \) deformation components of \( F \), and \( Z \in \mathbb{R}^{N \times K} \) stacks the latent representations of \( N \) models in the dataset, which is treated as combinatorial weights to reconstruct the shape.

4.3 Sparsity Constraints and Reconstruction Loss

Following the idea from [3], we use group sparsity (\( \ell_{2,1} \) norm) to urge deformation components to only capture localized deformations. The constraints are added on \( C \) as:

\[
\Omega(C) = \frac{1}{K} \sum_{k=1}^{K} \sum_{i=1}^{V} \Delta_{ik} \|C_k^i\|_2,
\]  

(6)

where \( C_k^i \) is the \( d' \)-dimensional vector associated with component \( k \) of vertex \( i \), and \( \Delta_{ik} \) is a sparsity regularization weight.

Different from the original fixed sparsity constraints used in [10], we determine the sparsity weights as follows

\[
\Delta_{ik} = \delta(d_{ik}, d_k) = \begin{cases} 
0 & d_{ik} \leq d_k \\
1 & d_{ik} > d_k.
\end{cases}
\]  

(7)

Here, \( \delta(\cdot, \cdot) \) is a function that maps a geodesic distance to 0 or 1 on the two sides of \( d_k \), where \( d_k, 1 \leq k \leq K \) is a learnable parameter in the \( k \)-th entry of \( d \). \( d \) allows different sparsity ranges for different components; such flexibility leads to more effective deformation component extraction. We initialize \( d_k \) as 0.2, and \( d_k \) is directly optimized as learnable parameters. Since \( d \) is learned during training, we also avoid the manual adjustment process for \( d_{min} \) and \( d_{max} \) required for the method in [10]. During training, increasing \( d_k \) (\( 1 \leq k \leq K \)) (thus setting more \( \delta_{ik} \) to 0) will decrease \( \Omega(C) \). To avoid degenerate solution with all \( d_k \) to be ones, we introduce a regularization term

\[
\Phi(d) = \|d\|_2
\]  

(8)
to suppress this. Since the gradient of \( \delta \) does not always exist, we use the straight through estimator (STE) \([51]\) to approximate it.

\[
d_{ik} = \text{the normalized geodesic distance from the } i^{th} \text{ vertex to the } c_i^k \text{ vertex. } c_k \text{ is the index of the center point of component } k \text{ and is defined as:}
\]

\[
c_k = \arg \max_i \| C_i^k \|_2. \tag{9}
\]

\( c_k \) is updated after optimizing \( C \) in each training iteration. Since \( c_k \) corresponds to the maximum weight in \( C_k \), when the \( k^{th} \) element of \( z \) changes, point \( c_k \)'s feature will deform the most. Thus, we use Eq. (9) to define the center point. To fit the training process of the neural network, we precompute all the geodesic distances between two vertices using \([52]\), which are then normalized by the largest pairwise geodesic distance.

Since \( C^T Z = (C^T A)(A^{-1} Z) \), for any invertible matrix \( A \), to avoid trivial solutions with arbitrarily small C values and arbitrary large Z values, we also add constraints to Z as a regularization term:

\[
\Pi(Z) = \frac{1}{K} \sum_{j=1}^{K} \max_j (\max_m |Z_{m,j}| - \theta), 0), \tag{10}
\]

where \( Z_{m,j} \) is the weight of the \( j^{th} \) element of the \( m^{th} \) model, and \( \theta \) is a small positive number. We set \( \theta = 5 \) in all the experiments. We use Mean Square Error (MSE)

\[
L_{recon} = \frac{1}{N} \sum_{m=1}^{N} \| \hat{X}_m - X_m \|^2_2 \tag{11}
\]

TABLE 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metric</th>
<th>Methods for Linear Deformations</th>
<th>Methods for Non-linear Deformations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.1139 0.04344 0.08309 0.04250 0.05214 0.03789</td>
<td>0.03352</td>
</tr>
<tr>
<td>Horse</td>
<td>( E_{rms} )</td>
<td>20.1994 18.0624 10.5185 29.6090 42.4180 12.9605</td>
<td>12.4006</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.4111 0.05273 0.08074 0.04332 0.07841 0.04004</td>
<td>0.0397</td>
</tr>
<tr>
<td>Face</td>
<td>( E_{rms} )</td>
<td>2.9853 13.3221 2.9106 8.5620 2.9260 2.9083</td>
<td>1.2047</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.02662 0.01827 0.00861 0.01320 0.00967 0.00734</td>
<td>0.00713</td>
</tr>
<tr>
<td>Jumping</td>
<td>( E_{rms} )</td>
<td>45.8762 37.9915 47.8150 44.3362 22.3001 24.4827</td>
<td>20.9021</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.4323 0.06305 0.1728 0.05400 0.04995 0.04862</td>
<td>0.04592</td>
</tr>
<tr>
<td>Humanoid</td>
<td>( E_{rms} )</td>
<td>6.6320 16.1995 14.3610 60.9925 5.6510 3.4912</td>
<td>2.9795</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.04612 0.02247 0.07319 0.03757 0.01283 0.01313</td>
<td>0.01234</td>
</tr>
<tr>
<td>Fat</td>
<td>( E_{rms} )</td>
<td>5.7207 8.1438 5.5785 47.0212 5.0990 4.7795</td>
<td>3.2062</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>0.1505 0.02185 0.06059 0.02511 0.01453 0.01625</td>
<td>0.01241</td>
</tr>
<tr>
<td>SCAPE</td>
<td>( E_{rms} )</td>
<td>14.6233 24.6597 16.3970 79.9577 17.1754 13.5560</td>
<td>11.8712</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>( / / / / / / )</td>
<td>( / / / / / / )</td>
</tr>
<tr>
<td>Female</td>
<td>( E_{rms} )</td>
<td>6.3172 9.9553 7.2462 25.1312 10.3842 5.8214</td>
<td>5.2471</td>
</tr>
<tr>
<td></td>
<td>( \text{STED} )</td>
<td>( / / / / / / )</td>
<td>( / / / / / / )</td>
</tr>
</tbody>
</table>

where \( \Pi(Z) \) corresponds to the localized deformation components, which are the first model in the dataset, and the KL divergence

\[
L_{KL} = D_{KL}(q(z|\tilde{f})||p(z)) \tag{12}
\]

promotes the latent space to form a Gaussian distribution, where \( p(z) \) is the Gaussian prior distribution and \( q(z|\tilde{f}) \) is the posterior distribution given input feature \( \tilde{f} \). Finally, the total loss function is:

\[
L = L_{recon} + \lambda_K L_{KL} + \lambda_{\Omega} \Pi(C) + \lambda_{\Omega} \Pi(Z) + \lambda_{\Phi} \Phi(d), \tag{13}
\]

We initialize \( d_k = 0.2, 1 \leq k \leq K \) for all K components and set \( \lambda_K = 0.01, \lambda_{\Omega} = 1000, \lambda_{\Omega} = 1, \lambda_{\Phi} = 1 \). We use ADAM algorithm \([53]\) and set the learning rate to 0.001 to train the network.

5 Applications

Once trained, the network can be used to perform many useful tasks, including dimensionality reduction, reconstruction, component analysis, shape synthesis and neural shape editing. The first two applications are straightforward, so we now give details for performing the last three applications.

5.1 Component Analysis

The matrix \( C \) corresponds to the localized deformation components. We assume the \( i^{th} \) model is the reference model (which can be the first model in the dataset) which has a
and deformed shape in the latent space can be obtained as:

\[ \mathbf{w}_{\text{weight}} \]

To synthesize new models, the user can specify a synthesis vertex feature indicates the strength of the deformation, with \( \mathbf{Z}_{\text{reference model}} \) for the \( \mathbf{Z} \) latent vector denoted as \( \mathbf{Z} \) for the \( \mathbf{Z} \)th element of the embedding, denoted by \( \mathbf{Z}_{\text{min}} \) and \( \mathbf{Z}_{\text{max}} \) corresponding to the two extreme values of the \( \mathbf{Z} \)th component by replacing the \( \mathbf{Z} \)th component of \( \mathbf{Z} \) with \( \mathbf{Z}_{\text{min}} \) and \( \mathbf{Z}_{\text{max}} \), respectively. Applying the vectors to the decoder produces the output mesh features \( \mathbf{X}_{\text{min}} \) and \( \mathbf{X}_{\text{max}} \). We work out the differences \( \| \mathbf{X}_{\text{min}} - \mathbf{X} \| \) and \( \| \mathbf{X}_{\text{max}} - \mathbf{X} \| \) and the one that has larger distance from the reference model \( \mathbf{X} \) is chosen as the representative shape for the \( \mathbf{Z} \)th deformation component, with the corresponding latent vector denoted as \( \mathbf{Z}_{\text{si}} \). The displacement of each vertex feature indicates the strength of the deformation, which can be visualized to highlight changed positions.

5.2 Shape Synthesis

To synthesize new models, the user can specify a synthesis weight \( \mathbf{w}_{s_i} \) for the \( i \)th deformation component, and the deformed shape in the latent space can be obtained as:

\[ \mathbf{z}_{s_i} = \mathbf{Z}_{r,i} + (\mathbf{Z}_{ih} - \mathbf{Z}_{r,i}) \times \mathbf{w}_{s_i}, \quad (14) \]

where \( \mathbf{z}_{s_i} \) represents the \( i \)th element of obtained weight \( \mathbf{z} \) in the latent space. Then, by feeding \( \mathbf{z}_{s_i} \) as input to the decoder, the synthesized model feature can be obtained which can be used for reconstructing the synthesized shape. The interpolation from \( w_{s_i} = 0 \) to \( w_{s_i} = 1 \) in the latent vector is an interpolation from the reference model to the model with the \( i \)th deformation component. If the user wants the synthesized result to contain less characteristic of the \( i \)th deformation component, he/she can decrease \( w_{s_i} \).

Besides, we can produce plausible new shapes from a standard Gaussian sampling in the latent space because of the strong generative capability of VAE, and details are shown in Sec. 6.2.2.

5.3 Neural Shape Editing

To edit shapes, users specify a few control points on the mesh and move one or more of them to deform the shape. In this paper, we propose a novel neural shape editing method. On the one hand, the results of shape editing will avoid artifacts and side-effects with the help of local deformation components, so this provides a natural and important application for the key technique developed in the paper. On the other hand, unlike existing methods [9] that treat data-driven shape editing as two steps, separately for deformation component extraction and shape editing, our method formulates both steps in a unified neural network framework. This further improves the plausibility of the edited shapes.

Specifically, we introduce a learning-based framework for shape editing, based on our sparse deformation compo-
Figure 7. Comparison of deformation components extracted from a fat person (ID: 50002) in the MPI Dyna [48] dataset, using different methods including (a) Neumann et al. [5], (b) Huang et al. [6], (c) Tan et al. [10] and (d) Ours. Our method extracts more plausible components than other methods. [5] cannot extract plausible components because it focuses on linear deformation. [6] and [10] cannot cope with small components while our method produces better results because of the dynamic sparsity constraints.

Figure 8. Comparison of extracted components on the Female Human dataset, where the component extracted by our method is similar to Bernard et al.’s method. Our methods mainly focus on nonlinear deformation shape collections. The results illustrate that our method also copes well with linear deformation shapes collections and is able to obtain similar results as state-of-the-art method [8] on linear shape collections.

The deformation analysis framework. Given the deformation representation $X$ of the input model, the latent vector $z$ is computed through the encoder. Then, the decoded feature $\hat{X}$ can be fed into a differentiable layer $F$ that is able to reconstruct 3D vertex coordinates from feature $\hat{X}$. Finally, we minimize the following editing loss $L_{edit}$ to optimize the vertex positions to satisfy the position constraints of target control points. The loss term $L_{edit}$ is defined as

$$L_{edit}(z) = \|M(F(Den(z))) - Q\|_2^2,$$

where $F$ is the differentiable layers that can reconstruct the 3D vertex coordinates from the deformation representation $X_0$. $Den$ is the decoder of VAE and $M$ is a function that gathers vertices corresponding to the control point set $Q$. Here, the layer $F$ is implemented as follows. Given the decoded ACAP feature $\hat{X}$, which includes the local rotation at each vertex, the vertex positions $p'$ of the deformed mesh can be worked out by solving a least-squares problem, leading to a linear system [37], [54]: $L_P p' = b$, where $L_P$ is discrete Laplace-Beltrami matrix which is pre-computed, $p'$ is the unknown vertex positions, $b$ is the vector, which can be derived directly from $\hat{X}$. The whole process of solving the linear system is differentiable and implemented using TensorFlow [55]. Please refer to Appendix C for more details about the implementation.

During the optimization, we fix the weights of the whole network, and only optimize the latent vector $z$. We use ADAM algorithm and set the learning rate to 0.01. The loss converges after 1000 steps. Note that the neural shape editing is different from the sparse control ability experiments in Sec. 6.1. The latter needs to extract the components explicitly and then uses traditional deformation methods to deform the shape. In contrast our learning-based framework purely uses the neural network to deform the shape without explicitly extracting any deformation components or relying on existing deformation method. The evaluations are shown in Sec. 6.4.

6 Experimental Results

6.1 Quantitative Evaluation

In this section, we compare the generalization ability of our method with several state-of-the-art methods. These methods are divided into two types. Methods dealing with linear deformations include original SPLOCS [5], SPLOCS with deformation gradients [6], and Bernard et al. [8]. Methods dealing with nonlinear deformations includes Wang et al.’s method [7], SPLOCS with the feature from [9] as used in this paper, and our original conference version [10]. Although these linear methods are designed for linear deformation datasets, and usually produce less satisfactory results on nonlinear datasets, we compare linear and nonlinear methods both on strong nonlinear deformation datasets for the sake of completeness.

For the SCAPE dataset, we randomly choose 36 models as the training set and the remaining 35 models as the test set. After training, we compare the generalization error on the test set with different methods, using $E_{rms}$ (root mean square) error [55]. For sequential datasets and
Figure 9. Top row: key frames of a flag dataset we created through physical simulation. Bottom row: synthesized models corresponding to the first four deformation components extracted by Wang et al. [7] and our method. We also present the synthesis results by combining the four components with equal weights, which show that our extracted components are more plausible.

Figure 10. Visual comparison of reconstruction results of the SCAPE dataset [49]. [5], [8] and [6] are not designed to handle large-scale nonlinear deformation analysis, so it is understandable that these methods do not work well. Female dataset [50], we randomly select one model from every ten models for training and remaining for testing due to the similarity of adjacent shapes. The sequential datasets include Swing [11], Horse [46], Face [47], Jumping [11], Humanoid, a fat person (ID: 50002) from the MPI DYNA [48] datasets. For all used dataset in our paper, we also calculate the variation of rotation angles of each vertex in regions segmented manually to represent the amount of nonlinearity. Please refer to Appendix A for more details. We compare $E_{rms}$ error as well as STED error [57], which is designed for motion sequences with a focus on ‘perceptual’ error of models. The results are shown in Table 1. Although for the Horse dataset [58], the method [5] has a lower $E_{rms}$ error than our method, their method cannot cope with such dataset with large deformations and suffers from artifacts since it is designed for handling linear deformations, as shown in Fig. 5.

In Fig. 7, we compare the deformation components extracted from a fat person (ID: 50002) in the MPI DYNA [48] dataset, using different methods including (a) Neumann et al. [5], (b) Huang et al. [6], (c) Tan et al. [10] and (d) Ours. Our method extracts more plausible components than other methods. [5] cannot extract plausible components because it focuses on linear deformation. [6] and [10] cannot cope with small components while our method produces better results with dashed lines are linear methods, and others are nonlinear methods. The results indicate that our method has better quantitative reconstruction results than other methods, with lower reconstruction errors when sufficient components are used. Comparison with SPLOCS using [9] demonstrates that our network is effective, beyond the benefits from the representation. Besides, we find that the increasing size of latent space is actually good for reconstruction. From Fig. 4 it shows that the descent of $E_{rms}$ becomes slower when the number of components is beyond 50. So indeed, increasing $K$ leads to better reconstruction. However, as the number of components increases beyond 50, the components with vague semantics and small deformation would appear, as shown in Fig. 5. Besides, 50 is the best trade-off point on these curves, which is known as the ‘elbow point’ in the literature [59]. In all used datasets in our paper, 50 components are enough for extracting all meaningful local components with good quantitative performance, so we choose 50 components for our experiments setting.

In Fig. 8, we compare the sparse control ability of different methods on Humanoid dataset. The methods shown with dashed lines are linear methods, and others are nonlinear methods. We randomly select a few points on the mesh and test the ability of different methods to recover the whole mesh through these limited control points. This situation is similar to the scenario that users put limited control points on significant joints to acquire models with meaningful actions. To obtain control points evenly distributed on the mesh surface, we randomly choose the first point, and then use Voronoi sampling to acquire the other points. For both methods, we choose 50 components, and for [5] and [6], we solve the reconstruction problem directly using the limited points, while for the other methods, we use data-driven deformation with the extracted components. The results show that our method performs well, consistently with smallest errors in both metrics.

In Fig. 5, we compare the sparse control ability of different methods on Humanoid dataset. The methods shown with dashed lines are linear methods, and others are nonlinear methods. We randomly select a few points on the mesh and test the ability of different methods to recover the whole mesh through these limited control points. This situation is similar to the scenario that users put limited control points on significant joints to acquire models with meaningful actions. To obtain control points evenly distributed on the mesh surface, we randomly choose the first point, and then use Voronoi sampling to acquire the other points. For both methods, we choose 50 components, and for [5] and [6], we solve the reconstruction problem directly using the limited points, while for the other methods, we use data-driven deformation with the extracted components. The results show that our method performs well, consistently with smallest errors in both metrics.
6.2 Qualitative Evaluation

6.2.1 Flag Dataset

To verify our method’s ability to capture primary deformation components even when there is significant noise, we test on a flag dataset created by physical simulation and compare our method with [7]. For both methods, we extract 20 components. Following the component analysis in Sec. 5.1, we sort the distance calculated between each extracted component and the reference shape in descending order and get the first four components (bottom row) along with the key frames of the dataset (top row), as shown in Fig. 9. Our method is able to extract the main movements (large-scale swinging of the flag), and separate local movements in the left and right parts of the flag. The synthesized result with the four components extracted by our method is reasonable. In contrast, [7] does not handle different scales well and only captures the noise around the corners of flags rather than the major deformation modes, and the reconstructed shape does not capture the true deformation.

6.2.2 SCAPE Dataset

Fig. 10 shows the visual comparison of reconstruction results on the SCAPE dataset. From the visualization results, we can see that these works [5], [6], [8] cannot handle large-scale rotations well and fail to reconstruct plausible models in such cases, because these methods mainly handle linear deformations, and are hard to reconstruct plausible results on such nonlinear deformation datasets, while the work [7] can be affected by noise in the dataset and cannot recover some shapes precisely. Our method does not have such drawbacks.

In Fig. 11, we compare the components extracted by our method and linear methods [5], [6], [8]. And Fig. 12 shows two groups of components about lifting the left leg (extracted by our method and [5]) and left arm (extracted by our method and [6]) with different weights. These justify that our method can handle large-scale rotation better than the other linear methods without artifacts like unreasonable bulging and shrinkage.

In addition, our proposed method also has powerful synthesis and generation ability. We show synthesis results by combining several different deformation components in Fig. 13. And in Fig. 14, we show the randomly generated new shapes using our variational autoencoder, which demonstrates that our VAE architecture can generate plausible shapes, thanks to the Gaussian distribution prior in the latent space.

6.2.3 Swing and Jumping Datasets

For Swing and Jumping datasets from [11], we align all the models and then train the network. The synthesis results with weights 0.3, 0.7, 1.1 of our method are compared with those of [7] in Fig. 15. The first row of components are about shaking head to left from the Jumping dataset. Our method

![Figure 11. Comparison of deformation components located in similar areas, which are extracted by different methods including (a) Bernard et al. [8], (b) Neumann et al. [5], (c) Huang et al. [6] and (d) Ours. Our method can handle large-scale rotation better than the other linear methods without artifacts like irrational amplification and shrinkage.](image-url)

![Figure 12. Synthesis results with different components of the SCAPE dataset [49]. The first row contains the components about lifting the left leg extracted by [5] (left column) and our method (right column) with weights 0.3, 0.7 and 1.1. The second row contains the components about lifting the left arm extracted by [6] (left column) and our method (right column) with weights 0.3, 0.7 and 1.1.](image-url)

![Figure 13. Synthesized models based on components derived from SCAPE dataset [49] by our method.](image-url)
Figure 14. Comparison of randomly generated new shapes with autoencoder (a) and variational autoencoder (b) architectures on three datasets. We randomly sample the latent vector $\hat{\epsilon} \sim \mathcal{N}(0, I)$ with Gaussian distribution to generate new shapes by our trained decoder. It demonstrates that our VAE architecture can generate plausible shapes, thanks to the Gaussian distribution prior in the latent space.

(right column) focuses on the movement of the head and can produce reasonable models, while models generated by [7] (left column) are disturbed by the clothes, and have artifacts of arm structure. The second row of models are about lifting the left arms from the Swing dataset, Wang et al. [7] (left column) even finds wrong direction for this movement. We also show synthesis results with equal weights for the Swing dataset by combining three different components in Fig. 1.

6.2.4 DYNA Dataset

We compare the extracted components between fixed and dynamic sparsity constraints on a fat person (ID:50002) from the MPI DYNA dataset [48]. As shown in Fig. 16 both fixed and dynamic constraints can extract reasonable components such as the leg lifting action, while the dynamic sparsity constraints are able to extract more plausible smaller components such as those around the chest and hands. Quantitatively, the $E_{rms}$ error of dynamic sparsity constraints is 3.2062, which is smaller than 4.7795 of fixed sparsity constraints.

6.3 Parameter Settings and Ablation Studies

In this section, we show the ablation studies of each regularizer and explain the choice of weights of each loss term. We then compare $E_{rms}$ of generating unseen data under different numbers of output channels of the convolution layer $d'$. We also evaluate the difference between spectral and spatial convolution operators, non-weighted and cotangent weighted adjacency matrix, as well as fixed and dynamic sparsity constraints. Finally, we evaluate the difference between autoencoder and variational autoencoder architecture, and the choice of reference shape.

6.3.1 The choice of regularization terms

To extract sparse deformation components, we include several regularization terms to the reconstruction loss, including $\Omega(C)$, $\Phi(d)$ and $\Pi(Z)$. Compared to more general L2 norm, our regularization terms have more specific impacts rather than only avoiding overfitting. $\Omega(C)$ urges deformation components to only capture localized deformations and avoid overfitting. Without $\Phi(d)$, the learned $d_k$ will grow arbitrarily large, leading to the failure of sparse constraints $\Omega(C)$, as excessively large local neighborhoods are no longer local. $\Pi(Z)$ avoids arbitrarily large values of the maximum value in each component which may reduce the influence of other components, while using the L2-norm will constrain all element of $Z$ to be small, which is not expected.

There is a quantitative experiment (Table 2) to evaluate the difference between the L2-norm and max. We evaluate the reconstruction performance on the test set (SCAPE). We can see that the L2-norm is a strong constraint on the latent space $Z$ and not friendly for network training. For a smaller weight on the $\Pi(Z)$, the network can converge (but it is not sufficiently effective, leading to worse performance.
than using \textit{max}). On the other hand, if the weight is slightly higher, the loss on the training data is too high to converge on the training set.

Fig. 17 shows the ablation studies of each regularizer on the SCAPE dataset. (a) is the ground truth shape. Without \( \Omega(C) \), the network gets poor generation ability because of overfitting and cannot extract local deformation components, as shown in Fig. 17(b). Without \( \Phi(d) \), the network also cannot extract local deformation components as shown in Fig. 17(c) because \( d \) is increasing. Without \( \Pi(Z) \), the network extracts poor components as shown in Fig. 17(d). We also compute the \( E_{rms} \) of unseen data for these ablation studies, and they are 24.1153, 14.5911, 13.9916 and 11.8712 from (b) to (e). Without any of the regularizer, the network will get poor generation ability. In addition, Appendix B shows evaluation of the weight of each loss term.

6.3.2 The choice of \( d' \)

The number of output channels of the convolution layer \( d' \) is another adjustable parameter. We compare the \( E_{rms} \) of generating unseen data from the SCAPE dataset \([49]\) with different \( d' \) from 3 to 15 and stride is 3, and errors are 57.0250, 20.0905, 11.8712, 18.4666 and 20.9998. And we choose \( d' = 9 \) in our network because this leads to the minimum \( E_{rms} \).

6.3.3 Graph Convolution Operator and Adjacency matrix

We compare \( E_{rms} \) between different graph convolutions (spatial \([10]\) and spectral graph convolutions).

In Table 3, we use the same autoencoder network architecture to evaluate \( E_{rms} \) of generating unseen data under different graph convolution operators and adjacency matrix formulations. It is shown that both SCAPE \([49]\) and Swing \([11]\) datasets get the best results using spectral graph convolution with \( H = 3 \) when the network uses the same adjacency matrix.

For a certain \( H \) number for the spectral domain GCN kernel, we can consider \((H-1)\)-ring neighborhoods within one layer. However, we need to stack \( H - 1 \) spatial GCN layers and introduce more parameters to achieve a similar effect. Normally, neural networks with more parameters may cause overfitting on the training set, and may not perform well on the test set. To show this problem, we compare the \( E_{rms} \) of networks with different numbers of spatial CNN layers form 1 to 3 on the SCAPE and Swing datasets. As shown in Table 4, the network gets the lowest testing errors when the number of spatial CNN layers is 1, while training errors keep decreasing when we increase the number of layers. We can see a clear overfitting phenomenon when we stack more spatial GCN layers.

Meanwhile, in the original spatial version, the neighbour weight for convolution operation on point \( i \) is only adjusted by the degree of the center point \( i \) (\( 1/\deg(v_i) \)), shared by all neighbors \( j \in \{1, 2, \ldots, \deg(v_i)\} \). While, after adding the Laplacian matrix in the spectral GCN, the neighborhood weights are adjusted by both center point’s degree and neighbor’s degree (\( \frac{1}{\sqrt{\deg(v_i) \deg(v_j)}} \)). In this way, spectral GCN can better fit the irregular graph of the mesh. This also helps with the performance improvement in Table 4.

We also evaluate \( E_{rms} \) between different adjacency matrix formulations, including unweighted (where \( w_{ij} = 0 \)

\begin{table}[h]
\centering
\small
\begin{tabular}{|c|c|c|c|c|c|}
\hline
L2-norm/\textit{max} & \textit{max} & L2-norm \\
\hline
\text{Weight} & 1 & 1e-7 & 1e-5 & 1e-3 & 0.1 & 10 \\
\hline
\text{E}_{rms} & 11.8712 & 13.312 & 12.8427 & 166.093 & 163.699 & 170.286 \\
\hline
\end{tabular}
\caption{Evaluation on \textit{max} v.s. \textit{L2-norm} in \( \Pi(Z) \). We compare the \( E_{rms} \) on unseen data of SCAPE between different weights of \textit{L2-norm} and our original version (\textit{max} with weight 1). In order to achieve the same performance as our original version, we adjusted the weight to a small value 0.00001. If the weight is slightly higher, the loss on the training data is too high to converge on training set. This shows that the \textit{L2-norm} is a strong constraint to our network, which is not helpful for network training.}
\end{table}
of these control points are used as constraints to optimize the latent vector. We show two examples here. The first row shows a simple editing by raising the right arm and left leg, and the second row is a more complicated editing example where all hands and legs are moved. For each example, (a) is the input model, (b) is the result of autoencoder with sparse constraint Ω(C), (c) is the result of variational autoencoder without sparse constraint Ω(C), and (d) is the result of our full method (variational autoencoder and with sparse constraint). Using the autoencoder architecture instead of variational autoencoder, some large-scale deformations, such as raising the arm over the hand, cannot be properly represented by the network as shown in (b). Without sparse constraint Ω(C), the weights C are not sparse and local, which means the network cannot extract local deformation components, and the model will deform globally even if only a few local points are edited, such as the right leg in the top row of (c) is affected while only the left leg and right hand are edited, and the head in the bottom row of (c) is turned. In contrast for our full method, the variational autoencoder with sparse constraint is capable of learning a more plausible and smooth latent space, and produces appropriate local components with the help of the sparsity constraint Ω(C), leading to much better deformation results.

6.3.6 Choice of reference shape to compute the feature

Although our feature is computed based on the reference shape, there are no requirements for the first shape (and we choose the first shape only for simplicity). To verify this, we randomly choose a shape as the reference for calculating deformation features and evaluate the \( E_{rms} \) of unseen data on the SCAPE dataset. The \( E_{rms} \) of results with randomly selected reference shapes (11.6587 and 11.9094 for \( E_{rms} \) of two different randomly selected) are similar to the original results with the first shape as reference (11.8712 for \( E_{rms} \)).

6.4 Neural Shape Editing

Figure 18 shows the evaluations of neural shape editing. Given several control points (highlighted with green balls in (a)) and an input model (a), the latent vector is optimized according to the positions of control points with the fixed-weight network. The green balls shown in (b) to (d) are fixed points and red balls are edited points. The positions of these control points are used as constraints to optimize the latent vector. We show two examples here. The first row shows a simple editing by raising the right arm and left leg, and the second row is a more complicated editing example where all hands and legs are moved. For each example, (a) is the input model, (b) is the result of autoencoder with sparse constraint \( \Omega(C) \), (c) is the result of variational autoencoder without sparse constraint \( \Omega(C) \), and (d) is the result of our full method (variational autoencoder and with sparse constraint). Using the autoencoder architecture instead of variational autoencoder, some large-scale deformations, such as raising the arm over the hand, cannot be properly represented by the network as shown in (b). Without sparse constraint \( \Omega(C) \), the weights C are not sparse and local, which means the network cannot extract local deformation components, and the model will deform globally even if only a few local points are edited, such as the right leg in the top row of (c) is affected while only the left leg and right hand are edited, and the head in the bottom row of (c) is turned. In contrast for our full method, the variational autoencoder with sparse constraint is capable of learning a more plausible and smooth latent space, and produces appropriate local components with the help of the sparsity constraint \( \Omega(C) \), leading to much better deformation results.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Adjacency Matrix</th>
<th>Spectral CNN ( H = 3 )</th>
<th>( H = 4 )</th>
<th>( H = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCAPE</td>
<td>Non-weighted</td>
<td>13.556</td>
<td>13.3964</td>
<td>14.3267</td>
</tr>
</tbody>
</table>

Table 3: Errors of applying spatial and spectral graph CNNs with different adjacency matrix formulations to generate unseen data from the SCAPE [49] and Swing [11] datasets. For spectral graph CNN, we also evaluate the errors of generating unseen data with different \( H \) values. It shows that the spectral graph CNN with \( H = 3 \) and unweighted adjacency matrix gets the lowest error.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Evaluation Set</th>
<th># Spatial CNN layers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Set</td>
<td>1</td>
</tr>
<tr>
<td>SCAPE</td>
<td></td>
<td>5.4093</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>13.5560</td>
</tr>
<tr>
<td>Swing</td>
<td>Training Set</td>
<td>6.6540</td>
</tr>
<tr>
<td></td>
<td>Test Set</td>
<td>14.0836</td>
</tr>
</tbody>
</table>

Table 4: Errors of different number of spatial layers from 1 to 3 on SCAPE and Swing dataset. It shows that the network gets the lowest error when the number of Spatial CNN layers is 1, while training errors keep decreasing when we increase the number of layers. We can see a clear overfitting phenomenon when we stack more spatial GCN layers.

In summary, we use spectral graph convolution with \( H = 3 \) and unweighted adjacency matrix in our network with a variational autoencoder. More quantitative results of other datasets are shown in Table 1, which demonstrate that dynamic sparsity constraints get lower reconstruction errors than fixed sparsity constraints used in [10].

\[ \text{Table 5} \]

Comparison between fixed and dynamic sparsity constraints with spectral graph CNN and \( H = 3 \), to generate unseen data from SCAPE [49] and Swing [11] datasets. It demonstrates that dynamic sparsity constraints get lower reconstruction errors than fixed sparsity constraints used in [10].
local deformation components, and the model will deform globally even if only a few local points are edited, such as the right leg in the top row of (c) is affected while only the left leg and right hand are edited, and the head in the bottom row of (c) is turned. In contrast for our full method, the variational autoencoder with sparse constraint is capable of learning a more plausible and smooth latent space, and produces appropriate local components with the help of the sparsity constraint $\Omega(C)$, leading to much better deformation results.

7 Conclusion & Future work

In this paper, we propose a variational autoencoder based on graph convolutions in the spectral domain and a sparsity regularization term with the sparsity range automatically learned to extract localized deformation components. Extensive quantitative and qualitative evaluations show that our method is effective, outperforming state-of-the-art methods and can derive more natural deformation components. These local deformation component analysis methods depend on mesh collections with the same connectivity of triangles. This kind of datasets defines a regular domain with fixed topology, which is friendly for shape analysis. It also has the benefit of ensuring that the extracted deformation component corresponds to the same semantic region on different shapes in the dataset. Nevertheless, it has limited transfer ability and generalization ability across the shapes with different connectivity. To deal with it, it is possible to perform non-rigid registration to align a template mesh to each shape in the collection to obtain meshes of the same topology. Such alignment also helps make learning more effective, thanks to a common domain. In future work, we would like to further develop methods that do not rely on the same triangle connectivity to increase the generalization ability. Another interesting direction is to employ the idea of [8] to optimize the local support region in a parameter-free manner.
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