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Summary 

The use of sub-wavelength meshes consisting of square metallic patches (and 

their complement) embedded in a dielectric substrate for the implementation of 

optical devices in the millimetre wave bands is well established.  Many millimetre 

wave astronomical instruments incorporate low-pass filters and dichroics using this 

technology while wave plates and graded index lenses are starting to appear.  

Combining many lenses into a lenslet array as a method for collecting light onto a 

focal plane sensor matrix for cosmic microwave background instruments is an 

active area of research.  Reported here is work carried out with the aim of 

improving the properties of graded index lenses constructed using the mesh 

technology in lenslet arrays.   

A genetic algorithm was developed to search for patch shapes that would improve 

the basic low-pass filter.  It was discovered that square patches with rounded 

corners could slightly improve the passband performance of Chebyshev response 

filters.  Deliberately designing a new shape that increases the capacitance of the 

mesh did lead to a patch with useful characteristics.  A patch that starts as a square 

and then grows fingers into the adjacent patch was proposed.  It was shown that 

this super-capacitive patch could be used to create a low-pass filter with an 

extended stopband before the diffraction limit and an artificial dielectric with an 

increased refractive index. 

Use of the super-capacitive patch in graded index lenslets reduced the number of 

mesh layers in a polypropylene lens but did not work for a silicon substrate due to 

the cut-off frequency of the resulting artificial dielectric.  A novel curved column 

design was proposed that better matches the path of light through the lens.  This 

allowed another saving in layers along with the ability to accurately account for the 

effect of non-normal incidence of waves on the artificial dielectrics and was 

applicable to silicon. 
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Chapter 1  
Introduction 

The Cosmic Microwave Background (CMB) is of great interest to astronomers as 

it contains information from the early universe.  Samtleben et al1, give a useful 

review of the phenomenon.  The universe immediately after the big bang was 

dominated by radiation and was hot and opaque.  As the universe expanded and 

cooled, neutral atoms began to form in a period known as the recombination 

epoch, around 370,000 years after the big bang.  This caused the universe to 

become transparent, and photons began to travel without continual scattering.  It 

is this relic radiation from the surface of last scattering that forms the CMB which 

manifests today as an almost smooth glow in all directions with the frequency curve 

of blackbody radiation at 2.725 K, corresponding to a peak frequency of 160 GHz.  

The radiation was emitted at a temperature of around 3000 K, but the subsequent 

expansion of the universe has red shifted it to that seen today.   

The blackbody temperature observed from all directions is the same (to within one 

part in 10!") which implies that the observable universe must have been in thermal 

equilibrium at this time.  This is surprising as the speed of light is such that not all 

parts of that universe can have been in contact in the time since the big bang.  This 

has led to the proposal that there was a period of faster than light expansion of the 

universe before it was 10!#$ seconds old that increased its size by some twenty-

one orders of magnitude, a phenomenon known as inflation.  The small differences 

that can be measured in the blackbody temperature across the sky (its anisotropy) 

are identified with quantum fluctuations that occurred in the pre-inflated universe. 

It is the anisotropies in the CMB that are the main interest to astronomers.  As 

these are very small, they are difficult to measure, requiring a sensitive receiver.  

In addition, the highest frequencies of interest lie on the lower boundary of a region 

of the electromagnetic spectrum that has been termed the terahertz gap, Sirtori2.  

The gap exists due to the upper frequency range of oscillating electron devices 

(antennas) and the lower frequency range of semiconductor band gap devices 

(laser diodes for example) not overlapping.  This reduces the sensitivity of 

antennas designed for these frequencies, raising the importance of light collection 

devices to compensate.   
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The sensitivity of a receiver is the smallest signal that produces a specified signal 

to noise ratio.  Part of the noise in the ratio is thermal due to the vibrations of 

electrons (Nyquist3) which can be reduced by lowering the temperature of the 

detector.  This leads to the trend of cooling CMB detectors to cryogenic 

temperatures.   

A further difficulty arises from how the desired information about the early universe 

is encoded in the anisotropy and polarisation (Seljak4 for example) of the CMB.   

The polarisation is generated by the last scattering event it encountered during the 

recombination epoch (assuming light that has subsequently been scattered by 

foreground objects can be removed).  In recent years, attention has been focussed 

on the prediction that inflation should have generated primordial gravitational 

waves that could be detected through polarisation anisotropy of the CMB, Seljak 

and Zaldarriaga5.  These signals, referred to as B-mode polarisation, are very 

difficult to detect and require that optical components distort it as little as possible.  

The atmosphere itself complicates observations, absorbing radiation in a 

frequency dependent manner (water vapour and carbon dioxide are major 

absorbers in the frequency range of interest).  It is mostly transparent in the “radio 

window” up to around 30 GHz, becoming increasingly absorbing up to 300 GHz.  

As a result instruments are now being planned for spacecraft, for example 

LiteBIRD described by Ishino6.  This can impose mass limitations on instruments 

which impact optical processing. 

The use of metamaterials in the design of optical components for millimetre wave 

cosmic microwave background instruments has become almost routine in recent 

years.  Many instruments now contain filters constructed using metamaterials, and 

other devices such as wave plates and lenses, are starting to appear.  In their 

review paper, Ade et al7 describe filters and dichroics manufactured by the Cardiff 

group for instruments including Plank (Lamarre et al8), the Atacama Cosmology 

Telescope (Kosowsky9), Scuba-2 (Audley et al10), and Herschel (Griffin et al11, 

Poglitsch et al12).  Devices constructed using these technologies often offer 

advantages in robustness, mass, volume, and performance over more 

conventional approaches.  These devices are examples of frequency selective 

surfaces (FSSs) to which Munk13 gives a good introduction.   

In general terms, a metamaterial is a sub-wavelength arrangement of physical 

structures embedded in a dielectric that interact with the radiation in a manner that 

causes the effective bulk properties (permittivity and permeability) of the 

combination to take up values not necessarily found in naturally occurring 
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materials.  In the millimetre wave regime, such structures can include holes in a 

dielectric, metal grains or patches embedded in a dielectric, and even small, 

printed circuit boards carrying copper tracks.  These structures, when repeated in 

regular arrays, can be viewed as artificial dielectrics with permittivity and 

permeability characteristics that can be tailored for the application.  Perhaps the 

most famous is the ‘invisibility cloak’ described by Schurig et al14 which utilises split 

ring resonators to create a metamaterial that can hide a volume of space, directing 

electromagnetic radiation around it.  Its drawback is that it only works for a 

restricted range of frequencies.  Ergin et al15 have extended the principles into the 

optical regime using transformation optics (of which, more in section 1.3 below) to 

design the arrangement of dielectric bulk properties. 

1.1 Filters 

The use of metal meshes consisting of arrays of square patches (a capacitive grid) 

or square holes in a metal sheet (an inductive grid) was described by Ulrich16.  He 

showed that square patches provided a low-pass response, square holes were 

complementary with a high-pass response and that both could be modelled as 

lumped elements in transmission lines.  The capacitive devices consisted of metal 

meshes supported by a thin Mylar film.  Where multiple layers were used, they 

were separated by air, were rather hard to construct and delicate (Figure 1.1).  

These principles have been used to design bandpass filters using both capacitive 

and inductive grids, for example Ade17 and Timusk and Richards18.   Over the years 

there have been further developments, usefully reviewed by Ade et al7 and by 

Pisano et al19.   

The use of solid dielectrics to fill the gaps between metamaterial mesh layers 

leading to more robust devices has enabled many applications for the technology.  

The hot press process using copper patches on polypropylene sheets, described 

by Ade et al7, leads to devices that can be cut into any shape and withstand rough 

handling.  The dielectric keeps the layers fixed relative to each other and makes 

devices with many layers eminently practical. 

Other methods of creating robust devices have been investigated.  Sushko et al20 

assessed the feasibility of using ink jet printing technologies to create mesh 

patterns with a silver based conductive ink on polyethylene terephthalate film.  

They demonstrated single layer bandpass filters at 100 GHz and 300 GHz.  They 

did not investigate combining multiple layers, however. 
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Figure 1.1.  Air gap two-layer filter.  Arrangement of the two-layer capacitive patch 

filters constructed by Ulrich.  The square metallic patches were deposited on a Mylar 

film which was then suspended between spacers to form the air gap.  The patches 

are shown here aligned vertically, this is not required in practice, however.  Ulrich 
made measurements over the ranges of dimensions as indicated. 

Three-dimensional printing technology has also shown promise.  Sun and Hy21 

review the application of 3D printing for many different devices in the terahertz 

region.  They describe the most important features of several 3D printing 

technologies and printable materials when used for this kind of application.  Finally, 

they describe instances of various devices including a number of lens variants, 

some examples of which based on printed nylon metamaterials with air gaps.    

Silicon is also often used as the substrate dielectric carrying the meshes; Kundu 

et al22 describe a band-stop filter using bonded silicon wafers.  The choice of silicon 

as the dielectric is often down to its cryogenic properties and the ease with which 

chemical processes can be performed on this solid substrate.  Due to its extensive 

use in electronic integrated circuit manufacture, there are many photolithographic 

manufacturing processes readily available.  This is important for the lenslet work 

reported here which has the ultimate aim of incorporating the antenna and the 

lenslet arrays into a single device.  
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The square patches and holes originally described by Ulrich16 are still the 

predominant patch shapes used in low and high-pass filter devices, for example 

Tucker and Ade23 describe such devices.  The behaviour of these meshes is due 

to the currents and field storage that are induced when they are excited by an 

incident electromagnetic wave, shown in Figure 1.2.  The isolated square patches 

of the capacitive mesh store the electric field in the gaps between them in the same 

way as electronic capacitors.  In contrast, in the inductive mesh currents are free 

to flow around the structure, forming an array of one turn inductors.   

 

Figure 1.2.  Commonly used mesh layouts (metal is in blue).  The mesh on the left 
behaves as an array of capacitors, storing the electric field in the gaps between the 

plates.  Its complement on the right allows currents to flow in essentially single turn 

inductors.  The movement of charge in the metal is mostly induced by the incident 

wave’s electric field. 

Combinations of the capacitive and inductive grid shapes have been used to create 

bandpass and bandstop responses.  Moallem and Sarabani24 constructed a 

bandstop device using the pattern on the right of Figure 1.3, which consists of 

capacitive squares inside the inductive mesh.  Wang et al25 produced machined 

cross holes in a metal sheet to demonstrate the pattern on the right of Figure 1.3, 

doing their measurements in reflection mode where it behaves as a bandstop 

device.  Melo et al26 used photo-lithography to make their cross patterns which 

they measured in transmission. 
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Figure 1.3.  Combination mesh layouts (metal is in blue).  The mesh on the left 

behaves as bandstop pattern (in transmission), the inductor is in parallel with the 

capacitor.  The mesh on the right performs the band pass function. 

Split ring resonators as shown in Figure 1.4 have been used on occasion.  Two 

examples are the invisibility cloak already discussed (Schurig et al14) and Kundu 

et al22 who described a tuneable bandstop filter in the 30 to 70 GHz range.  More 

esoteric patch shapes have also been mentioned: Monacelli et al27 investigated 

the behaviour of square metallic loops, Navarro-Cia et al28 used nested split ring 

resonators and Wu29 explored various fractal shapes. 

 

Figure 1.4.  The split ring resonator (metal is in blue).  This pattern consists of an 

inductive loop that is cut by a capacitive gap.  The resonant frequency is governed by 
the values of the inductor and capacitor.   

The concept of pixelated patterns consisting of regular arrays of square sub-cells 

(pixels) that may or may not be metal filled, have been used with optimisation 

algorithms to design novel shapes.  Ge and Esselle30 describe combining a genetic 

algorithm (a optimisation method based on natural evolution, see section 2.4) with 
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the finite differences time domain (FDTD) modelling method (see section 2.2).  

They use this to propose a pair of reflective surfaces.   

 

Figure 1.5.  A 4x4 pixelated pattern with corner-to-corner pixels.  The grey pixels are 

metal filled, the white pixels are not.  On the left, the two grey pixels only touch at their 

corners.  On the right a small gap (exaggerated in the diagram) is introduced to 

disconnect them. 

One problem with the pixelated patterns that the genetic algorithm settles on is 

that they may contain pixels that are only connected at their corners as shown in 

Figure 1.5.  These pixels will be difficult to manufacture reliably, sometimes the 

pixels will connected and sometimes not, possibly causing severe mismatches 

between modelling and the constructed devices.  Sui et al31 use the same 

technique for a reflective surface that they proceed to manufacture and test.  It too 

has a few corner-to-corner pixels, but they do not comment on their impact.  Sui et 

al32 also talk about the resemblance of these patterns to QR codes although this 

seems a little irrelevant.   

Ranjan et al33,34 use the same pixelated pattern patches with a wind driven 

optimisation algorithm, but they note the corner-to-corner issue and forcibly 

disconnect them by introducing a small gap which makes them easily 

manufacturable (shown on the right in Figure 1.5).  This does, however, require 

the modelling technique used to have sufficient resolution to represent the gap.  

The wind driven optimisation algorithm is a nature inspired search method based 

on the movement of the atmosphere. 

Whether there are any other shapes that can be used in metamaterial meshes that 

lead to filter designs with improved properties is one of the questions that this work 

investigated.  The pixelated pattern along with a search technique inspired by 

evolution and natural selection (the genetic algorithm) being the chosen 

methodology.  Another approach to finding alternative patterns for capacitive 
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meshes, by focussing on ways of increasing their capacitance, is a further line of 

enquiry that was followed. 

The genetic algorithm (and similar optimisation methods) are stochastic tools and 

could easily miss patterns with interesting characteristics.  This led to the author 

investigating the feasibility of cataloguing a complete set of NxN pixelated patterns 

that could be rapidly searched for useful features.  The problem with this is that 

there are an exceedingly large number of patterns for useful values of N.  However, 

using symmetry and other arguments, this number can be reduced to a quantity of 

patterns that is possible to model on a cluster computer and the results are 

reported here in section 3.3. 

1.2 Artificial dielectrics 

Kock35 describes using various kinds of metallic shapes, including conductive 

squares on a foam carrier, to produce a structure with an increased refractive index 

that is then used to construct a lens operating at frequencies of a few gigahertz.  

These structures would now be recognised as meta-material based artificial 

dielectrics.  

The use of closely spaced capacitive squares in a hot-pressed polypropylene 

dielectric in order to create an artificial dielectric is described by Zhang et al36.  

They show that the effective refractive index of such a structure is dependent on 

the ratio of the inter-square gap and the unit cell size.  They use this to demonstrate 

an anti-reflection coating for a quartz plate, where they are able to tune one anti-

reflection layer to have a refractive index of 1.7.  This principle was applied to half-

wave plates deployed on the balloon borne instruments, PILOT, Bernard et al37, 

and BLAST-Pol, Fissel et al38.  Zhang et al39 describe a half wave plate that 

introduces the concept of varying the patch shape to affect the properties of the 

metamaterial mesh, an idea that is expanded upon in this work. 

Another application of an artificial dielectric is described by Syed and Neto40.  Using 

the ability to tailor the dielectric properties of the bulk material, they demonstrate 

the ability to enhance the front to back ratio of a printed planar antenna.  Pisano, 

Ade and Tucker41 present a magnetic mirror incorporating a graded refractive 

index layer constructed with metamaterial artificial dielectrics.  A reflective half-

wave plate implemented using artificial dielectrics is described by Pisano et al42. 

In a pair of papers Cavello et al43,44 present a mathematical analysis of the 

behaviour of the closely spaced meta-material mesh layers in an artificial dielectric. 
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1.3 Lenses 

A conventional lens achieves its focussing behaviour by varying the thickness of a 

dielectric material across its diameter, the bending of the light occurring at the 

curved boundaries.  An alternative concept of creating a lens by varying the 

refractive index of the dielectric across the diameter of the lenses, causing light to 

bend within it rather than at its surface, is referred to as a graded index (GRIN) 

lens. 

In the middle of the 19th century, Maxwell45 mathematically described a GRIN lens 

which has become known as Maxwell’s Fisheye Lens.  It consisted of a sphere 

made of a dielectric material whose refractive index varied along the radius.  

Luneburg46 generalised the treatment which led to a class of devices now called 

Luneburg Lenses (Figure 1.6) which have found a number of specialist 

applications.  Two examples are; a microwave lens patented by Robinson47 and a 

method of reducing back reflection from a fibre optic termination claimed by 

Sinclair48.  Xin and Liang49 describe manufacturing millimetre wave Luneburg 

lenses using 3D printing of a polymer, effectively an air-gapped metamaterial 

artificial dielectric structure.  Kuntz and Smith50 describe the use of transformation 

optics to produce a flattened Luneburg lens, introducing the idea of curved 

columns in a flat GRIN structure, something that was investigated in this work.  

Chen et al51 give a very accessible description of the principles behind 

transformation optics; basically a method of converting spatial geometry into 

parameter (permittivity and permeability) geometry, although Pendry et al52 and 

Leonhardt53 both give treatments that predate this.  In his PhD thesis, Hunt54 

discusses the uses of transformation optics in metamaterial lens design in detail. 

The most common approach to constructing a flat GRIN lens, varying the refractive 

index transversely with respect to the propagation of the light (Figure 1.8), is 

described by a number of authors.  In the infra-red, Luque-Gonzalez et al55 use a 

sub-wavelength grating (the grating spacing controls the effective refractive index) 

to create a spot converter lens.  For millimetre waves, split ring resonators 

(introduced in Figure 1.4) are a common choice for constructing the artificial 

dielectric, used by Mishra et al56 and Kitayama et al57.  Being resonant structures, 

the resulting artificial dielectric can be rather frequency dependent which may 

result in devices with a limited bandwidth.   
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Figure 1.6.  The general Luneburg lens is a dielectric sphere with a graded refractive 

index such that rays from another concentric sphere are focussed onto its surface.  

Maxwell’s fisheye lens is the special case where the two spheres are identical. Darker 
colour indicates a higher refractive index. 

Another resonant pattern variant, ‘S’ shaped metal patches, was used by Baghel 

et al58.  These were printed on both sides of thin dielectric slabs and an array of 

them arranged edge on to the wave propagation direction, as shown in Figure 1.7.  

This allows the electrons in the metal that are set in motion by the electric field, to 

also react to the magnetic field without being constrained to a plane parallel to the 

magnetic field. 

 

Figure 1.7.  Baghel et al’s S shape.  The waves propagating from left to right 

encounter the patches edge on. 

Chen et al59 used closed square rings but more importantly gave a detailed 

derivation of the design model used to specify the refractive index across the lens.  

This contains the assumption that all the ray bending happens at the lens surface 

which becomes less valid with increasing lens thickness, something that was 

investigated in detail by this work.   
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Drilled holes are also often used to vary the refractive index of a dielectric.  When 

they repeat at sub-wavelength distances, they reduce the refractive index seen by 

incident waves in proportion with the amount of material removed.  Defrance et al60 

use this in their lens and He and Eleftheriades61,62 also include anti-reflection layers 

in the structure.  The approach studied in the work reported here used square 

metallic patches, as reported by Nguyen et al63, Savini et al64 and Pisano et al65. 

 

Figure 1.8.  Flat GRIN lens concept.  Ideal continuously graded refractive index on 

the left, discretely graded artificial dielectric implementation on the right.  Darker 

colour indicates a higher refractive index. 

A number of applications of GRIN lenses have been patented over the years, here 

are some examples.  A method of using longitudinal index grading to improve 

spherical aberration is claimed by Sukumlyn66.  A spherical Luneberg lens for a 

radar system is claimed by Robinson47.  A GRIN lens array constructed using 

synthetic resin for use in a fax machine read head is claimed by Yamamoto et al67.  

The use of an optical GRIN lens as the objective in a biological microscope is 

claimed by Schnitzer68.  A GRIN lens with a specific transfer function used to 

couple an antenna array is claimed by Lier69. 

1.4 Lenslet arrays 

The focal planes of some millimetre wave imaging instruments consist of an array 

of corrugated horn antennas each providing one pixel.  While there has been much 

work done on optimising their design and manufacture, horn antennas still remain 

hard to construct, especially in larger arrays.  Shulwitz and Mortazawi70 describe a 

lithographic technique, Li et al71 use a 3D printing process.  Nibarger et al72 

describe an 84 pixel array suitable for cosmic microwave background 

measurements.  Chattopadhyay et al73 suggest an array of slot antennas to avoid 
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the need for horns, but these do not have the same highly directional beam pattern 

(see Figure 1.9).   

 

Figure 1.9.  Slot and horn antenna beam pattern sketches.  The beam formed by a 

slot antenna is rather non-directional when compared to a horn antenna. 

An approach used to emulate a horn array is to form an array of lenslets, in the 

manner of a compound eye, each one coupling to an antenna.  The lens converts 

the rather isotropic antenna beam into the desired directional beam that allows an 

image to be constructed.  Huo et al74 investigate a typical arrangement of an 

antenna (log-periodic in their case) mounted on the back of a hemispherical lens 

as in Figure 1.10.  Nitta et al75 use this arrangement coupled with kinetic induction 

detectors (KIDs).  An array of 271 lenses constructed from silicon hemispheres 

with a two stage anti-reflection coating is described by Suzuki et al76.  The CMB 

instruments POLARBEAR-2 and the Simons Array both use these and are 

discussed by Suzuki et al77.   

 

Figure 1.10.  Silicon hemispherical lens with antenna. 



Introduction 

 13 

More recently, replacing the silicon hemispheres (themselves reasonably difficult 

to manufacture) with flat metamaterial GRIN lenslet arrays has been investigated. 

Pisano et al78 report an array of seven lenses, each 10.3mm in diameter, in a 

hexagonal tessellation using a polypropylene base dielectric.  Trappe et al79 

combined this with sinuous and dual slot antennae.  Pisano et al65 describe an 

extension to an array of nineteen 6.3 mm diameter lenses in a silicon substrate.  

The main aim of the work reported here was to find ways to improve the 

performance of the metamaterial lenslets used in such arrays. 

1.5 Modelling 

Computer modelling of electromagnetic radiation as it passes through and around 

structures is an important part of the design process of metamaterial devices.  It is 

used to investigate the properties of individual components of designs as well as 

complete structures.  During the course of the work for this thesis, a number of 

modelling methods were investigated and used. 

Firstly, and most straightforward, was the one dimensional forward and reverse 

fields approach described by Orfanadis80.  Using the complex admittances of 

meshes, this method can be used to rapidly model single columns of meshes, so 

long as constraints on the validity of the admittances used are observed.  This 

method is referred to as the Propagation Matrix Method in this thesis. 

Secondly, the Finite Differences, Time Domain (FDTD) algorithm, originally 

described by Yee81 and expanded by Taflove and Hagness82 and Schneider83 was 

explored.  An implementation of this algorithm was produced that allowed 

modelling to take place on the Cardiff University cluster.  This allowed for the rapid 

assessment of options, although the shortcomings of the resolution of the 

underlying cubic grid must always be considered. 

Finally, the Finite Element Analysis (FEA) method as implemented by the 

commercial Ansys HFSS84 modelling application was used to validate designs.  

This tool has a track record of producing accurate results for a wide variety of 

models and was used in this work as the final authority during the modelling stage 

and as the reference against which the propagation matrix and FDTD model 

implementations were verified. 
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1.6 Genetic algorithms 

Ge and Esselle30 described a method of using an evolutionary algorithm alongside 

FDTD to find meta-material patterns that implement target transfer functions.  They 

encoded the potential patterns as a 16x16 pixel grid, using four-fold symmetry to 

reduce the number of bits required to represent them to thirty-six.  The basic 

genetic algorithm is described in Holland85 and Eiben and Smith86.  Gi and Esselle 

used a variant, the micro-genetic algorithm (MGA) described by Krishnakumar87.   

It was felt that this general approach may be useful in optimising the design of 

metamaterial devices.  An implementation of the MGA was coupled with the FDTD 

and propagation matrix method implementations to produce a tool capable of 

working not just on the patterns, but also other parameters that must be optimised 

in a metamaterial design. 

1.7 Thesis structure 

This thesis describes the modelling work undertaken to investigate the following. 

• The optimisation of the basic square pattern capacitive structures as used 

by the Cardiff University filter group in the implementation of low pass filters 

using NxN pixelated patterns and the genetic algorithm. 

• Production of catalogues of admittances of complete sets of NxN pixelated 

patterns for values of N that are feasible. 

• A method of increasing the capacitance of such structures beyond that 

provided by the standard square shape and its possible use in filter 

designs. 

• The design of GRIN lenses and possible improvements using the extended 

capacitance shape. 

• Other performance gains that can be achieved by breaking away from the 

standard vertical column design of GRIN lenses to embrace columns that 

follow the paths of rays through the lens. 

Chapter 1 is this introduction to the field of metamaterials, some of their 

applications and a review of the modelling and manufacturing techniques used to 

date. 
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Chapter 2 covers the modelling tools that were developed solely by the author, 

along with an introduction to the commercial Ansys HFSS tool.  The mathematics 

of the implemented modelling techniques are outlined (with greater detail in 

Appendices A and B), and the evolutionary computing methods used are 

introduced.  Finally, a summary of the functionality available to the user and the 

software design is given along with some verification results. 

Chapter 3 reports on the efforts to improve the implementation of low-pass 

metamaterial filters using the genetic algorithm.  An approach to increasing the 

capacitance of the patch using finger like modifications is then proposed and 

analysed.  Finally, two catalogues of pixelated 10x10 patterns (four-fold and two-

fold symmetric) are described, giving the normalised frequency response for each 

unique pattern. 

Chapter 4 describes the design methods used for the GRIN lenses, bringing the 

various design points from the literature into a single design process, and shows 

the results of the optimisation and modelling.  The modified capacitive patch from 

Chapter 3 is used to increase the range of refractive indices available to the 

artificial dielectrics.  Improvements to the design model utilising curved columns 

are also proposed. 

Finally, Chapter 5 contains a summary and suggestions for further work. 

Prior to the University shutdown resulting from the Covid-19 pandemic, it had been 

planned to manufacture a low pass filter made using the increased capacitance 

patch, as described in section 3.2.3.  Unfortunately, the manufacturing facilities at 

Cardiff were forced to close delaying this work. 

The main unique achievements of the work reported in this thesis are: 

• The proposal for a patch pattern with finger extensions that may lead to low 

pass filters with and extended stopband prior to the diffraction limit, and to 

extending the range of refractive indices available in artificial dielectrics. 

• The use of curving columns in the implementation of mesh lenses, which 

has the potential to improve their performance. 

• The production of catalogues of the complex admittances of 10x10 

pixelated mesh patterns. 
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Chapter 2  
The modelling tools 

Two of the most popular modelling packages used in the investigation of the 

properties of meta-material devices are HFSS by Ansys84 and CST Microwave 

Studio by Dassault Systemes88.  HFSS uses Finite Element Analysis (FEA) to 

numerically solve an equation derived from the time harmonic version of Maxwell’s 

equations.  CST uses the Finite Integration Technique (FIT) to solve Maxwell’s 

equations in the time and frequency domains.  Much of the modelling work for the 

lens investigation work reported by this thesis in Chapter 4 used HFSS which was 

also the mainstay of the group the author worked with. 

Neither of these packages were available for use with the Hawk cluster provided 

by Supercomputing Wales that was used for the genetic algorithm and the 

cataloguing work, nor was there any custom modelling software maintained by the 

author’s group that could be ported to the cluster.  As a result, the cluster was not 

a resource used by the group.  The author therefore developed a cross platform 

modelling tool that was primarily aimed at enabling the fulfilment of the aims of the 

work reported in Chapter 3, allowing the inclusion of the desired search and 

optimisation algorithms.  It was also easily extensible for other related purposes 

and provided a platform for the implementation of the tools for the lens design 

methods of Chapter 4. 

Two well-known modelling methods were selected for implementation.  The first 

was a method outlined by Orfanadis80 that is suitable for simple (essentially 1 

dimensional) cases, referred to here as the propagation matrix method.  The 

second was a method named Finite Differences, Time Domain (FDTD), as 

described in Taflove and Hagness82 and Schneider83.  The propagation matrix 

method produces a solution very quickly (in the order of seconds) for cases that 

conform to its limitations whereas the more general FDTD algorithm has much 

longer calculation times (often hours) that grow rapidly with model size. 

This chapter along with Appendix A and Appendix B, expands on the referenced 

treatments to arrive at mathematical models with sufficient detail to allow their 

implementation on a modern, Linux based, cluster computer.  The code was 

written in the widely used, general-purpose object-oriented language, C++17 and 
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structured in such a way that allowed builds to be created for desktop computers 

running Windows, MacOS or Linux as well as the cluster.  

2.1 The propagation matrix method 

The propagation matrix method is a means of modelling simple one-dimensional 

electromagnetic wave propagation (in the z direction, the modelled space is 

effectively infinitely sized in the x and y directions) by splitting the field into forward 

and backward components, as described in Orfanadis80 chapters 2 and 5.  One-

dimensional Maxwell’s equations are used to deduce propagation and matching 

matrices that can be used to calculate the effect of a plane wave travelling through 

homogenous dielectric regions and encountering boundaries between them.  

Despite being one-dimensional it is applicable to many meta-material designs for 

microwave optical devices. 

This section presents the equations as implemented in the modelling tool.  They 

are derived from the time harmonic version of Maxwell’s curl equations (section 

7.10 of Huray89 for example) for plane waves in one dimension.  For a full 

explanation, see Appendix A. 

2.1.1 The propagation matrix for a dielectric 

The propagation matrix represents the transmission of a plane wave completely 

within a dielectric (i.e., without encountering any boundaries) along the z axis as 

shown in Figure 2.1.   

 

Figure 2.1.  1D propagation in a dielectric.  A plane wave polarised in the x direction 

propagating along the z axis between two positions, z1 and z2 within a dielectric with 

characteristic impedance 𝜂 that extends to infinity in the x and y directions. 
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The matrix equation (where the angular wave number 𝑘 = 𝜔 𝑐⁄ = 𝜔√𝜇𝜀 and the 

characteristic impedance 𝜂 = ,𝜇 𝜀⁄ ) is 

-𝐸%&𝐸%!
/ = -𝑒

'() 0
0 𝑒!'()
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2.1.2 The matching matrix for the interface between two dielectrics 

The matching matrix accounts for a plane wave crossing a boundary between two 

dielectrics with characteristic impedances 𝜂 and 𝜂′, shown in Figure 2.2.  The 

matrix equation is 
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where the reflection and transmission coefficients are 

Γ =
𝜂* − 𝜂
𝜂 + 𝜂′ 𝜏 =

2𝜂′
𝜂 + 𝜂′	

. 2-3 

 

Figure 2.2.  1D propagation across a boundary.  A plane wave propagating in the z 

direction encountering a boundary between two dielectrics.  There will be transmitted 

and reflected components of the wave at the boundary, shown offset here for clarity. 

2.1.3 Matching matrices for capacitive and inductive grids 

Square capacitive and inductive grids with negligible thickness may be modelled 

as shunt admittances.  Figure 2.3 shows the main characteristics of such a grid.  

A plane wave encountering this negligibly thin grid embedded in a dielectric is 

shown in Figure 2.4. 
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Figure 2.3.  Square metallic mesh grid dimensions.  Capacitive and inductive grids 

are made up of square plates and holes respectively.  The dimensions are the unit 

cell size 𝑔, the size of the plate or hole 𝑐 (often expressed as a proportion of the unit 

cell) and the distance between the plates or holes 2𝑎.  The equivalent circuit is a shunt 

admittance of value 2𝑌. 

 

Figure 2.4.  1D propagation through grid.  A plane wave encountering a negligibly thin 

grid embedded in a dielectric of characteristic impedance 𝜂. 

Lee et al90 give the transmission and reflection coefficients in terms of the 

admittance 
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and the matching matrix equation for the grid is 
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Various formulae for the equivalent admittance are given in the literature for 𝑌+ 

(inductive grid) and 𝑌, (capacitive grid).  Lee et al90 provide their own formula (an 

approximation of the numerical solution of a double Fourier series that they derive) 
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1
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1
𝛽C

A𝑎𝑐 +
𝑎$
2𝜆$C

ln csc J𝜋𝛿2𝑎M
 2-7 
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Lee et al also give a formula credited to Ulrich16 
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Another formula that Lee et al credit to Arnaud and Pelow91 and corrected by 

Anderson92 is 
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where 
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𝑎 − 𝑐
2
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Finally, a complex formula credited to Chen93 by Lee et al is (looking back at 

Chen’s paper, the whole formula should be multiplied by (−𝑖) not just the first term 

as shown by Lee et al) 
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The relative performance of these formulae and a comparison with results from 

Ansys HFSS were studied during the modelling tool verification process, the 

results are presented in section 2.5.9.    

It is also possible to use admittance data collected for a mesh grid using a full 

three-dimensional modelling tool, such as Ansys HFSS or FDTD in place of the 

formulae.  This was the usual method of modelling mesh grids using this method 

in the work reported here; the formulae from the literature were rarely used.  This 

feature was also exploited when using the mesh pattern catalogues described in 

section 3.3. 

The existence of an equivalent electronic circuit was noted in this section.  This is 

useful in the basic understanding of how mesh grids work, but the precise 

relationship between the mesh geometry and the values of the components in the 

equivalent circuit was never directly used. 

2.1.4 Using the method 

The propagation and matching matrices introduced in sections 2.1.1, 2.1.2 and 

2.1.3 allow the fields to be calculated at any point along the direction of propagation 

of a wave.  The appropriate propagation matrices for the dielectrics and boundaries 

the wave encounters between its source and the calculation point are just 

multiplied together.  This determines the transmitted (and the reflected) wave 

which in turn allows the complex admittance of the assembly to be calculated.  

Performing the calculation at a range of frequencies allows the full frequency 

dependent admittance curve to be determined. 

There are two shortcomings of this method that the user must be aware of.  It takes 

no account of diffraction effects, so care must be taken to avoid calculations at 

frequencies that are beyond the diffraction limit for the structures being 
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investigated.  When mesh grids are very closely spaced when compared to the 

wavelength of the incident radiation, they start affecting each other’s admittance.  

This effect is investigated further in section 2.5.13. 

2.2 The finite difference, time domain method 

The Finite Difference, Time Domain (FDTD) method is an algorithm for the 

numerical solution of Maxwell’s equations in three dimensions.  The basic method 

using finite differences calculated on a cubic grid with offset electric and magnetic 

fields was first outlined by Yee81.  Taflove and Hagness82 bring many different 

threads together to describe the complete method.  The derivation of many of the 

equations stated in this section is given in detail in Appendix B. 

2.2.1 The basic method 

Yee’s algorithm divides the modelled space into a regular array of identical cubes 

and then numerically calculates the three components of the electric field and the 

three components of the magnetic field for each cube at discrete, regular, time 

steps.  Only the field component values in a cube and its immediately adjacent 

cubes are involved in the calculation; a localisation of data dependency that can 

be taken advantage of in the implementation.     

The scene being modelled is represented on this grid of cubes by assigning the 

appropriate material to each cube in much the same way as two-dimensional 

computer graphics uses pixels.  The resolution of the grid therefore directly affects 

the accuracy of the scene representation.  Each material assigned provides the 

necessary values of electric permittivity, magnetic permeability, and conductivity 

for the cube.   

The algorithm locates the electric and magnetic field components at specific places 

on the surfaces of the cubes, as shown in Figure 2.5.  This arrangement reflects 

the curl dependencies of each component of one field on the other field.  For 

example, the 𝐸- component is surrounded by exactly the 𝐻 components necessary 

to calculate the curl (indicated by the red circle in the diagram).  The offsets from 

the lower left corner of the Yee cube of each component are listed in Table 2.1. 
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Figure 2.5.  The Yee grid.  The electric field components are positioned at the centre 

of the cube’s faces, the magnetic components at the centre of the edges.  The red 

circle indicates the H components required for the calculation of Ey.  The components 

marked with a prime (e.g. Hz’) belong to an adjacent cube. 

Table 2.1.  Yee grid offsets.  The offsets from the grid point (𝑖Δ𝑥, 𝑗Δ𝑦, 𝑘Δ𝑧) where 𝑖, 𝑗, 𝑘 

are integers for each of the electric and magnetic field components on the Yee grid. 

𝑬𝒙 J0, %$Δ𝑦,
%
$Δ𝑧M 

𝑬𝒚 J	%$Δ𝑥, 0,
%
$Δ𝑧M 

𝑬𝒛 J%$Δ𝑥,
%
$Δ𝑦, 0M 

𝑯𝒙 J%$Δ𝑥, 0,0M 

𝑯𝒚 J0, %$Δ𝑦, 0M 

𝑯𝒛 J0, 0, %$Δ𝑧M 

 

Another feature of Yee’s algorithm is that the magnetic field is calculated for each 

time step 𝑛, while the electric field is calculated for time steps 𝑛 + !
".  This is often 

referred to as a leap frogging, time marching, scheme. 

A notation is used in the following equations that indicates which cell and time step 

each electric and magnetic field component is associated with.  Here’s an example 

electric field component 

𝐸1|',3&!",(&!"
4&!"  2-15 
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where the vertical bar separates the field component, 𝐸1, from the superscript that 

indicates the time step and the subscript that indicates the grid cell coordinates.  

In the example, this is the electric field x component at time step 𝑛 + !
" and location 

in the grid of 𝑖, 𝑗 + !
", 𝑘 +

!
".  Where a term is time independent, the superscript after 

the vertical bar is omitted. 

Using central difference approximations for the time and space derivatives, the 

update equations for electric field (a complete derivation is included for reference 

in appendix B.1) are 

𝐸1|',3&!",(&!"
4&!" = 𝐶56|',3&!",(&!"b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4 e

+ 𝐸1|',3&!",(&!"
4!!" 𝐶86|',3&!",(&!" 

2-16 

𝐸-c'&!",3,(&!"
4&!" = 𝐶56|'&!",3,(&!" f

𝐻1|'&!",3,(&%
4 −𝐻1|'&!",3,(

4

Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑥
− 𝐽-c'&!",3,$%!"

4 g

+ 𝐸-c'&!",3,(&!"
4!!" 𝐶86|'&!",3,(&!" 
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𝐸7|'&!",3&!",(
4&!" = 𝐶56|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7|'&!",3&!",(
4!!" 𝐶86|'&!",3&!",( 	. 

2-18 
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For the magnetic field they are 

𝐻1|'&!",3,(
4&% = 𝐶59|'&!",3,( h−

𝐸7|'&!",3&!",(
4&!" − 𝐸7|'&!",3!!",(

4&!"

Δ𝑦

+
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'&!",3,(!!"
4&!"

Δ𝑧
−𝑀1|'&!",3,$

4&!" j

+𝐻1|'&!",3,(
4 𝐶89|'&!",3,( 
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𝐻-c',3&!",(
4&% = 𝐶59|',3&!",( h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

Δ𝑥
−𝑀-c',3&!",$

4&!" j

+𝐻-c',3&!",(
4 𝐶89|',3&!",( 
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𝐻7|',3,(&!"
4&% = 𝐶59|',3,(&!"h−

𝐸-c'&!",3,(&!"
4&!" − 𝐸-c'!!",3,(&!"

4&!"

Δ𝑥

+
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3!!",(&!"
4&!"

Δ𝑦
−𝑀7|',3,$%!"

4&!" j

+𝐻7|',3,(&!"
4 𝐶89|',3,(&!"	. 

2-21 

The time independent terms that embody the parameters of the dielectric in a cell 

are 

𝐶56 =
Δ𝑡
𝜀

J1 + 𝜎Δ𝑡2𝜀 M
𝐶86 =

J1 − 𝜎Δ𝑡2𝜀 M

J1 + 𝜎Δ𝑡2𝜀 M
 2-22 

𝐶59 =

Δ𝑡
𝜇

J1 + 𝜎
∗Δ𝑡
2𝜇 M

𝐶89 =
A1 − 𝜎

∗Δ𝑡
2𝜇 C

J1 + 𝜎
∗Δ𝑡
2𝜇 M

	 2-23 

and 𝜀 is the permittivity of the material in the cell, 𝜇 is the permeability, 𝜎 is the 

conductivity and 𝜎∗ is the magnetic conductivity.  This latter parameter, the 
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conductivity of magnetic monopoles, is somewhat non-physical but is included as 

it is useful when matching the absorbing layers that simulate an unbounded space 

(section 2.2.3). 

2.2.2 Incident plane waves 

A method of exciting the model with an incident wave is required.  Many 

applications study the interaction of an incident plane wave with material structures 

so a method of applying a plane wave is useful.  The accepted approach to 

modelling and experimental characterisation of metamaterial mesh devices utilises 

both on and off axis plane waves.  The Total Field/Scattered Field method is a 

widely-used such method of applying plane waves in an FDTD algorithm.  It is 

described by Potter and Berenger94 and in section 5.8 of Taflove and Hagness82. 

 

Figure 2.6.  Total Field/Scattered Field method of inserting a plane wave.  This 

diagram shows the normal incidence case.  An auxiliary 1D FDTD grid is aligned with 

the main grid and tracks the propagation of the plane wave.  The main grid’s update 
equations are adjusted to add and remove the incident wave on the boundaries 

shown. 

The simulation domain is separated into two zones, the Total Field Zone and the 

Scattered Field Zone.  The Yee algorithm is applied normally for all cells except at 

the boundary between the two zones where the incident wave is accounted for.  It 

is added in at the incident boundary and removed at the opposite boundary.   

Figure 2.6 demonstrates the method for the normally incident case.  The general 
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case for an arbitrary incidence angle requires the orientation of the auxiliary grid 

to be rotated appropriately.   

The incident wave is calculated using a one-dimensional auxiliary FDTD grid.  The 

E and H field wave magnitudes of the source wave are calculated and set in the 

origin cell of this grid.  One dimensional FDTD is used to propagate the wave down 

the grid.  The origin of the grid is aligned with the corner of the total field zone of 

the main grid that encounters the incident wave first.  The direction of the grid 

aligns with the direction of the incident wave.  The auxiliary grid only needs to 

record one transverse component for the E and H fields, the polarization is taken 

care of when the incident field correction is made to the main grid.  

The main FDTD grid is extended in all directions by the scattered field zone (two 

extra cells as shown, in yellow).  A set of corrections to the cells each side of the 

boundary between the scattered field and the total field can then be made to add 

and remove the incident wave so that it only appears in the total field part of the 

grid.  Using the coordinates indicated in the figure (for example, the total field part 

of the x axis ranges from i0 to i1) for the two boundaries indicated in the diagram, 

these corrections, ∆𝐸 and ∆𝐻, to be added to the electric field (𝐻'4; and 𝐸'4; are 

the magnetic and electric fields calculated from the auxiliary grid at the specified 

position) are: 

for the 𝑘 = 𝑘< − 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

∆𝐸1|',3&!",(&!"
4&!" = +

∆𝑡
𝜀<∆𝑧

𝐻-,'4;c',3&!",(&%
4  2-24 

∆𝐸-c'&!",3,(&!"
4&!" = −

∆𝑡
𝜀<∆𝑧

𝐻1,'4;c'&!",3,(&%
4  2-25 

the 𝑘 = 𝑘< face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

∆𝐻-c',3&!",(
4&% = +

∆𝑡
𝜇<∆𝑧

𝐸1,'4;c',3&!",(!!"
4&!"  2-26 

∆𝐻1|'&!",3,(
4&% = −

∆𝑡
𝜇<∆𝑧

𝐸-,'4;c'&!",3,(!!"
4&!"  2-27 

the 𝑘 = 𝑘% face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

∆𝐸1|',3&!",(&!"
4&!" = −

∆𝑡
𝜀<∆𝑧

𝐻-,'4;c',3&!",(&%
4  2-28 
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∆𝐸-c'&!",3,(&!"
4&!" = +

∆𝑡
𝜀<∆𝑧

𝐻1,'4;c'&!",3,(&%
4  2-29 

the 𝑘 = 𝑘% + 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

∆𝐻-c',3&!",(
4&% = −

∆𝑡
𝜇<∆𝑧

𝐸1,'4;c',3&!",(!!"
4&!"  2-30 

∆𝐻1|'&!",3,(
4&% = +

∆𝑡
𝜇<∆𝑧

𝐸-,'4;c'&!",3,(!!"
4&!"  2-31 

 

For the complete specification of the total field/scattered field boundary corrections 

to the update equations, see appendix B.2. 

This method of implementing an incident plane wave has two useful features that 

are taken advantage of in the implementation of the FDTD modelling tool.  The first 

is that since the incident wave is only added at the boundary between the scattered 

field zone and the total field zone, the measurement of any reflections from 

structures in the total field zone is made easier, monitoring a cell in the scattered 

field zone will only see the reflection and not the incident wave.  The second is that 

the auxiliary grid can provide the reference for the determination of any phase shift 

that may have been induced during the traversal of the main grid by the wave. 

2.2.3 Absorbing waves at the model boundary 

To emulate a model surrounded by an infinite space, waves that encounter the 

boundary of the modelled domain must be absorbed.  This is true for both the main 

three-dimensional grid and the one-dimensional auxiliary grid used by the total 

field/scattered field method of injecting a plane wave. 

The auxiliary grid algorithm requires only a simple modification, waves are 

travelling only in the x direction and always encountering the boundary at right 

angles.  A lossy zone consisting of extra Yee cells is added to the end of the grid 

as shown in Figure 2.7, the region of space 𝑥 < 0 is lossless (the original auxiliary 

grid) and the region 𝑥 ≥ 0 has electric conductivity 𝜎 and magnetic conductivity 𝜎∗. 
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Figure 2.7.  A wave encounters a boundary with a lossy region.  Part of the wave is 

transmitted through into that region; the remainder is reflected back into the lossless 
region. 

For the lossy region to match the lossless region (and avoid a reflection at the 

boundary) the following equation must be met: 

𝜎$∗

𝜇
=
𝜎$
𝜀
	. 2-32 

It is necessary to increase the loss (represented by 𝜎$ and 𝜎$∗ which are the electric 

and magnetic conductivities in the lossy region) slowly to avoid reflections brought 

about by the discrete nature of the model.  The electric permittivity, 𝜀, and magnetic 

permeability, 𝜇, are kept the same in the two regions.  This match is broadband as 

none of the parameters involved are frequency dependent in the ideal modelling 

world. 

For the main three-dimensional Yee grid, a more elaborate scheme to match the 

domain to a lossy border region is required as waves can encounter it at any angle.  

A number of these algorithms have been proposed over the years and are 

generally referred to as Perfectly Matched Layers (PMLs).  An efficient 

implementation of a stretched field algorithm (see Chew and Weedon95) referred 

to as the Convolutional PML (CPML) described by Roden and Gedney96 was used.  

It utilises a set of discrete unknowns to modify the field update equations, 

described fully in appendix B.5.  The simplified update equations become (new 

terms in red) 
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𝐸1|',3&!",(&!"
4&!" = 𝐶561|',3&!",(&!"b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

𝜅-c3&!"
Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

𝜅7|(&!"Δ𝑧
− 𝐽1|',3&!",$%!"

4 +𝛹=&,'s',3&!",(&!"

4

−𝛹=&,(c',3&!",(&!"
4

e + 𝐸1|',3&!",(&!"
4!!" 𝐶861|',3&!",(&!" 
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𝐸-c'&!",3,(&!"
4&!" = 𝐶56-c'&!",3,(&!"

f
𝐻1|'&!",3,(&%

4 −𝐻1|'&!",3,(
4

𝜅7|(&!"Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

𝜅1|'&!"Δ𝑥
− 𝐽-c'&!",3,$%!"

4 +𝛹=',(s'&!",3,(&!"

4

−𝛹=',&s'&!",3,(&!"

4
g + 𝐸-c'&!",3,(&!"

4!!" 𝐶86-c'&!",3,(&!"
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𝐸7|'&!",3&!",(
4&!" = 𝐶567|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

𝜅1|'&!"Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

𝜅-c3&!"
Δ𝑦

− 𝐽7|'&!",3&!",$
4 +𝛹=(,&c'&!",3&!",(

4

−𝛹=(,'s'&!",3&!",(
4

e + 𝐸7|'&!",3&!",(
4!!" 𝐶867|'&!",3&!",( 
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where 

𝐶56> =
Δ𝑡
𝜀

J1 + 𝜎>Δ𝑡2𝜀 M
𝐶86> =

J1 − 𝜎>Δ𝑡2𝜀 M

J1 + 𝜎>Δ𝑡2𝜀 M
𝑤 = 𝑥, 𝑦, 𝑧	. 2-36 
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The magnetic equations become: 

𝐸7|'&!",3&!",(
4&!" = 𝐶567|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

𝜅1|'&!"Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

𝜅-c3&!"
Δ𝑦

− 𝐽7|'&!",3&!",$
4 +𝛹=(,&c'&!",3&!",(

4

−𝛹=(,'s'&!",3&!",(
4

e + 𝐸7|'&!",3&!",(
4!!" 𝐶867|'&!",3&!",( 
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𝐻-c',3&!",(
4&% = 𝐶59|',3&!",( h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

𝜅7|(Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

𝜅1|'Δ𝑥
−𝑀-c',3&!",$

4&!" +𝛹?',&s',3&!",(
4&!"

−𝛹?',(s',3&!",(
4&!" j+𝐻-c',3&!",(

4 𝐶89|',3&!",( 
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𝐻-c',3&!",(
4&% = 𝐶59|',3&!",( h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

𝜅7|(Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

𝜅1|'Δ𝑥
−𝑀-c',3&!",$

4&!" +𝛹?',&s',3&!",(
4&!"

−𝛹?',(s',3&!",(
4&!" j+𝐻-c',3&!",(

4 𝐶89|',3&!",( 
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where 

𝐶59> =

Δ𝑡
𝜇

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝐶89> =
A1 − 𝜎>

∗ Δ𝑡
2𝜇 C

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝑤 = 𝑥, 𝑦, 𝑧	. 2-40 
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Inside the PML, due to the matching condition 𝜎>∗ =
@)A
B

, this leads to 

𝐶59> =

Δ𝑡
𝜇

J1 + 𝜎>Δ𝑡2𝜀 M
𝐶89> =

J1 − 𝜎>Δ𝑡2𝜀 M

J1 + 𝜎>Δ𝑡2𝜀 M
𝑤 = 𝑥, 𝑦, 𝑧	. 2-41 

The discrete unknowns, 𝛹, are also updated on each time step, for example (the 

full set of update equations is given in appendix B.5): 

𝛹=&,'s',3&!",(&!"

4
= 𝑏-c3&!"

𝛹=&,'s',3&!",(&!"

4!%
+ 𝑐-c3&!"

f
𝐻7|',3&%,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑦
g 2-42 

2.2.4 Thin layers 

Many uses of the FDTD model involve a thin layer of material perpendicular to the 

z axis.  The standard Yee grid can only represent this as a layer of cells one cube 

thick.  Generally, the size of an FDTD cube is much bigger than the thickness of 

the thin layer to keep the memory usage of the model within the limits of the target 

computer, especially as a halving of the cell size leads to eight times more memory 

required.  Thin layers can be modelled more accurately by using a special grid cell 

in place of the standard Yee grid cell wherever the layer resides.  The technique 

was first described by Maloney and Smith97. 

In Figure 2.8 the thin material layer of thickness 𝑑, conductivity 𝜎C, electric 

permittivity 𝜀C and unchanged magnetic permeability resides at z location 𝑘∗.  In 

the Yee cells that contain this layer, the electric field z component is split into two 

parts, one outside the layer, 𝐸7 and one inside, 𝐸7'4, as shown. 

 

Figure 2.8.  The Yee grid with the thin layer modification. 
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The electric field update equations (for full details see appendix B.6), including the 

extra component 𝐸7'4, become: 

𝐸7|'&!",3&!",(
4&!" = 𝐶56|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(
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−
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− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7|'&!",3&!",(
4!!" 𝐶86|'&!",3&!",( 
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𝐸7'4|'&!",3&!",(
4&!" = 𝐶56'4|'&!",3&!",(∗ b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7'4|'&!",3&!",(
4!!" 𝐶86'4|'&!",3&!",(∗ 

2-44 

𝐸1|',3&!",(&!"
4&!" = 𝐶565D|',3&!",(&!" b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4 e

+ 𝐸1|',3&!",(&!"
4!!" 𝐶865D|',3&!",(&!" 

2-45 

𝐸-c'&!",3,(&!"
4&!" = 𝐶565D|'&!",3,(&!" f

𝐻1|'&!",3,(&%
4 −𝐻1|'&!",3,(

4

Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑥
− 𝐽-c'&!",3,$%!"

4 g

+ 𝐸-c'&!",3,(&!"
4!!" 𝐶865D|'&!",3,(&!" 

2-46 

where 

𝐶56 =
Δ𝑡
𝜀

J1 + 𝜎Δ𝑡2𝜀 M
𝐶86 =

J1 − 𝜎Δ𝑡2𝜀 M

J1 + 𝜎Δ𝑡2𝜀 M
 2-47 
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𝐶56'4 =

Δ𝑡
𝜀C

J1 + 𝜎CΔ𝑡2𝜀C
M

𝐶86'4 =
J1 − 𝜎CΔ𝑡2𝜀C

M

J1 + 𝜎CΔ𝑡2𝜀C
M
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𝐶565D =

Δ𝑡
𝜀5D

J1 + 𝜎5DΔ𝑡2𝜀5D
M

𝐶865D =
J1 − 𝜎5DΔ𝑡2𝜀5D

M

J1 + 𝜎5DΔ𝑡2𝜀5D
M
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𝜀5D = A1 −
𝑑
∆𝑧C

𝜀 +
𝑑
∆𝑧
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𝑑
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𝜎 +
𝑑
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𝜎C	. 2-50 

The magnetic field update equations become: 
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where 

𝐶59 =

Δ𝑡
𝜇
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∗Δ𝑡
2𝜇 M

𝐶89 =
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∗Δ𝑡
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An implementation of this method will need to provide extra storage for the 

𝐸7'4	component in each of the special cells.  In the implementation described here, 

a special material object provides these cells and the sheet’s electric permittivity 

and conductivity parameters in addition to referring to the normal material object 

that represents the rest of the cell.  This material object is given the opportunity to 

perform the necessary modifications to the standard FDTD operating procedure. 

2.3 The Ansys HFSS Package 

The mainstay modelling tool of the authors groups was Ansys HFSS84.  This 

commercial tool is an implementation of the well-known finite element analysis 

(FEA) method (see, for example, Bhavikatti98) configured to solve an equation that 

is derived from the time harmonic form of Maxwell’s equations 

𝛁 × A
1
𝜇
𝛁 × 𝐄C − 𝜔$𝜀𝐄 = −𝑖𝜔𝐣. 2-55 

The equation is solved for all the cells of a mesh that is generated to represent the 

domain and the scene in an adaptive manner.  The creation of the mesh is an 

important step as the success of the FEA is critically dependent on the mesh.  The 

creation process is iterative, successively refining the mesh in regions of the 

domain where the fields are likely to vary fastest, controlled by a parameter named 

“maximum delta energy”.  The smaller the value of this parameter, the finer the 

mesh generated.  There is a trade-off, however, as the finer the mesh is, the more 
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computer memory is required and the longer it takes to create it.  The results of 

mesh generation for a simple example scene are shown in Figure 2.9.  The mesh 

plays a similar role to the regular cubic grid of the FDTD method. 

 

Figure 2.9.  HFSS mesh generation example.  A finer mesh has been made around 

the edges of the copper plate where the fields can be expected to change the fastest. 

When used for modelling repetitive unit cell-based structures (like that in the 

example), periodic boundary conditions (named master/slave boundaries in 

HFSS) are applied on pairs of opposite sides.   The top and bottom boundaries are 

designated as Floquet ports, these are special excitation/sensor ports in HFSS 

used for periodic structures that use Floquet modes99 to represent the fields on the 

boundary.  This allows the S parameters between to two ports to be determined 

by the modelling, from which the complex admittance of the periodic structure can 

be derived. 

HFSS also has a method of applying a Gaussian beam at a specific point in the 

scene.  This feature was used with the field visualisation and far field measurement 

features during the study of the lenslets described in Chapter 4.  The Gaussian 

beam was placed at the focus of the lens structure and allowed to propagate 

through it. 

The HFSS tool was used as the reference against which the validity of the FDTD 

and propagation matrix implementations were assessed.  The authors group has 

extensive experience with this tool, using it to model many devices that were 

subsequently built and measured and discovered to match its predictions well.  Its 
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adaptive mesh technology makes it more efficient, in general, than the FDTD 

algorithm both in terms of memory usage and processing demands.  As a result, 

the FDTD tool was used by the author where HFSS was not available and when 

its other features (propagation matrix method and genetic algorithm searching) 

were required.  In most other circumstances, HFSS was preferred. 

2.4 The genetic algorithm 

The Genetic Algorithm (GA) is an optimisation method modelled on natural 

evolution.  It is one of a number of algorithms from the field of evolutionary 

computing, first described by Holland85 and in a more accessible fashion by 

Goldberg100.  The use of the GA in the field of electromagnetics is described by 

Haupt and Werner101.  It was used in this work to attempt to optimise metamaterial 

patch shapes for low pass filters (see section 3.1), an application it is well suited 

to.  The method maintains a population of possible solutions (referred to as 

individuals) that are gradually improved using an iterative process of evaluation 

and parameter modification, as summarised in Figure 2.10. 

 

Figure 2.10.  Basic operation of the genetic algorithm. 

The initial population is generated randomly; each of the parameters that define 

an individual solution being assigned a value within their defined ranges.  Deciding 

on the set of parameters to be optimised and their range of values is a critical step 

in the preparation of the data for the algorithm. 
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The fitness of each individual in the population is then assessed.  This process 

involves running the modelling using the individual’s parameters and comparing 

the output with a desired target.  The difference between the model output and the 

target represents a measure of the unfitness of the solution. 

A number of the individuals that best match the target (the fittest) are then selected 

to form the breeding pool for the next generation.  The size of the breeding pool is 

decided during algorithm set up.  Random pairs from the pool are then mated; their 

parameters being used to generate a new set of (related) parameters for the child.  

Enough children are generated to create a population of the same size as the 

previous generation. 

This new population is then assessed for fitness and the cycle repeats.  

Generations are processed in this way until an individual emerges that matches 

the target closely enough. 

The basic algorithm described above requires a large population of individuals 

(often in the hundreds), each of which must be assessed for fitness on every cycle.  

When combined with the FDTD method used to model the individuals generally 

requiring a non-trivial execution time, the computer run time required can become 

excessive.  A variation, called the Micro-Genetic Algorithm (MGA), described by 

Krishnakumar87 alleviates this by limiting the population to exactly five individuals, 

see Figure 2.11. 

 

Figure 2.11.  Basic operation of the micro-genetic algorithm. 
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The MGA also modifies the selection and breeding processes.  During selection, 

the most fit individual is marked as the elite, and all then form the breeding pool.  

During breeding, the elite individual is automatically included in the next generation 

without modification while the other four children are bred normally.  At the end of 

breeding, a check on the genetic diversity of the population is made; if less than 

5% of the genome bits vary among the children, the four non-elite children are 

replaced by new children with completely random genomes (just like the initial 

population).  Without this step, the population can become full of identical twins 

very quickly. 

2.4.1 The genome 

An individual solution within the population is defined by a set of parameters.  It is 

the purpose of the algorithm to optimise the value of these parameters to meet the 

target.  In the most common implementation of the genetic algorithm, the 

parameters are encoded into a bit string form referred to as the genome, an 

example is shown in Figure 2.12 

 

Figure 2.12.  Genome encoding. 

The parameters are often grouped together into genes, each consisting of one or 

more related values.  They are then encoded into a number of binary bits.  The 

genome is formed by laying the bits end to end to form the bit string. 

The number of bits used to represent the genome (𝑁) is a critical part of the set-

up process of the genetic algorithm.  The size of the search space grows as 2E; 

too many bits will vastly increase the time required for the search.  However, using 

too few bits for each parameter will affect the quality of the result and may lead to 

an acceptable solution being impossible to find. 

Boolean parameters are the easiest to encode.  They are represented by a single 

binary bit encoding the two states. 

Integer parameters can be coded directly in binary form.  The number of bits 

required depends on the range of value to be represented.  The range must be a 

power of two to match the binary coding.  If the underlying parameter cannot meet 
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this requirement, the coded values are often wrapped around so that some 

parameter values are represented by two coded values. 

Floating point number parameters must be considered more carefully.  The range 

of valid values is divided by 2F where 𝑀 is the number of bits to be used for the 

parameter.  Each binary step then represents this quantity of the parameter, 

starting from the minimum valid value.  Care must be taken to ensure the desired 

solutions lie within the defined range and that there is enough resolution available 

to be able to find a good optimisation. 

2.4.2 Fitness assessment 

The process of assessing the fitness of an individual consists of two steps.  First, 

the execution of a model using the individual’s parameters.  Secondly, the 

extraction of results from the model and a comparison with a target. 

In this work, the model run was either FDTD or the propagation matrix method, as 

described in sections 2.2 and 2.1 respectively.  The individual’s parameters 

defined things like the shapes that were placed in the model domain and the 

materials they were made of.   For the work described in Chapter 3, the 

transmittance data against frequency was collected.  The target was expressed as 

minimum and maximum curves (which could be identical) to define an allowed 

zone.  The unfitness corresponds to the area between the boundary of the allowed 

zone and the modelled curve as shown in Figure 2.13.  The fitness, the parameter 

the genetic algorithm maximises, is therefore the complement of this.  The ability 

to use phase shift data for the unfitness evaluation was also included in the tool 

but was not used in the studies reported here. 

 

Figure 2.13.  Fitness assessment.  The area (in pink) between the modelled curve (in 

blue) and the allowed zone (in green) is a measure of an individual’s unfitness.  This 

example would search for a low pass filter style device. 
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In addition to the arbitrary fitness assessment target curves just described, curves 

generated from two standard filter functions were also used: Butterworth and 

Chebyshev.  The basics of filter nomenclature and design are described by many 

authors (albeit usually from an electronics perspective), for example, Winder102.  

The Butterworth103  filter is designed to have a response in the passband that is as 

flat as possible with smooth roll-off.  It is named after Simon Butterworth who first 

described the mathematics.   In contrast, the Chebyshev filter (based on 

Chebyshev polynomials, Weinberg and Slepian104) trades off some ripple in the 

passband for a steeper cut off and a sharper ‘knee’ (the transition from passband 

to roll-off).  The transfer functions of these filters are introduced below.  Figure 2.14 

shows an example of each annotated with their salient features. 

The steepness of the roll-off from the passband to the stopband of both filter types 

can be summarised by a number called the ‘order’ which also represents the 

number of poles a filter has (the equations below are subtly different for odd and 

even order).  A pole is a singularity in the transfer function which, along with the 

related concept of zeroes, is used in filter analysis.  For a complete description of 

filter mathematics Winder102 is a good source.  The higher the order, the steeper 

the roll-off.  In electronics, a simple resistor-capacitor or inductor-capacitor network 

can implement one or two poles, so higher order filters can be achieved by 

cascading multiple instances (arranging for appropriate impedance matching 

between stages).  With millimetre wave filters there is a similar relationship, albeit 

looser, between filter order and the number of mesh layers. 

The Butterworth low-pass filter transfer function, 𝐻4(𝜔), can be written as 

𝐻+(𝜔) =
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where 𝑛 is the order of the filter, 𝜔; is the cut-off angular frequency and 𝑎 = 𝑗𝜔 𝜔;⁄ . 

The transfer function, 𝐻4(𝜔), for the Chebyshev low-pass filter is 
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Again, 𝑛 is the order of the filter, 𝜔; is the cut-off angular frequency and 𝑎 = 𝑗𝜔 𝜔;⁄ .  

In addition, 𝑟 is the passband ripple in dB and 𝛼( and 𝛽( are given by 

𝛼( = S 1
1 − ℎ$

− sin$ 𝜃( , 𝛽( =
1
2
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1
ℎ$ tan$ 𝜃(

	, 2-58 

where 

𝜃( =
2𝑘 − 1
2𝑛 𝜋, ℎ = tanh �

1
𝑛 sinh

!% 1
,10

1
!2 − 1

�	. 2-59 

Both these filters can be transformed into high-pass filters by using 𝑎 = 𝑗𝜔; 𝜔⁄  

rather than 𝑎 = 𝑗𝜔 𝜔;⁄ .   

The transfer functions, 𝐻4(𝜔), are complex and are converted to transmittance, 

τ4(𝜔), and phase shift, φ4(𝜔), by: 

τ4(𝜔) = |𝐻4(𝜔)|$, φ4(𝜔) = arg�𝐻4(𝜔)�	. 2-60 

 

Figure 2.14.  Butterworth and Chebyshev filter transmittance functions annotated with 

their significant features.  The theoretical transmittance of the two standard filter types 
against frequency normalised to the cut-off frequency.  Notice the differing definition 

of the cut-off frequency for the two types. 
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Figure 2.15.  Butterworth and Chebyshev filter phase shift functions annotated with 

their significant features.  The theoretical phase shift of the two standard filter types 

against frequency normalised to the cut-off frequency.  Notice how the delay to the 

signal (indicating by the negative phase shift) increases as the filter cut-off is 

approached.  This feature is used by the lens designs of Chapter 4. 

The theoretical transmittance and phase shift functions for an example of each are 

plotted in Figure 2.14 and Figure 2.15 respectively. 

These filter fitness functions assume equal weighting for the passbands and 

stopbands.  In general, it was felt that this is what is required, after all, a stopband 

in transmission is a passband in reflection.  However, the implementation did allow 

the specification of multiple fitness functions that could be combined using 

specified weighting factors.  This feature could be used to create a fitness test with 

different weightings for different parts of the bandwidth. 

2.4.3 Breeding 

The process of breeding is used to generate a new child solution from two parent 

solutions.  There are two steps; firstly, the parents are chosen, then the child is 

created by mixing the parents’ genomes to form the child’s genome. 

Several methods are described in the literature for choosing the parents from the 

breeding pool.  For this work, the tournament method described in Eiben and 

Smith86 was used due to its ease of implementation while still being fair, see Figure 

2.16.  In this method, a number of individuals are chosen randomly from the 

breeding pool; the individual with the best fitness from these then becomes a 

parent.  This is repeated once more for the second parent.  The number of 

individuals chosen is configured during the setting up of the genetic algorithm. 
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Figure 2.16.  Tournament selection. 

Eiben and Smith also introduce a few methods of combining the parents’ genomes.  

In this work a method called uniform crossover was used, see Figure 2.17.  To 

generate the child genome, each bit is considered separately; it is set by the 

equivalent bit from one of the parents selected by a coin flip.  This has the effect 

of keeping parts of the genome that are identical between the two parents while 

randomly choosing the rest. 

 

Figure 2.17.  Uniform crossover, a method of combining the parental genomes.  One 

of the parents provides each bit of the child’s genome, chosen randomly. 

A mutation phase is then often applied to the child genome by randomly flipping 

each bit according to a programmed probability.  This step was omitted in the work 

as the combination of the Micro-Genetic Algorithm, tournament parent selection 

and uniform crossover already provides enough randomness. 

2.4.4 Completeness 

As the genetic algorithm does not have a natural end point, a way of deciding when 

to stop is required.  The main method used in this work was by inspecting how 

many generations a solution has remained stable.  Typically, solutions will change 

rapidly at the beginning of a run with modifications tailing off the more generations 

are executed.  If a solution has been unchanged for more than half the generations 

of a run, it was taken to be a reasonable solution. 
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Where the compute time for a generation was short, such as when using the 

propagation matrix modelling method, the whole algorithm was run multiple times 

and the best solution taken.  However, when using FDTD on the Hawk cluster 

computer this was not done due to the restricted runtime available to the author. 

2.5 The modelling application 

This section presents an outline of the capabilities and design of the modelling tool. 

It was intended to support the modelling of the interaction of electromagnetic 

waves with the specific kinds of structures the project concentrated on.  Its abilities 

can be divided into several categories described here.  It was implemented by the 

author in C++17 as several library modules.  This allowed the tool to be built in a 

few different ways depending on the application.  For example, a Linux command 

line application was made for use with the Hawk cluster and its batch job system.   

An application with a graphical user interface (GUI) using the cross-platform GTK+ 

3.0 open source toolkit105 allowed for its use in an interactive way.  A screenshot 

of the main GUI window showing the general configuration panel is shown in 

Figure 2.18.  This allowed all aspects of the modelling tool to be configured and 

monitored. When using the cluster, the GUI was used to create the configuration 

which was stored in a file that the command line application read when it was run. 

 

Figure 2.18.  Modelling tool main GUI window.  The category tabs select which part 

of the configuration of the tool appears in the area below, this snapshot shows the 

general configuration and status panel. 
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The implementation of the modelling methods was verified against Ansys HFSS 

using a few modelled scenes.  The verification also led to the specification of some 

guidelines for the use of the modelling methods in order to produce accurate 

results, the most significant of which are also detailed here. 

The tool was designed using an object-oriented methodology.  A graphical notation 

called the Unified Modelling Language (UML) is used in this section.  UML has 

been described by many authors; Booch, Jacobson and Rumbaugh106 and 

Pilone107 are two examples.  This work uses a very small subset of UML to present 

concepts in a sketch form.  A summary of the symbols used is shown in Figure 

2.19. 

 

Figure 2.19.  Basic UML symbols.  The symbols used in the sketch diagrams of this 

section. 

The top-level class of the modelling part of the application (named Model) is shown 

in Figure 2.20.  It contains several components whose responsibilities are 

described in the following sections. 

 

Figure 2.20.  The main components of the modelling application. 
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2.5.1 The Modelling Grid 

The FDTD modelling grid consists of a three-dimensional regular array of cells that 

cover the modelled domain and is used by the FDTD method.  The extent of the 

domain and the size of the individual cells are configurable.  Each cell contains 

values for the three components of the electric field and the three components of 

the magnetic field along with a reference to the material that fills the cell.  These 

data structures are implemented in the top-level components named EField, 

HField and Domain in Figure 2.20. 

The grid boundary pairs (x, y, and z) can each be set into one of three modes, 

reflective, periodic, and absorbing (see Figure 2.21).  The reflective mode is the 

easiest to implement but least useful, waves encountering boundaries set to this 

mode are reflected back into the domain.  In periodic mode the boundary pair acts 

as though the grid loops back on itself, waves that encounter one of the pair 

reappear at the equivalent place on the other and continue onwards in the same 

direction.  Finally, absorbing mode surrounds the domain with a layer of extra 

FDTD cells in which to implement the CPML algorithm (see section 2.2.3).  Waves 

encountering these boundaries are absorbed, thus simulating an infinitely large 

space. 

 

Figure 2.21.  The three available boundary conditions for the FDTD domain.  

Reflective boundaries are naturally produced by the FDTD algorithm but are the least 

useful.  Periodic boundaries can be used to model repeating structures.  Absorbing 

boundaries simulate an infinite space surrounding the domain. 

The set of materials that may be placed into the grid is also configurable.  The 

electric permittivity, magnetic permeability and electric conductivity may be 

specified for each user defined material.  In addition, a special material is 

automatically created that is used to fill the cells that implement the perfectly 

matched layers at the boundaries.  The current set of materials is maintained by 

the Domain object, as shown in Figure 2.23. 
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The FDTD update equations detailed in section 2.2.1 are used to modify the 

electric and magnetic field values of each cell on each time step.  The core of the 

update code itself, when stripped of all the boundary conditions, is rather simple 

and the electric field version is shown in Figure 2.22.  The 3D array of cells in the 

modelling grid is represented in a one-dimensional array for efficiency reasons.  

The g->index() function calculates the index into this array from the cell’s x,y,z 

coordinates.  Firstly, the magnetic field differences are calculated, accessing the 

appropriate adjacent cells.  Then the terms that depend on the material that fills 

the cell are retrieved from the material’s data structure (they are time independent 

and were pre-calculated during initialisation).  Finally, the updates to the electric 

field components are made.   

 

Figure 2.22.  Electric field FDTD update code.  This is the C++ code that updates 

electric field components for cell i,j,k in the modelling grid, stripped of boundary 

condition complications.  It implements the update equations described in section 
2.2.1 and is structured to be as efficient as possible.  The magnetic field update code 

is similar. 

2.5.2 The Modelling Scene 

The scene that is used to fill the modelling grid with material references during the 

run initialisation phase consists of a list of shapes of various types that can be 

configured by the user.  There are two major types of object, those that are 

understood by the propagation matrix method (these have an inherent one-

dimensional nature, representing layers of material) and those that are not.  Both 

types cause the placement of materials in the FDTD grid to represent the shape 
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as best it can, given the resolution of the grid.  The list of shapes is maintained by 

the Domain component, see Figure 2.23. 

 

Figure 2.23.  The application domain object contents. 

 

Figure 2.24.  Modelling tool GUI, the shapes panel.  This example contains two 

shapes, a square plate and an NxN binary plate.  The binary plate is selected, 

displaying its configuration on the right.   

The propagation matrix method does not use the modelling grid, rather it operates 

directly on shapes in the scene.  Only those shapes that represent layers are 

considered, others are ignored.  Layer shapes may contain complex admittance 

data (or equations that generate the data) that the propagation matrix method can 

use to model inhomogeneous layers.  It is possible to capture admittance data with 
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FDTD modelling of a particular layer and then use that for subsequent propagation 

matrix modelling. 

The shapes available to the user of the tool are summarised in Table 2.2.  The tool 

allows the scene to be made up of any number of them.  A snapshot of the GUI 

configuration panel for the management of the shapes is shown in Figure 2.24. 

Table 2.2.  Shapes available for scene building.   

Shape Layer Configurable Parameters 
Dielectric layer in the 
x/y plane 

Yes Position, unit cell size, 
thickness, material 

Arbitrary cuboid No Center (x,y,z), size (x,y,z), 
duplication count and offset, 
material 

Square plate in the 
x/y plane 

Yes Position, unit cell size, 
thickness, duplication count and 
offset, material, plate size, 
admittance equation or data. 

Square hole in the 
x/y plane 

Yes Position, unit cell size, 
thickness, duplication count and 
offset, material, hole size, 
admittance equation or data. 

NxN binary plate in 
the x/y plane 

Yes Position, unit cell size, 
thickness, duplication count and 
offset, material, size of N, pixel 
pattern, admittance data. 

Super-capacitive 
plate in the x/y plane 

Yes Position, unit cell size, 
thickness, duplication count and 
offset, material, patch ration, 
admittance data. 

 

2.5.3 Excitation Sources 

The tool provides two ways of exciting the model, a plane wave source and a 

source that emulates the aperture of a rectangular waveguide (named the zone 

source).  The Sources component contains the list of sources set up by the user 

(see Figure 2.25). 

The plane wave source was used with much of the modelling the FDTD tool was 

applied to.  Its implementation followed the algorithm outlined in section 2.2.2.  The 

signal applied could be defined by specifying any number of sine waves of different 

frequencies and polarisations.  The angle of incidence onto the domain could also 

be configured, although most uses were with normally incident plane waves.  The 

wave could be continuous or applied only for a predefined time. 
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Figure 2.25.  Modelling application sources. 

The waveguide like source was implemented by superimposing the signal (defined 

in the same way as for plane waves as a set of plane waves) onto a configurable 

rectangular patch anywhere in the modelling domain.  This source was used for 

the small amount of lens modelling performed in FDTD. 

Any number of these excitation sources could be configured in the model, although 

the vast majority of the modelling performed for this work used just one.  The 

propagation matrix modelling method could only use the plane wave source, and 

in addition it was always applied with normal incidence. 

2.5.4 Sensors 

To allow information regarding the behaviour of waves in the model to be extracted 

for visualisation and data capture, three types of sensor were provided.  The 

Sensors component maintains the list of configured sensors, shown in Figure 2.26. 

The first sensor type captured a two-dimensional slice of instantaneous wave data.  

This was mostly used for visualising the electric or magnetic fields as they change 

through simulated time.  Each such sensor could capture one component of, or the 

magnitude of, the electric or magnetic field from one of the planes through the 

model (x/y, y/z or z/x). 

The second sensor type was a variant of the first that captured the material 

information on the plane.  This was typically used for verifying the material layout 

generated from the scene information described in section 2.5.2 and was not time 

varying. 
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Figure 2.26.  Modelling application sensors. 

The third sensor type was designed for capturing time series information from the 

domain.  It is configured to define an array of points within the domain from which 

time series data is collected during the modelling run.  The ability to perform 

spectrum analysis on each of these time series was provided to allow the 

derivation of complex admittance information for a scene. 

2.5.5 Variables 

A system of user defined variables allows the parameterisation of various aspects 

of the model.  Many of the tool’s numerical configuration parameters accept an 

expression to define their value rather than just a number.  Expressions may 

consist of mathematical operations involving number constants and variables 

using a syntax summarised as follows, using an Extended Backus-Naur form 

(EBNF) notation (see Quinlan108). 

expression ::= sumterm, { ('+' | '-'), sumterm }; 
sumterm ::= multterm, { ('*' | '/'), multterm }; 
multterm ::= ( ('+' | '-'), multterm ) | powerterm; 
powerterm ::= term, { '^', multterm }; 
term ::= constant | variable | 
         function, '(', expression, { ',', expression }, ')' | 
         '(', expression, ')'; 
 
This syntax allows the writing of expressions containing simple maths (with the 

usual operator priorities) using plus, minus, multiply, divide and raise to the power.    

A small number of mathematical functions were also provided: sqrt, sin, cos, tan, 

exp, round, min and max, all implemented by the equivalent C++ functions.  The 

variables tab of the GUI allows the user to give names to constants and other 

expressions (Figure 2.27). 
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Figure 2.27.  Modelling tool GUI, the variables panel.  This example shows three 

variables.  The configuration of various parts of a model can use expressions that 

reference these variables, the advantage being that if, for example, g is changed, only 

the variable needs editing.   

2.5.6 Sequencers 

Sequencer components control the creation of modelling tasks that the node 

manager arranges to run.  Three sequencers were implemented (Figure 2.28), and 

their configuration is controlled by the sequencers tab panel of the main GUI 

window. 

  

Figure 2.28.  Modelling tool sequencer objects. 

The simplest, the single job sequencer, creates a single modelling task using the 

current configuration defined by the other component panels.  It is useful for 

running modelling on manually created scenes in an interactive environment. 

The genetic search sequencer implements the genetic algorithm described in 

section 2.3.  Its GUI panel allows the definition of the genome format, the 

population sizes, and the fitness functions for a search.  The genome options 

available are summarised in Table 2.3.  When the search is running, it 
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automatically creates jobs that model (configurable for either the propagation 

matrix method or FDTD) the individuals in a generation, collects the results, 

calculates the fitness values and breeds the next generation.  This sequence is 

repeated until the fitness criteria is matched or until the user stops the run.  The 

node manager is responsible for running the jobs which, in the cluster environment, 

may occur in parallel.  When run interactively, the GUI panel also displays 

generation information as it happens.  Figure 2.29 shows an example of the GUI 

from a genetic search for a Chebyshev filter.  

 

Figure 2.29.  Modelling tool GUI, the genetic search panels.  The genetic search panel 

is split into four sub-panels, shown here.  Displayed at the top is the general 

configuration which selects the modelling algorithm, genetic algorithm settings, etc. 

Next is the fitness function definition, set for a Chebyshev filter.  Then there is the 

genome definition that governs the search space, the example sets up two layers with 
square plates.  At the bottom is a typical generation. 
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Table 2.3.  Some of the genes available for building the genome of members in the 

population of a genetic search.   

Name Evolving Parameter 
Repeat cell The size of the repeat cell. 

Layer spacing The spacing between layers. 

Square plate The plate size (as a percentage of 
the unit cell) 
The repeat count (number of unit 
cells in the repeat cell) 
Whether it is a plate or a hole. 

NxN pixelated plate The repeat count (number of unit 
cells in the repeat cell) 
The pixel pattern. 

 

The last sequencer was the catalogue builder.  This was designed to generate jobs 

to model all the different patterns available in a NxN binary plate and was used in 

section 3.3.  It was therefore rather specific to the requirements of the desired 

catalogues. 

Associated with the sequencers are the analyser components.  These take results 

from the sensors and provide feedback to the sequencers that require it.  With the 

genetic algorithm they are responsible for the selection of a sensor and the 

processing of its data into the form required by the fitness functions.   

2.5.7 Node Manager 

The node manager controls the allocation of modelling tasks generated by the 

sequencers to processing nodes and handles the collection of results.  Important 

in the cluster environment where it uses the Open MPI library to communicate 

between nodes.  There is no user interaction with this component, but it is 

important to understand its presence when creating the run control files in the 

cluster environment. 

2.5.8 Designers 

The designers tab provides access to tools with specific purposes that can be used 

to set up models.  At the time of writing there were two of these, lens designer and 

parameter extractor, both associated with the needs of the lenslet design work 

described in Chapter 4.   

The lens designer tool creates the modelling scene for a lenslet given a set of 

design parameters, following the design models of sections 4.1 and 4.9.  An export 
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feature also allows the lens scene to be written to a file suitable for import into the 

HFSS commercial tool. 

The parameter extractor tool processes S-parameter data to generate tables of 

refractive index that can be used by the lens designer to choose the shapes that 

form the lenslets.  This implements the method of refractive index determination 

described in 4.3.3 using data that can be gathered from either the HFSS tool or 

from previous FDTD modelling. 

2.5.9 Propagation matrix verification 

The propagation matrix implementation and the accuracy of the admittance 

formulae given by Lee et al109 were verified by comparing with HFSS.  A single 

layer of a capacitive square patch mesh in vacuum was modelled.  The square 

patch was 480 µm in a unit cell of 800 µm.  This arrangement was expected to 

implement a Butterworth-style low pass filter with a slow roll-off and a minimum at 

around 340 GHz (a wavelength of nine tenths of the unit cell), as described by 

Ulrich110.  Beyond 375 GHz (where the wavelength is less than the unit cell), 

diffraction effects begin to dominate, and the propagation matrix method breaks 

down.   

 

Figure 2.30.  Verification modelling in HFSS and FDTD.  The scene consisting of a 

single metal plate was modelled in both HFSS and the FDTD tool.  Shown is the 3D 

view provided by HFSS alongside the equivalent cross-sectional view provided by the 

FDTD tool.  Important features of the scene are labelled. 
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Figure 2.31.  Thin metal patch represented in a Yee grid.  The cells that represent the 
metal patch (in salmon) are configured with appropriate permittivity, permeability, and 

conductivity.  All other cells contain the parameters for vacuum.  One patch is shown 

here at a rather low Yee cell resolution for clarity. 

Figure 2.30 shows the scene as displayed by the 3D view provided by HFSS on 

the left.  The pairs of sides of the vacuum unit cell were configured with periodic 

boundaries, effectively making the scene an infinite array of square patches in 

those two directions.  The top and bottom sides of the domain were configured 

with Floquet ports, HFSS’s method of exciting and measuring a unit cell based 

repetitive structure such as this.  The FDTD/propagation matrix tool was configured 

with the same scene.  It could only display a 2D cross-section of the scene (the full 

3D scene was modelled however), shown on the right.  The pairs of sides were 

again configured with periodic boundaries but the top and bottom set to CPML 

absorbing boundaries.  A plane wave excitation signal was introduced between the 

lower CPML boundary and the metal patch travelling in an upwards direction.  

Sensors were placed (the small white dots) to capture the reflected and transmitted 

signals.  Figure 2.31 shows a simplified view of how the patch is represented in 

FDTD by a square cluster of cells, one cell thick. 

Figure 2.32 shows the resulting transmittance curves.  The Ulrich formula captures 

the minimum quite well, but the roll off is a poor match compared to the reference 

provided by the Ansys HFSS tool.  The formula credited to Arnaud et al also does 

not appear to be a good match with the reference; in addition, there was some 

confusion in the literature regarding this formula, so it is not explored further.  Both 

the Lee et al and the Chen formulae, however, are good matches to the HFSS 

curve although both deviate beyond the minimum.  The modelling for all four 

admittance formulae took less than a second of time on a desktop computer. 
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Figure 2.32.  Propagation matrix formulae verification.  Various admittance formulae 

compared with the results from HFSS. 

2.5.10 FDTD verification 

To verify the basic operation of the FDTD algorithm, the same square patch used 

in the propagation matrix verification (section 2.5.9 and Figure 2.30) was modelled.  

This test layout was settled on very early in the development of the tool as this kind 

of scene was intended to be its main use.  The verification was repeated regularly 

during development of the code surrounding the FDTD.  The transmittance results 

are shown compared to Ansys HFSS in Figure 2.33 demonstrating a good 

consistency with the commercial tool, even into the start of the diffraction zone.  

The phase shift is a good match until the transmitted signal becomes small, this is 

due to the arctangent in the FDTD calculation being applied to the ratio of two 

increasingly small numbers leading to larger errors. 

 

Figure 2.33.  FDTD algorithm verification.  Transmittance and phase shift results for 

a single square patch compared with HFSS.  The FDTD phase shift calculation 

becomes unreliable when the transmitted signal is small and meaningless once 

diffraction occurs. 
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With a grid cell size of 20 µm the FDTD verification took nearly 10 minutes to run 

on a desktop computer.  If the cell size was halved to 10 µm, the run time would 

be eight times longer at 80 minutes.  Comparing these times with the less than one 

second run time reported for the propagation matrix method in section 2.5.9 

distinctly shows the advantage of using that method where it is applicable.  This is 

especially true when used in conjunction with the genetic algorithm which requires 

many runs of the modelling method. 

A nice feature of the FDTD algorithm is the ability to see the behaviour of waves 

during the execution of the model.  Figure 2.34 shows a series of snapshots of a 

cross section of the electric field magnitude as the first cycle of a 150 GHz half-

wave rectified sine wave travels downwards through the same square patch mesh 

(800 µm unit cell, 480 µm patch size).  Two instances of the unit cell are shown in 

each snapshot, the horizontal yellow lines are the edges of two adjacent patches.  

The half cycle is stored on the capacitors formed by adjacent patches before being 

transmitted and reflected.  Notice how the first harmonic (a 150 GHz half wave 

rectified sine wave consists mostly of the fundamental and the first harmonic at 

300 GHz) is stored for longer before being mostly reflected (at 300 GHz not much 

gets transmitted), indicating the higher frequency receives a larger phase shift 

(compare the phase shifts at 150 GHz and 300 GHz in Figure 2.33) . 

 

Figure 2.34.  A half wave rectified sine wave encountering a metal mesh.  Each 

snapshot of the electric field magnitude is advanced 0.33 ps from the previous.  The 
horizontal yellow lines are the edges of the patches forming the mesh, two shown in 

each snapshot.  The wave is travelling downwards. 

2.5.11 Effect of FDTD cell size 

The size of the Yee cell in the FDTD model governs the accuracy of the results 

obtained from it, the smaller the cell, the higher the accuracy.  Smaller cells, 

however, lead to higher memory usage and increased processing time.  A halving 

of the Yee cell increases the memory usage by a factor of eight (three spatial 
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dimensions) and processing time by a factor of sixteen (three spatial dimensions 

plus time).  It is important therefore to understand the effects that the resolution of 

the FDTD grid has. 

Two layers of a metamaterial mesh in vacuum were modelled using FDTD and 

HFSS.  The mesh consisted of a 480 µm square patch in a unit cell of 800 µm and 

thickness of 1 µm.  The layers were spaced apart by 400 µm forming a crude low-

pass filter, see Figure 2.35.  This was modelled in FDTD using Yee cell sizes of 10 

µm, 20 µm, and 40 µm (corresponding to 80, 40 and 20 Yee cells per unit cell). 

 

Figure 2.35.  FDTD verification model.  Metamaterial mesh arrangement used to 

investigate the effect of the FDTD Yee cell resolution on modelling accuracy. 

There are two aspects to the influence of the Yee grid resolution on the modelling 

accuracy.  One is the precision with which the physical dimensions of the parts 

being modelled can be represented on the grid.  For example, a grid that is too 

coarse will distort the shape of the metallic shapes forming the mesh and in 

extreme cases small features may be lost altogether.  The second is the spatial 

(and temporal) precision of the electric and magnetic fields.  Too coarse a grid will 

be unable to represent rapidly varying fields properly, detrimentally affecting the 

results at higher frequencies.   

The transmittance results are shown in Figure 2.36.  It is clear that as the resolution 

of the Yee grid increases, the curves approach the HFSS result.  At low resolutions 

there is a shift of the cut-off frequency towards longer wavelengths along with extra 
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attenuation in the passband.  At 80 Yee cells to the unit cell, the match with HFSS 

is good. 

Ansys HFSS itself shows a similar phenomenon when its FEA mesh is too coarse.  

The mesh is refined by an iterative algorithm that tries to increase its resolution in 

the regions of the model that need it.  The termination of this process is controlled 

by a parameter named “Maximum Delta S”.  The smaller the value of this 

parameter is, the finer is the resulting mesh.  Figure 2.37 shows data collected for 

the low pass filter for three different values, clearly showing a shift of the cut-off 

frequency towards the longer wavelengths when the mesh is too coarse. 

 

Figure 2.36.  FDTD transmittance verification.  Transmittance curves for the low-pass 
filter at three FDTD model resolutions and HFSS. 

 

Figure 2.37.  Effect of mesh coarseness with HFSS.  The mesh must be fine enough 

for the modelling results to converge. 
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The reason for these effects is the discretisation of modelled space interacting with 

the waves travelling through it.  As previously discussed, a coarse mesh or FDTD 

grid will be unable to accurately represent higher frequencies properly, introducing 

an extra impedance effect into the modelling.  It is therefore as important that the 

FDTD cell size is chosen appropriately as it is that the HFSS maximum delta S is 

set to a value that allows the mesh to converge.  

Some basic guidelines for both FDTD and HFSS modelling may therefore be 

stated.  With FDTD when modelling unit cell bases structures use between 40 and 

80 Yee cells per unit cell.  A value between these two limits that is best able to 

represent the dimensions of the scene should be chosen.  In principle, this choice 

also affects the maximum frequency that the FDTD model can represent, but in 

practice, the diffraction limit of the unit cell (generally the interest is in the behaviour 

without diffraction) occurs before this is reached.  The choice of maximum delta S 

with HFSS is a little more complicated as it controls the convergence of the mesh 

refinement, but it should be less than 0.01.  The smaller it is, the more memory 

HFSS requires, so choosing a value that fits in the available memory is usually the 

aim when running on a standard desktop computer. 

2.5.12 FDTD thin layer feature 

The thin layer feature of FDTD that was described in section 2.2.4 effectively 

increases the resolution of the FDTD grid in the z direction.  Since the z direction 

is usually normal to the plane of the metamaterial mesh layers, this allows the 

thickness of the patches in the mesh to be more closely represented by the model.  

To verify the operation of the feature and to quantify the effect on the accuracy of 

the results, the investigation of the previous section, 2.5.10, was repeated with the 

thin layer feature enabled. 

Figure 2.38 compares the normal FDTD 80 Yee cell per unit cell curve with that for 

thin sheet 40 Yee cell per unit cell; the two curves are very close together and both 

are a good match with HFSS.  The thin sheet modification can be thought of as 

effectively doubling the FDTD resolution in models where it is appropriate.  This is 

important from the modelling run time point of view.  The 40 Yee cell per unit cell 

thin sheet version took 5 minutes to run on a typical desktop PC.  The 80 Yee cell 

per unit cell version without the thin sheet modification took more than 90 minutes.  

The fact that the same results can be achieved at half the resolution in 1/16th of 

the modelling time (a doubling in Yee cell resolution leads to a 24 time increase in 

modelling time, due to 3 spatial dimensions plus time) is rather useful. 
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Figure 2.38.  FDTD thin sheet verification.  Transmittance curves for the low-pass 

filter showing the thin sheet modification can be like doubling the Yee cell resolution. 

2.5.13 The propagation matrix method and layer spacing 

The propagation matrix modelling method treats every boundary between 

dielectrics and, since they are considered special boundaries, every metamaterial 

mesh, individually.  When the propagating wave encounters a boundary, the 

associated matrix is used without any reference to other boundaries that may be 

nearby.  This approximation is fine when the boundaries are far apart but can break 

down as they get closer and enter each other’s near field at the frequencies of 

interest.  This is especially true of metamaterial mesh boundaries that can affect 

each other’s admittance characteristics drastically when they are close together. 

During the verification of the propagation matrix method, how the spacing between 

a pair of metamaterial meshes affected the results was investigated.  The 

metamaterial mesh used was a square patch of size 480 µm in a unit cell of 800 

µm.  The admittance data for this patch was collected using FDTD modelling.  Two 

layers of this metamaterial at various layer spacings were then modelled using the 

propagation matrix method and FDTD, see Figure 2.39.  It is apparent that as the 

layer spacing is reduced, the propagation matrix method results deviate from those 

of FDTD. 
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Figure 2.39.  Layer spacing and the propagation matrix method.  Comparing FDTD 

and the propagation matrix modelling methods for two metamaterial mesh layers 

consisting of 480 µm square patches in a unit cell, g, of 800 µm, as the spacing 

between the layers is varied. 

 

Figure 2.40.  Modelling error for the propagation matrix method when metamaterial 

layers get too close together.  A safe limit for accurate results (error < 0.5%) is half 

the unit cell. 
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To quantify this effect, an error value was calculated from the area between the 

propagation matrix transmittance and the FDTD transmittance curves compared 

with the total area under the FDTD curve.  This value was found for a range of 

layer spacings and the results are shown in Figure 2.40 plotted against the layer 

spacing as a fraction of the unit cell.  The modelling error becomes acceptable with 

a layer spacing above about one third of the unit cell.  In this work, a value of one 

half the unit cell is used for safety (where the error is rather less than 0.5%). 
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Chapter 3  
Beyond the square 

Millimetre wave filter devices using metal mesh metamaterials have been 

developed for many years.  Ade et al7 describe the use of meshes consisting of 

square patches for low-pass filters, square holes for high-pass filters and a hybrid 

pattern for band pass filters.  This chapter reports on work exploring the possibility 

of making changes to the conventional square patch shape to better match the 

theoretical transmittance curves for low-pass filters and to increase the range of 

refractive index available from artificial dielectrics.   

Two basic types of filter response were considered in the work reported here: the 

Butterworth and the Chebyshev.  These standard filter types were introduced in 

section 2.4.2 during the discussion of genetic algorithm fitness functions.  There 

are other types of filter (Elliptic, Bessel, etc.) but these two were chosen for the 

purposes of exploring non-square patches as they have reasonably 

straightforward math and are well known.  The exact type of filter was not important 

when looking at what difference the patch shape could make. 

3.1 Searching with the genetic algorithm 

The genetic algorithm and modelling methods described in Chapter 2 were used 

to investigate whether an improvement could be found on the square patch for a 

low-pass filter.  The work described in this section was published in Thompson and 

Pisano111 and Thompson et al112. 

The author’s group at Cardiff have experience in providing low pass filters for 

various instruments (see section 1.1), one of which, with six layers, is introduced 

in section 3.2.3.  The searches reported in this section were, however, restricted 

to four layers to keep the runtime required by step 2 (section 3.1.2) manageable.  

They are also all air-gapped filters (no solid dielectric fills the space between the 

layers).  Direct comparisons with the existing Cardiff filter design were therefore 

not possible, rather the intention was to establish if there were any patch pattern 

variations that might be applicable generally. 

The investigation procedure followed these steps, which are detailed in the 

following sections: 
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1. Find an initial filter design using conventional copper square patches.   

2. Attempt to improve the performance of the design by varying the copper 

patches away from the square shape. 

3. Analyse the resulting patterns. 

Two low-pass filters with cut-off frequencies of 80 GHz were used as examples: a 

seventh order Chebyshev with 0.5 dB passband ripple and a fifth order 

Butterworth. 

3.1.1 Step 1.  Finding initial filter designs 

The initial filter designs using conventional square patches were found using the 

genetic algorithm applied to the propagation matrix modelling method.  The 

standard filter fitness functions described in section 2.4.2 were used.  These 

calculated the area between the measured transmittance curve and the ideal filter 

response, allowing the genetic algorithm to minimise this difference.  The effect of 

step 1 was therefore to find a square patch layout that that had a transmittance 

curve that was close to the theoretical. 

The number of layers used in the filters was fixed at four.  The accepted practice 

for filter design in the Cardiff group is to produce a stack of layers that are identical 

when viewed from either side.  This means that for four layers, the outer two layers 

were required to be identical as were the inner two layers.  This helps the genetic 

algorithm as it is only searching for two layers, keeping the dimensions of the 

parameter search space down (the full set of search parameters for step 1 are 

summarised in Table 3.1).  This is not so important for step 1 (due to the 

propagation matrix modelling method being fast) but for step 2, the extra sets of 

pixel pattern bits for more layers would cause the search space to rapidly become 

infeasible for FDTD modelling. 

The propagation matrix modelling method is capable of handling designs with 

arbitrarily different unit cells on each layer.  However, the second step will use the 

FDTD modelling technique with periodic boundary conditions which requires all the 

layers to have the same periodicity.  Figure 3.1 shows how this requirement was 

enforced while still allowing layers to have different (albeit somewhat constrained) 

unit cells.  The overall periodicity (termed the repeat cell, the same value used for 

all layers) was allowed to vary from 1 mm to 1.8 mm in 256 steps.  This range of 

values was chosen as it covers the values of repeat cell expected for an 80 GHz 

filter; a demonstration of how it is necessary to know something about the expected 
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solution in order to utilise the genetic algorithm effectively.  How many unit cells 

the repeat cell was divided into was then allowed to vary independently for each 

pair of layers.  This parameter, called the ‘repeat factor’, was limited to values of 

1, 2, 3 or 4 (i.e., one-, two-, three- or four-unit cells respectively in the repeat cell, 

the diagram shows three). 

 

Figure 3.1.  Relationship between the repeat cell and the unit cell.  To demonstrate 

how the repeat cell is divided into unit cells this example shows a repeat factor of 3; 

i.e., the repeat cell is divided into a three-by-three array of unit cells (each containing 

a square patch). 

The genetic algorithm also varied the patch size for each pair of layers.  The range 

of values allowed was from 15% to 95% of the unit cell in steps of 5%.  The 

admittances for these patch sizes for a standard unit cell were captured using 

FDTD.  This data was then used by the propagation matrix method in the modelling 

for this step, scaling according to the unit cell as appropriate. 

The layer spacing was another parameter the genetic algorithm was configured to 

modify.  This was allowed to vary from 0.5 to 1 mm in sixteen steps.  This range 

was selected so that the layers did not get too close together and cause the 

propagation matrix modelling to fail (see section 2.5.13) but still covered the values 

expected for an 80 GHz filter. 

This set of search parameters required a genome size of 24 bits for the genetic 

algorithm.  As the modelling used was the propagation matrix method, the genetic 

algorithm could run a thousand generations in around 5 minutes on a regular 

desktop computer, rapidly finding conventional square patch solutions where 

typically 3000 generations were required before no further progress was observed.  
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These runs were executed a few times and the best solution chosen from among 

them. 

Table 3.1.  The search parameters for step 1 . 

Parameter Range Bits 
Repeat cell 1 to 1.8 mm 8 

Layer spacing 0.5 to 1 mm 4 

Patch size layer 1 & 4 15% to 95% 4 

Patch size layer 2 & 3 15% to 95% 4 

Repeat factor layers 1 & 4 1, 2, 3 or 4 2 

Repear factor layers 2 & 3 1, 2, 3 or 4 2 
 

3.1.2 Step 2.  Improving the square patch 

In step 2, attempts were made to improve the performance of the designs by 

converting the square patches from the step 1 solution to NxN pixelated patterns.  

The FDTD modelling method was then used with the genetic algorithm to vary the 

patches away from square keeping the repeat cell size, repeat factor and layer 

spacing fixed at the values discovered by step 1.  These parameters were not 

included in step 2 to avoid inflating the search space beyond that which is feasible 

with FDTD modelling.  This may have caused possible better solutions to be 

missed, but the time required for the patterns only search was at the boundary of 

the cluster compute time available to the author.  The genetic algorithm’s fitness 

function was also kept the same as step 1, the effect being to try to increase the 

conformance of the filter to the theoretical transmittance curve by varying the patch 

shapes. 

The NxN pixel patterns used were based on those described by Ge and Esselle113.  

An 18x18 example is shown in Figure 3.2.  The method of encoding the binary 

data imposes four-fold symmetry on the patterns.  The whole of the repeat cell is 

encoded into a single NxN pixel pattern, the value of N being chosen so that the 

pattern accurately represents the starting square patches without getting too large 

that the FDTD model becomes unusable (there must be at least one FDTD cell per 

binary pattern pixel, preferably two or more). 

As the only parameters the genetic algorithm searches through in this step are the 

two NxN pixel patterns, the genome consists solely of the bits representing them.  

This is still generally larger than the number of bits in the genome of step 1.  The 

number of bits required to represent the patch on a layer was also the main reason 
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for restricting these searches to four layers; any further layers would take the 

required computer runtime beyond that available to the author.  The modelling 

method is also FDTD which requires much more computing power than the 

propagation matrix method.  As a result, it was not feasible to run this step on a 

desktop computer, instead it was run on the Hawk cluster provided by the 

Supercomputing Wales project.  The genetic algorithm was typically run for three 

days (the limit on runtime for a single job, it was theoretically possible to continue 

the search with another run, but this was not practical for this work) using four 

nodes of the cluster, each node containing 40 CPU cores.  Due to the computer 

time required, this genetic algorithm run was only executed once. 

 

Figure 3.2.  An 18x18 pixel plate with four-fold symmetry.  The pattern was 

represented in the genetic algorithm by the binary code indicated in the triangle at the 
top left, the numbers being the bit position in the code. 

The individuals making up the starting step for a genetic algorithm search normally 

have randomly generated genomes.  In this case however, one of the individuals 

was initialised to contain the square patches discovered in step 1.  As a result, the 

genetic algorithm starts from these shapes and slowly improves the result by 

evolving the patterns away from the squares. 

3.1.3 Step 3.  Decompose the results 

The patterns resulting from step 2 typically showed the basic outline of the starting 

square patches with fairly minor changes, for example corners rounded off, extra 

protrusions, holes, etc.  The changes were classified into a number of small groups 
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and removed from the pattern one at a time, using FDTD to acquire the 

transmittance response each time.  An error value was calculated by measuring 

the area between the desired and modelled curves.  Using this, a numerical 

estimate of the effect of each group of changes could be made. 

3.1.4 The Chebyshev filter 

The first example to which this improvement procedure was applied was a seventh 

order Chebyshev with 0.5 dB of passband ripple, cut-off frequency of 80 GHz and 

a stopband running to at least 140 GHz (see Figure 3.5).  The genetic algorithm of 

step 1 was allowed to run for more than 3500 generations.  The best (according to 

the chosen fitness criteria) design discovered was stable for the last 2000 

generations; a good indication that it is a reasonable solution.  It is shown in Figure 

3.3.  Layers 1 and 4 used an 80% square patch with repeat factor of two, layers 2 

and 3 a 70% square patch with a repeat factor of 1.  The repeat cell size was 1.716 

mm, implying a unit cell size of 0.858 mm for layers 1 and 4, 1.716 mm for layers 

2 and 3.  The layer spacing was 0.875 mm. 

 

Figure 3.3.  Chebyshev low-pass filter design from step 1 of the improvement 

procedure. 

The design from step 1 was then used to initialise the genetic algorithm in step 2 

and run for three days on the Hawk compute cluster.  This was long enough for 
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1172 generations to be processed with the result shown in Figure 3.4.  As the 

result was only the best for roughly the last 150 generations there may be further 

improvements possible given more time on the cluster.  For the purposes of this 

study however, the changes that make most difference to the match with the 

desired response are likely to already be present. 

 

Figure 3.4.  Chebyshev low-pass filter step 2.  The starting pattern in the top row and 

the evolved pattern in the bottom. 

The transmittance of the designs from step 1 and step 2 along with the ideal 

Chebyshev low-pass filter response is shown in Figure 3.5.  The response of the 

solution with the patterns improved during step 2 is closer to the ideal Chebyshev 

response in both the passband ripples and the cut-off. 

 

Figure 3.5.  Chebyshev low-pass filter designs.  The transmittance of the designs from 

steps 1 and 2 along with the theoretical Chebyshev response and the cut off, 

stopband and ripple requirements. 
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A look at the losses, as represented by the power that is neither transmitted nor 

reflected, is shown in Figure 3.6.  The losses of the designs from step 1 and step 

2 are the same (certainly within the limits of the accuracy of the FDTD modelling) 

except for a spike in loss in the stopband of the step 2 solution.  The step 2 changes 

have introduced small inductive elements to the layer 1 and 4 patterns in which 

currents can flow dissipating power, especially at high frequencies.  These are 

combining with the capacitance of the patches to produce a resonant circuit at 

around 125 GHz.  Since this is in the stopband of the low pass filter, it won’t have 

much effect on its use as a transmission filter.  However, it will reduce the 

usefulness of the device operating in reflection as a high pass filter as it will put a 

notch in what becomes the passband. 

 

Figure 3.6.  Losses of the Chebyshev low-pass filter designs.  There is an increase in 

loss in the stopband of the design using evolved patterns.   

In step 3 the changes made to the layer patterns by step 2 were removed one by 

one.  At each stage the effect on the transmittance characteristic compared to the 

ideal was quantified.  This was achieved by measuring the area between the 

measured curve and the theoretical response, expressed as a percentage of the 

total area under the theoretical response.  The patterns and errors are summarised 

in Figure 3.7.   These results indicate that the changes made to the square patches 

by step 2 led to an almost halving of the error in the transmittance curve compared 

with the ideal Chebyshev response.  Bear in mind, however, that the step 1 error 

was already quite small (at 4.08%) so the improvement (to 2.15%) itself is small 

and is mostly in the match with the passband ripples.  They go on to show that the 

majority of the improvement comes from the rounding of the corners of the large 

square patches of layers 2 and 3.  A further useful improvement comes from the 
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changes made to the outer corners of the smaller squares of layers 1 and 4.  Other 

changes only make small contributions. 

 

Figure 3.7.  Chebyshev low-pass filter step 3.  The effect of each change to the 

patterns as indicated by the error calculated from the area between the ideal 

transmittance curve and transmittance curve of the pattern. 

3.1.5 The Butterworth filter 

The improvement procedure was applied to a second example; a fifth order 

Butterworth low-pass filter, again with a cut-off frequency of 80 GHz, see Figure 

3.10.  In order to get a reasonable response from only four layers, it was found 

necessary to bring the stopband limit down to 120 GHz (cf. the Chebyshev low-

pass first example where the stopband extended to 140 GHz).  It turned out to be 
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quite difficult for the genetic algorithm to achieve a Butterworth response with 

minimal ripple in the passband. 

Step 1 of the procedure settled on the design shown in Figure 3.8.  This consisted 

of four layers all with the same unit cell of 1.789 mm with a layer spacing of 1.167 

mm.  Layers 1 and 4 contained square patches occupying 30% of the unit cell, 

while layers 2 and 3 contained 60% squares.  The genetic algorithm was run for 

more than 5400 generations with the solution appearing around generation 4000 

and remaining stable thereafter. 

The layers were converted to 20x20 pixelated plates to initialise the genetic 

algorithm of step 2.  This was then run for three days on the Hawk cluster managing 

2048 generations.  The improved solution, which had only been discovered a few 

generations from the end of the run, is shown in Figure 3.9.  The small square 

patch of layers 1 and 4 has been evolved almost to nothing replaced by a scattering 

of small dots.  This implies that the small squares are having very little effect on 

the transmittance curve.  The larger squares of layers 2 and 3 have had their 

corners modified. 

 

Figure 3.8.  Butterworth low-pass filter design from step 1 of the improvement 

procedure. 
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Figure 3.9.  Butterworth low-pass filter step 2.  The starting pattern in the top row and 

the evolved pattern in the bottom. 

The transmittance curves for the solutions of stage 1 and stage 2, along with the 

ideal response, are shown in Figure 3.10.  This shows that the improvement made 

by stage 2 is marginal.  Using the area between a transmittance curve and the 

ideal response as a measure of the error once more, the evolved solution manages 

to reduce the error by just 8%.  In addition, most of the improvement comes about 

from better conformance to the ideal curve on the approach to the stopband, 

arguably a region that is of lesser importance, at the expense of a little more 

attenuation in the passband. 

 

Figure 3.10.  The transmittance of the Butterworth low-pass filter designs from steps 

1 and 2 along with the theoretical response. The cut off and stopband requirements 
are also shown. 

It was felt that the changes made to the square patches by step 2 affected the 

performance so marginally it was not worth proceeding to step 3.  However, the 
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losses were measured and are shown in Figure 3.11.  There is a slightly raised 

loss around the cut-off frequency but nothing that can be regarded as significant. 

 

Figure 3.11.  Losses of the Butterworth low-pass filter designs.  There is no significant 

difference in the loss between the step 1 and step 2 designs. 

3.1.6 Conclusions 

The success of the genetic algorithm search for patterns that might improve on the 

conventional square patch was mixed.   

In the Chebyshev case, which accepts some passband ripple in exchange for a 

steeper cut-off, there were measurable gains made.  It proved possible to improve 

the performance in the passband, reducing the ripple and making it conform more 

to the theoretical response.  The error was reduced from 4.08% to 2.15% (the error 

was calculated as the area between the measured curve and the theoretical curve 

expressed as a percentage of the total area under the theoretical).  The best 

change being the rounding of the corners of the square patches.  Due to the Covid-

19 pandemic, it was not possible to construct the improved design and verify the 

modelling, this must remain as further work.  The new design’s rounded corners 

may ease the manufacturability a little, although this is likely offset by the fine detail 

of the patches.   

Improvements to the Butterworth response were a lot harder to come by.  No 

improvement in the passband was managed, the only effect achieved being a 

slightly better match with the theoretical response at the entry to the stopband.  

The conclusion for this filter response is to stay with square patches.  The vast 

majority (if not all) of low pass filters designed and manufactured by the Cardiff 

team have a maximally flat, Butterworth style, response.  These results indicate 
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that the current practice of keeping the patch corners as sharp as possible should 

not be changed. 

The nature of the genetic algorithm, being a method driven by random numbers, 

does not guarantee that the optimal solution is found.  Nor does it provide an 

indication whether any given solution is optimal.  If the search space is visualised 

as a two-dimensional surface with hills, the aim being to find the top of the highest 

hill, the algorithm is good at finding the top of a hill.  It also can jump between hills 

to avoid getting stuck on a local maximum although this effectively gets harder the 

nearer to the top of the highest hill the current hill is.  But it can never know if it is 

on the highest hill.  Running the algorithm multiple times can indicate the possibility 

of an optimal solution if the same solution is found each time.  In the work reported 

here, the results were not significant enough to pursue multiple runs given the 

scarcity of compute cluster runtime available to the author. 

3.2 The super-capacitive patch 

The genetic algorithm is a reasonably effective method of searching a multi-

dimensional parameter space.  The search itself is not directed by any knowledge 

of the physical realities embodied by the genomes; only in the evaluation of the 

fitness function for each individual does this become relevant.  Having obtained 

mixed results using this blind search method, the underlying physics of the 

operation of a low-pass filter using square patches was considered instead and a 

reasoned approach to improvements was tried.  The work described in this section 

was published in Thompson et al114. 

3.2.1 Increasing the capacitance of a patch 

The property of the regular array of square patterns that controls the behaviour of 

the low-pass filter is the capacitance between adjacent patches, 𝐶, shown in Figure 

3.12.  Much like an electronics parallel plate capacitor, this capacitance is 

proportional to the length of the patch edges that run next to each other and 

inversely proportional to the gap between the edges.  The manufacturing process 

used to produce the patches imposes a minimum feature size which defines a 

lower limit for the gap (this ranged from 1 to 10 µm for the processes available at 

Cardiff University).  There is, therefore, a maximum possible capacitance for any 

chosen unit cell, 𝑔.  Another way to increase the capacitance is to increase the 

size of the unit cell and thus the square patch, but this will tend to lower the 

frequency at which diffraction occurs. 
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Figure 3.12.  Capacitors and dimensions of a square patch mesh.  The capacitances, 

𝐶, between adjacent patches affect filter performance, the unit cell, 𝑔 controls the 

diffraction limit. 

A diffraction grating consists of a series of narrow slits at regular intervals, see 

Figure 3.13.  A diffraction pattern appears on the right of the grating with peaks at 

angles 𝜃G (where 𝑚 is an integer) given by the well know diffraction grating 

equation  (for example Harvey and Pfisterer115) 

sin 𝜃G =
𝑚𝜆
𝑑

 3-1 

where 𝜃G is the mth diffraction peak, 𝜆 is the wavelength and 𝑑 is grating spacing.  

It can be shown that the first diffraction peak (𝑚 = 1, the main undiffracted peak is 

𝑚 = 0) appears when sin 𝜃% ≤ 1 and therefore when 

𝜆 ≤ 𝑑	. 3-2 

 

Figure 3.13.  Diffraction grating and interference.  Interference occurs between 

adjacent rays after the grating due to their differing path lengths (𝑑 sin 𝜃).  Maxima 

occur when the path length difference is an integer number of wavelengths. 
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The capacitive square mesh can be thought of as a pair of diffraction gratings one 

horizontal, one vertical (Figure 3.14).  The unit cell, 𝑔, of the capacitive mesh 

therefore corresponds to the diffraction grating spacing parameter 𝑑.  It follows that 

to avoid diffraction effects becoming significant, we must keep 𝜆 ≤ 𝑔.  Therefore, 

increasing the unit cell will consequently reduce the frequency at which diffraction 

causes problems. 

 

Figure 3.14.  Capacitive mash as a diffraction grating.  The mesh acts as a diffraction 

grating both vertically and horizontally.  The unit cell, 𝑔, is the equivalent of the 

diffraction grating’s 𝑑 parameter. 

If the conventional shape is abandoned, the length of the adjacent sides can be 

increased, without changing the unit cell, by allowing finger-like protrusions to grow 

out of the square patch into sockets in the adjacent patch, a pattern that was 

named the super-capacitive patch, as shown in Figure 3.15.  A version of this 

approach using a short finger was described by Zhang et al39.  The minimum 

feature size of the manufacturing process, 𝑑, defines the width of the fingers and 

the sockets into which they fit.  Multiple fingers are possible, their maximum length 

diminishing as the socket into which they fit cannot be allowed to collide with a 

socket in the other direction. 

The maximum length of the 𝑛th finger for a given unit cell, 𝑔, and minimum feature 

size, 𝑑, is given by 

𝑙4(G51) = 𝑔 − (4𝑛 + 1)𝑑	. 3-3 
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Figure 3.15.  A super-capacitance patch with two fingers, horizontally and vertically, 

shown at their maximum extent to increase the capacitance between adjacent 

patches. 

At this point it is noted that the pattern is no longer fourfold symmetric which can 

lead to the mesh behaving differently for different polarisations of incident light; an 

effect called birefringence.  In a capacitive mesh, this comes about due to the 

capacitance encountered by different polarisations being different.  Figure 3.16 

shows a mesh with a square unit cell, 𝑔, containing rectangles with sides 𝑏1 =

4𝑔 12⁄  and 𝑏- = 10𝑔 12⁄  and spacing between rectangles of 2𝑎1 = 8𝑔 12⁄  and 

2𝑎- = 4𝑔 12⁄ .  As explained previously, the capacitances are proportional to the 

length of adjacent patch edges and inversely proportional to the spacing between 

the edges.  The capacitances (in arbitrary units) are therefore 𝐶1 ∝ 𝑏1 𝑎-⁄ = 1 and 

𝐶- ∝ 𝑏- 𝑎1⁄ = 5 4⁄ .  A wave travelling in the z direction (out of the page) with x 

polarisation (its electric field oscillating in the x direction) will only see the 𝐶1 

capacitors while a y polarised wave will only see the  𝐶- capacitors.  These effects 

are avoided with the super-capacitive patch because the capacitances in the two 

polarisations are identical due to the lengths of the adjacent patches in each 

direction being equal. 
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Figure 3.16.  A birefringent mesh.  The capacitance between the patches in the x and 

y directions (𝐶! and 𝐶") are different.  This leads to the differing effects on waves 

(travelling in the z direction) polarised in the x and y directions. 

3.2.2 Extending the progression 

The super-capacitive patch can be used to extend the sequence of conventional 

capacitive square patches, see Figure 3.17.  In a given unit cell, the sequence 

starts with a square patch of the minimum feature size (step 1 in the figure) and 

grows to a maximum square patch of unit cell size minus the minimum feature size 

(through step 2 to step 3).  The first finger then starts to extend into the adjacent 

unit cell (step 4) and grows to its maximum size (step 5) when the neck between 

sockets falls to the minimum feature size.  The second finger then starts to grow 

(step 6) up to its maximum length (step 7).  Further fingers can then grow in turn 

(step 8), limited by the number of fingers that can be fitted in. 

In order to make referring to patterns in this sequence easier, a parameter called 

the patch ratio was defined.  It can be regarded as an extension of the method of 

identifying conventional square patches by the percentage of the unit cell they 

cover.  It is given by 

𝑝 = 100
𝑏 + ∑ 𝑙4E

4J%

𝑔
 3-4 
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where 𝑏 is the size of the square part of the patch, 𝑁 is the number of fingers, 𝑔 is 

the unit cell size and 𝑙4 is the length of the 𝑛th finger.  The patch ratio is roughly 

proportional to the capacitance between adjacent patches. 

 

Figure 3.17.  Sequence of square and super-capacitive patches. 

The properties of an example set of these patterns with unit cell 𝑔 = 160	µm and 

minimum feature size of 𝑑 = 10	µm was investigated by modelling them using 

HFSS.  This sequence starts with the minimum conventional square patch of 10µm 

(patch ratio 𝑝 = 6) rising to the maximum square patch of 150 µm (𝑝 = 94).  The 

first finger then grows from its minimum length of 10µm (𝑝 = 100) to a maximum 

of 100 µm (𝑝 = 156) followed by the second finger to 60µm (𝑝 = 194).  Finally, a 

third finger up to 20 µm (𝑝 = 206) can also be fitted in. 

A selection of the transmittance and phase shift curves for this example sequence, 

embedded in polypropylene, are shown in Figure 3.18 and Figure 3.19 

respectively.  The diagrams mark four regions of interest. 
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Figure 3.18.  Transmittance curves of selected steps from the 𝑔 = 160	µm super-

capacitive patch sequence. 

 

Figure 3.19. Phase shift curves of selected steps from the 𝑔 = 160	µm super-

capacitive patch sequence. 

The operational region covers the first part of the transmittance curve as it 

descends towards zero.  The upper boundary of this region therefore varies with 

patch ratio.   It can be seen that the curves for the patch ratio 138 and 206 super-

capacitive patches in the operational region nicely extend the sequence that ends 

with the patch ratio 94 conventional square.  
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Between the operational region and the diffraction limit (around 1250 GHz for this 

example) is the resonance region.  This region does not exist for the conventional 

square patches, the super-capacitive patch curves however display various 

transmittance peaks.  This is not surprising as the patch pattern contains 

embedded features that are similar to shapes well known for resonant behaviour, 

the split ring resonators of Schurig et al14 for example.  The precise details of these 

peaks appear to vary quite rapidly with the exact dimensions of the fingers, as a 

result, it will be shown that it is reasonably easy to suppress them in filter designs. 

The diffraction region is the zone beyond the diffraction limit.  This is the effective 

limit of the proper operation of devices made with these meshes.  It is dependent 

only on the unit cell size as expressed in Equation 3-2. 

In addition, a GRIN region is marked.  This is generally the zone utilised for making 

the artificial dielectrics used in graded index lenses. A subject that will be returned 

to in section 4.3.5. 

3.2.3 Making a filter 

The observation that the super-capacitive patch can be regarded as an extension 

of a sequence of conventional capacitive square patches from a transmittance 

point of view raises the question of using them in filter designs.  Will the super-

capacitive patch characteristic have any useful properties that a filter can take 

advantage of? 

The most apparent property is that the diffraction limit is at a much higher 

frequency than the first minimum in the transmittance curve.  With a conventional 

square patch, the diffraction limit is reached shortly after this minimum.  If a suitable 

set of patterns can be arranged to suppress the various resonances between the 

first transmittance minimum and the diffraction limit can be found, a low-pass filter 

with a large stopband may be possible. 

Somewhat less obviously, the extended range of characteristics available may 

make it less necessary to use layers with differing unit cells.  This is advantageous 

from an HFSS modelling point of view as it keeps the necessary model dimensions 

small.  For example, consider a design that consists of two layers, one with a 400 

µm unit cell the other with 500 µm.  To model this in HFSS using periodic boundary 

conditions, a periodicity must be found that contains an integer number of unit cells 

for both layers.  In this case, a 2000 µm period with the layers containing five and 
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four unit cells respectively.  This leads to a much bigger model than might be 

otherwise expected, with increased computer memory requirements and run time.   

To investigate, an existing low-pass filter following a standard design was chosen.  

Amongst other uses, this filter was employed in instrumentation mounted on the 

Atacama Cosmology Telescope, described by Fowler et al116 and by Swetz et al117.  

It consisted of six layers of square patch meshes embedded in polypropylene.  The 

specification was for a low pass edge filter operating at 1 K for the 148 GHz 

telescope tube, with a cut off at 186 GHz, 200 dB/octave roll off and less than 0.2 

dB ripple in the ultimate passband (138 to 158 GHz, defined by a subsequent 

bandpass filter).  The resulting design was modelled here at ambient temperatures 

at which it has a cut off at 200 GHz.  This is a real-world millimetre wave low pass 

filter design that is Butterworth like in the desired part of the passband but has 

significant ripple (cf. Chebyshev characteristics) at lower frequencies. 

The genetic algorithm was used with the propagation matrix modelling method to 

search for solutions using super-capacitive patches with a minimum feature size 

of 12.5% of the unit cell in order to reduce attenuation in the passband.  The 

admittance data used by the modelling method was derived from transmittance 

and phase shift data collected through HFSS modelling.  The search was limited 

to three pairs of identical layers (six layers in total), all with the same unit cell size.  

The unit cell size itself, along with the three patch ratios and the layer spacing 

made up the dimensions of the search space.  Like the existing filter, the layers 

were separated by polypropylene sheets of appropriate thickness. 

 

Figure 3.20.  Super-capacitive low-pass filter model.  A single unit cell of a super-

capacitive patch design for a low-pass filter to reproduce the behaviour of the 
standard filter. 
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After more than 4300 generations, the genetic algorithm settled on the solution 

shown in Figure 3.20.  This solution had been unchanged for the last 1500 

generations so should be a reasonable design given the search constraints used.  

It consisted of layers with patch ratios of 88.75 (layers 1 and 6), 111.25 (layers 2 

and 5) and 118.75 (layers 3 and 4) on a unit cell of 198 µm with a layer spacing of 

260 µm (compared with the existing design’s 400 µm and 500 µm unit cells and 

240 µm layer spacing).  The polypropylene dielectric slab that the layers were 

embedded in was 2.04 mm thick. 

The resulting filter design was then modelled in HFSS.  The transmittance 

characteristic, along with that of the standard low-pass filter, is shown in Figure 

3.21.  The conventional design has a stopband that goes to roughly 400 GHz which 

corresponds to the diffraction limit.  In contrast, the theoretical diffraction limit of 

the new design is beyond 1000 GHz allowing a much larger stopband, although 

there is a small burst inside it where the resonance region is incompletely 

suppressed.  Further work is necessary to confirm the diffraction limit is at the 

frequency expected from the unit cell size.  However, the shape of the passband 

of the new design is a little compromised when compared with the standard design. 

 

Figure 3.21.  Super-capacitive low-pass filter transmittance.  Transmittance curves of 

low-pass filters implemented using square patches and super-capacitive patches.  

The peaks in the stop band from around 400 GHz upwards are due to resonances 

that have not been completely suppressed for the super-capacitive patch filter as 
opposed to diffraction for the square patch filter. 

3.2.4 Conclusions 

It was shown that growing fingers into the adjacent cell does indeed increase the 

capacitance of the pattern beyond that available from a conventional square patch.  

The resulting transmittance and phase shift curves raised the possibility of building 

a low-pass filter with a diffraction limit much further away from the filter roll off than 
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is usual with a square patch filter (for example, a diffraction frequency limit at more 

than twice that of an established conventional filter).  Such an example filter was 

modelled and compared with an equivalent conventional filter and shown to be 

feasible.  Further work is necessary to improve the roll off and suppress more 

signal in the stopband as well as to build and test an implementation.  The 

approach shows promise as a method of increasing the useful frequency range of 

lowpass filters. 

The super-capacitive patch is a much more complex shape than the squares that 

are normally made by the Cardiff group.  However, the dimensional accuracy of 

the process used is easily sufficient to accurately create the examples that have 

been modelled, so there’s a reasonable level of confidence that manufacturing 

won’t significantly compromise their performance.  The sharpness of the corners 

of square patches is something the group knows to be important to the 

performance of conventional filters and the manufacturing process is already 

geared towards achieving this.  The further work of demonstrating the performance 

of a real-life device is still important though, to prove this confidence is not 

misplaced. 

3.3 Pattern catalogues 

The complete set of NxN binary plates used by the genetic algorithm in section 3.1 

may be hiding some interesting characteristics and a searchable catalogue would 

be useful.  However, the total number of patterns for useful values of N is rather 

large.  Various strategies can be used to reduce this number to a manageable size 

to allow the FDTD modelling to be performed on a cluster computer in a sensible 

amount of time. 

3.3.1 Symmetries 

The most obvious method of reducing the number of patterns needing modelling 

to produce a catalogue is to employ symmetries, of which there are two broad 

kinds.  The first symmetries discussed constrain the patterns that make up the 

catalogue.  The second type avoid remodelling patterns whose characteristics can 

be inferred from an already modelled pattern. 

The set of binary patterns evolved by the genetic algorithm in section 3.1 are 

required to be four-fold symmetric.  For a 10x10 catalogue, this reduces the 

number of patterns to 32768.  A more interesting set of patterns would be those 

that only have two-fold symmetry, which would include many with birefringent 
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characteristics.  A 10x10 catalogue with this symmetry would contain 2$K =

33,554,432 patterns.  These two symmetries are shown for 10x10 patterns in 

Figure 3.22. 

 

Figure 3.22.  Four-fold and two-fold symmetries.  Four-fold symmetries prevent any 
birefringent patterns. 

Table 3.2.  Pattern symmetries.  Seven symmetries that can be used to avoid 

duplicate modelling of patterns that are equivalent. 

 Symmetry Example Admittance 
Modification 

a Half a unit cell 
translation in the x 
direction 

  

None 

b Half a unit cell 
translation in the y 
direction 

  

None 

c Half a unit cell 
translation in both 
directions 

  

None 

d 90 degree rotation 

  

Swap the x and 
y components 

e Half a unit cell x 
translation and a 90 
degree rotation 

  

Swap the x and 
y components 

f Half a unit cell y 
translation and a 90 
degree rotation 

  

Swap the x and 
y components 

g Half a unit cell 
translation in both 
directions and a 90 
degree rotation   

Swap the x and 
y components 
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Seven other symmetries were identified that can be used to avoid redundant 

modelling runs, detailed in Table 3.2.  To a first approximation, they each reduce 

the number of unique patterns by nearly a factor of 2 (some patterns when 

translated remain unchanged).  The first three symmetries (a, b and c) are pure 

translations that do not affect the characteristics of the patterns.  The remaining 

four (d, e, f and g) involve a rotation that requires the x and y components of the 

complex admittance to be swapped. 

3.3.2 A 10x10 four-fold symmetrical catalogue 

As a proof of concept, a catalogue of the 32768 10x10 binary patterns with four-

fold symmetry was created using the Hawk cluster, taking approximately 5½ days 

using 16 nodes each with 40 cores.  The FDTD model was run using four FDTD 

cells per binary pattern pixel and an 800 µm unit cell.  The complex admittance 

was recorded for each pattern in the frequency range 2 to 400 GHz at 2 GHz steps.  

The transmittance and phase shift data derived from this is presented in Figure 

3.23 for four of the patterns.  The frequency axis has been generalised by 

expressing the wavelength as a fraction of the unit cell. 

 

Figure 3.23.  Four-fold 10x10 binary pattern catalogue, four consecutive patterns.  

The transmittance information can help with the choice of patterns for filters while the 

phase shift indicates how waves are delayed. 
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For access information and the details of the format of the full catalogue see 

Appendix C. 

3.3.3 Classifying the patterns in a catalogue 

Making sense of the behaviour of the patterns within a catalogue is an issue given 

the number of entries.  Some method of sorting the patterns according to the 

shapes of the admittance curves could make the catalogue more useful by making 

it easier to browse.  Figure 3.24 shows the transmittance for a set of inductive 

patterns that provide a progressive sequence of curves that was assembled by 

hand.  Manually sorting a whole catalogue (32768 patterns in the four-fold 10x10 

catalogue for example) would be quite a task; an automated approach would be 

better. 

 

Figure 3.24.  A sequence of inductive patterns from the four-fold 10x10 binary pattern 
catalogue.  These patterns are small variations on the conventional square hole 

inductive grid that provide a reasonable progression of transmittances. 

An attempt at an automated classification involved fitting the fifth order polynomial  

𝑦 = 𝑓𝑥K + 𝑒𝑥" + 𝑑𝑥# + 𝑐𝑥$ + 𝑏𝑥 + 𝑎 3-5 

to each transmittance curve and using the resulting coefficients (𝑎 to 𝑓) to sort the 

patterns into bins.  The method employed for splitting the six-dimensional 

coefficient space into bins was quite crude.  The space was initially linearly split 

into 4x4x4x4x4x4 hypercubes.  Bins that were then found to be empty were 

discarded while those that had more than 3000 entries were further split into 
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4x4x4x4x4x4 smaller hypercubes.  This was repeated until no bin had more than 

3000 entries.  This resulted in the 32768 patterns of the four-fold 10x10 catalogue 

being sorted into 117 bins. 

The results of the sorting were a little mixed but showed promise.  Two example 

bins are listed in Table 3.3 both containing eight patterns.  The transmittance 

curves of the patterns in bin 54 all conform to the same basic shape consisting of 

two maxima, shown in Figure 3.25.  In an ideal scenario, pattern codes 14885 and 

23078 should maybe not be classified in this bin. 

Table 3.3.  Two example fitted polynomial classification bins. 

Id  a b c d e f 

24 
min -1 0 0 0 0 -5x10-51 

max 0 5x10-11 5x10-21 1x10-30 5x10-41 0 

54 
min 0.5 -5.1011 0 1.25x10-21 0 -1.25x10-51 

max 0.75 -3.75x10-11 1.25x10-21 7.96x10-22 1.25x10-41 2.97x10-67 

 

 

Figure 3.25.  The transmittance curves from classification bin 54 containing eight four-

fold 10x10 patterns.  In this bin pairs of patterns have transmittance curves that 

completely overlay each other and are therefore plotted as single curves. 

Figure 3.26 shows the transmittance curves for four patterns assigned to 

classification bin 24.  This collection is somewhat less coherent; pattern codes 

13938 and 18393 are very similar, code 127 is less so but could still belong with 

them, however pattern code 3450 is very different. 
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Fitted polynomials do show promise as a method of classification but the 

boundaries between the bins requires more investigation which remains as further 

work. 

 

Figure 3.26.  Transmittance curves from classification bin 24 containing four four-fold 

10x10 patterns. 

3.3.4 Corner-to-corner pixels 

The four-fold 10x10 catalogue described above contains many patterns with pixels 

that are only touching at their corners, one such is shown in Figure 3.27.  The 

question is: are these pixels touching or not?  The answer critically affects any 

currents that may be flowing and, in some cases, could change the overall nature 

of the pattern between inductive and capacitive. 

 

Figure 3.27.  Corner-to-corner pixels.  A 10x10 binary pattern containing two pixels 

(marked A and B) that are touching only at their corners. 
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To investigate how different modelling methods treat corner-to-corner pixels, the 

patterns shown in Figure 3.28 were modelled in both FDTD and HFSS.  In (a), the 

figure shows the large black squares touching corner-to-corner.  In (b) the squares 

have corners removed so that they clearly do not touch.  Finally, in (c) the squares 

are made to connect with little bulges at their corners.  The patterns were modelled 

using periodic boundary conditions in a 960 µm unit cell. 

 

Figure 3.28.  Corner-to-corner pixel test patterns used in the investigation.  The large 

squares are touching or not depending on pixels added or removed from the pattern. 

 

Figure 3.29.  Transmittances for the corner-to-corner test patterns calculated by 

FDTD and HFSS. 

The transmittances calculated from the two modelling methods are shown in 

Figure 3.29.  The touching and not touching cases show obvious inductive and 

capacitive curves in both FDTD and HFSS.  The corner-to-corner pattern is, 

however, treated differently by the two methods.  In HFSS the two squares are 

considered to be touching; the curve has the characteristics of an inductive pattern.  

The FDTD method has produced a curve that is halfway between capacitive and 

inductive, it has made an attempt at handling the corner-to-corner case that is 

neither connected nor disconnected. 
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Considering the manufacture of metamaterial meshes incorporating corner-to-

corner pixels like this, a problem is immediately apparent.  It is going to be pretty 

much impossible to reliably reproduce the exact corner-to-corner effect.  In all 

cases, the corners will be completely connected or completely disconnected; 

probably pseudo-randomly depending on the exact details of the manufacturing 

process.  Measuring real devices will therefore always produce curves 

corresponding to connected or disconnected corners and never the corner-to-

corner curve that FDTD reports.  In addition, to achieve consistent results it is 

important to either deliberately connect or disconnect the corners during modelling 

and manufacturing. 

Manufacturing limitations, combined with the modelling uncertainty, is leading to 

the conclusion that patterns with corner-to-corner pixels can be omitted from the 

catalogue.  This will have an enormous effect on the number of patterns that need 

to be modelled to complete a catalogue as there will be large numbers of corner-

to-corner cases. 

3.3.5 A 10x10 two-fold symmetric catalogue 

Taking the symmetries of Table 3.2 and the corner-to-corner pixel conclusion into 

account, a catalogue of 10x10 binary patterns with two-fold symmetry becomes 

feasible.  The total number of patterns would be 225=33,554,432.  Removing all the 

patterns with corner-to-corner pixels reduces this to 5,735,478.  Using the 

symmetries will leave approximately 45,000 unique patterns that require 

modelling.  The FDTD models were again run on the Hawk cluster computer 

provided by the Supercomputing Wales project. 

Figure 3.30 shows the transmittance and phase shift curves for three of four 

consecutive patterns.  Due to the two-fold symmetry, these patterns will generally 

have a birefringent response, the x and y components of the complex admittance 

have therefore been recorded.  The fourth pattern (code 221) has not been 

modelled due to having corner-to-corner pixels. 
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Figure 3.30.  Two-fold 10x10 binary pattern catalogue, four consecutive patterns.  

Patterns with corner-to-corner pixels were not modelled. 

One question that occurs is whether the two components of birefringent patterns 

could be modelled separately by converting each two-fold pattern into a pair of 

four-fold patterns.  This would drastically reduce the number of patterns that would 

need to be modelled to generate a catalogue (2𝑚 rather than 𝑚$, where 𝑚 is the 

number of patterns visible to one component).  It is not obvious to this author how 

this could be done, so it will remain as further work. 

For access information and the details of the format of the full catalogue see 

Appendix C. 
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3.3.6 Using the catalogue data 

The catalogues described in sections 3.3.2 and 3.3.5 provide complex admittance 

data for each pattern in the set.  This data is suitable for use with the propagation 

matrix method which can therefore be used to investigate the properties of multi-

layer structures made from these patterns.   

As a demonstration, a pair of layers were chosen from the four-fold symmetric 

catalogue, the catalogue entries shown in Figure 3.31.  These patterns and their 

associated complex admittance data were loaded into the FDTD modelling tool as 

two layers on an 800 µm unit cell with a layer spacing of 400 µm.  The same model 

was also constructed in HFSS.  All three modelling methods were then run: 

propagation matrix method, FDTD and HFSS.   

 

Figure 3.31.  The chosen four-fold patterns for the usage test.  Patterns without 
corner-to-corner pixels were chosen to avoid modelling comparison difficulties. 

The results are shown in Figure 3.32 (alongside a view of the layers in HFSS).  

The propagation matrix method ran in less than one second, the FDTD and HFSS 

run times were both around 10 minutes.  The results, both for transmittance and 

phase shift, are all remarkably similar clearly indicating the usefulness of the 

catalogue in the rapid assessment of potential pattern combinations with the 

propagation matrix method.   
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Figure 3.32.  Two four-fold pattern verification.  The three modelling methods agree 

except for the phase shift from 200 to 250 GHz where the transmittance is around 

zero.  A view of the model in HFSS is shown on the left. 

3.3.7 Conclusions 

Using the Hawk cluster provided by Supercomputing Wales, catalogues of 10x10 

binary patterns with both four-fold and two-fold symmetry were produced and are 

available for use (see Appendix C).  In the two-fold case, this was made feasible 

by omitting all patterns containing pixels that only touched at their corners; patterns 

that are extremely difficult, if not impossible, to manufacture.  A method of 

classifying patterns by their response was attempted, but a properly useful system 

remains as further work.  The use of the propagation matrix modelling method with 

the catalogue data was demonstrated. 
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Chapter 4  
Lenslet design 

The main aim of the work reported by this thesis was to improve the design of 

meta-material lenslet arrays such as those described in Pisano et al.78 in ways that 

might increase their performance or make them easier to manufacture.  The 

improvements presented are widely applicable but were developed with two lenslet 

specifications in mind, one using a polypropylene dielectric and one using silicon, 

shown in Table 4.1. 

Table 4.1.  The specifications of the example lenses that were the focus of the lenslet 

design work reported in this chapter. 

Dielectric Polypropylene Silicon 

Diameter 6.3 mm 6.3 mm 

Center 
frequency 

200 GHz 150 GHz 

Bandwidth 200 GHz 100 GHz 

Focal length 2 mm 2 mm 

Minimum layer 
spacing 

10 µm 100 µm 

Minimum feature 
size 

10 µm 2 µm 

 

These lenslets were chosen as proofs of concept and are typical of those 

employed in lenslet arrays intended for use in the focal plane of CMB instruments.  

The detection of B-mode polarisation, as introduced in section Chapter 1, requires 

very sensitive instrumentation and therefore components that impose the minimum 

of loss and distortion on the signal.  As the device that collects the light onto the 

detectors, the lenslet array is important in this respect.  The lenslets must collect 

light and focus it onto the detectors with as little chromatic aberration and radial 

distortion as possible. 

To reduce the effects of thermal noise, CMB instruments operate at cryogenic 

temperatures, for which a lenslet using a silicon substrate is most appropriate.  A 

polypropylene based lenslet design was also produced with the intention of using 

the in-house manufacturing facilities to make them.  While polypropylene devices 

have been used at temperatures of a few Kelvin, thermal contraction problems 
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make silicon a better choice.  It will be seen, however, that the significant difference 

in the refractive index of the two dielectrics has a major effect on the design. 

The stacks of metal mesh grids that are used to implement the artificial dielectrics 

also act as low pass filters and therefore attenuate the signal above a cut-off 

frequency.  Hence it is important to arrange for this cut-off frequency to be above 

the desired operating frequency band of the lens.  A method of assessing this 

effect is discussed along with the associated limits on the lens design.  

The manufacturing processes available imposed the minimum feature sizes listed 

in the table.  The minimum feature size affects a number of design decisions and 

limits what can be achieved.  Ways of overcoming these limits are also explored. 

4.1 Simple path length lenslet design method 

To design an operating metamaterial lenslet, the paths taken by light on its journey 

through the device must be considered.  Considering rays starting at the focus and 

travelling through the lens, the structure must apply sufficient phase shift for them 

all to emerge from the lenslet in parallel.  This also means, due to the reversibility 

of light, that the phase shift applied is enough to converge parallel light rays to the 

same focus.  The simplest approach, that assumes all the ray bending occurs at 

the start of the metamaterial zone, is shown in Figure 4.1.  Many authors, for 

example Nguyen et al.63, Chen et al.59 and Tao et al.118, used a method like this in 

their work.  It is most appropriate for devices that are thin (𝑏 < 𝜆) where the ray 

bending assumption is relatively accurate. 

The figure also shows another feature of all the lenslets considered; the focus point 

is designed to be at the surface of the dielectric that carries the metamaterial grids.  

This allows an antenna to be constructed on this surface and eliminates one 

dielectric boundary the light must travel through.  The dielectric boundary through 

which the parallel rays pass is still present however and must be accounted for. 

The focal length, 𝑑, is 2 mm for these example lenses, leading to a relatively small 

f-number of 3.15.  This is due to the sinuous antennas the design is intended for.  

These are small (around 1 mm in size) and have a wide main lobe which implies 

the lens must be positioned close to match.  This does make the lens design a little 

more challenging. 
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Figure 4.1.  Simple path length design model.  Light ray paths through the lenslet 

assume all the ray bending occurs at the start of the structure. 

The phase of each ray, 𝜙G, with a wavelength in the dielectric, 𝜆L, as it reaches 

the top of the metamaterial column, 𝑚, is calculated by considering the path length, 

𝑤G.  This is given by: 

𝜙G =
2𝜋𝑤G
𝜆L

	. 4-1 

Using simple geometry, this becomes: 

𝜙G =
2𝜋√𝑑$ + 𝑙$

𝜆L
	. 4-2 

The phase shift that each metamaterial column must then add to its ray consists 

of the phase shift due to the column length of the dielectric, 𝑏, plus an extra phase 

shift (which the metamaterial grid will generate) to bring its ray into line with that of 

the outer column (the 𝑀th).  This is given by: 

∆𝜓G =
2𝜋𝑏
𝜆L

+ (𝜙F − 𝜙G)	. 4-3 
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Using equation 4-2 to substitute for 𝜙F and 𝜙G gives 

∆𝜓G =
2𝜋𝑏
𝜆L

+ �
2𝜋√𝑑$ + 𝐿$

𝜆L
−
2𝜋√𝑑$ + 𝑙$

𝜆L
�	. 4-4 

Simplifying this becomes 

∆𝜓G =
2𝜋�𝑏 + √𝑑$ + 𝐿$ − √𝑑$ + 𝑙$�

𝜆L
	. 4-5 

The wavelength of the ray inside the metamaterial column (𝜆6) is calculated using: 

∆𝜓G =
2𝜋𝑏
𝜆6

	, 4-6 

which leads to 

2𝜋𝑏
𝜆6

=
2𝜋�𝑏 + √𝑑$ + 𝐿$ − √𝑑$ + 𝑙$�

𝜆L
	. 4-7 

Simplifying 

𝜆L
𝜆6
=
√𝑑$ + 𝐿$ − √𝑑$ + 𝑙$

𝑏
+ 1	,	 4-8 

then using 𝜆 = 𝑣 𝑓⁄  this becomes 

𝑣L
𝑣6
=
√𝑑$ + 𝐿$ −√𝑑$ + 𝑙$

𝑏
+ 1	. 4-9 

The refractive index of a medium is given by 𝑛 = 𝑐 𝑣⁄ , the ratio of the velocity of 

light in vacuum and the velocity of light in the medium.  Multiplying both sides by 

the refractive index of the dielectric: 

𝑣L
𝑣6

𝑐
𝑣L

= 𝑛L �
√𝑑$ + 𝐿$ −√𝑑$ + 𝑙$

𝑏
+ 1� 4-10 

which is the desired effective refractive index of the column: 

𝑛6 = 𝑛L �
√𝑑$ + 𝐿$ − √𝑑$ + 𝑙$

𝑏
+ 1�	. 4-11 
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This can be used to calculate the maximum refractive index required (which will be 

in the centre column) by setting 𝑙 = 0. 

𝑛6,G51 = 𝑛L �
√𝑑$ + 𝐿$ − 𝑑

𝑏
+ 1�	. 4-12 

Equation 4-11 defines the required refractive indices for each column of the lens 

structure.  These will be provided by artificial dielectrics consisting of layers of 

metal mesh embedded in the base dielectric (silicon or polypropylene) with 

appropriate unit cell and layer spacing.  How these are selected will be investigated 

in section 4.2.1.   

 

Figure 4.2.  Variation of refractive index across a lens.  This plot also shows how the 

refractive index gradient varies across the lens. 

Figure 4.2 shows how the refractive index and refractive index gradient varies 

across the lens.  The data for this plot was calculated from equation 4-11 using a 

column width of 10 µm to approximate a continuously changing refractive index.  

Although the refractive index at a particular point of the lens is important for 

determining the phase shift applied, it is the refractive index gradient that causes 

a wave to bend as different parts of the wavefront get different phase shifts. 

 

4.1.1 Focal length compensation factor 

This simple model of GRIN lenslet behaviour does have a number of shortcomings 

that lead to inaccurate results when the wavelength of the light passing through 

the structure is much shorter that the lenslet thickness.  Lenslets designed with it 
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can show an amount of over-focussing, especially towards the edges, as the 

assumption that all the bending occurs at the lenslet boundary is violated.  The 

reasons for this will be explored later in section 4.9, but they can successfully be 

accounted for using an empirically found compensation factor applied to the 

desired focal length. 

A simple numerical factor applied to the desired focal length before the calculations 

for the column refractive indices will compensate for the mis-focussing of the 

simple model.  A factor larger than one will move the focus away from the lens 

structure, smaller than one will move it towards.  The actual value of compensation 

factor to use will be found by iteratively by running the HFSS model on designs 

generated using different values, homing in on the value that results in the desired 

far field pattern. 

Depending on how much chromatic aberration is present in the lens structure, the 

compensation factor may also be frequency dependent.  It should therefore be 

determined at the specified centre frequency of the design.  The reduction of 

chromatic aberration itself is addressed by the choice of artificial dielectric, see 

section 4.2.1. 

The values of compensation factor required to produce the desired focus can also 

be used as a measure of the success of a particular design model.  A design model 

that requires a compensation factor of exactly one is the ideal, indicating the model 

accurately considers how light travels through the lens structure.  Some 

modifications to the design model are described in section 4.9, but further work is 

necessary in this area. 

4.2 A note on HFSS modelling 

The commercial Ansys HFSS modelling package that was introduced in section 

2.3 was used for all the modelling reported in this chapter.  To enable this modelling 

to be undertaken on the desktop PC available to the author, methods of minimising 

the required computer resources were employed.  These are described here. 
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Figure 4.3.  Initial HFSS modelling of metamaterial lenslet structures to minimise 
memory and execution time.  The periodic boundaries make this an infinitely long 

cylindrical lenslet. 

The modelling of lenslet designs using Ansys HFSS was split into two parts for this 

work.  During the initial design and optimisation stages, a slice along the radius of 

the lenslet one metamaterial unit cell wide, was modelled (see Figure 4.3).    

Periodic boundary conditions on the front and back surfaces effectively make this 

a model of an infinitely long cylindrical lens as shown.  The top, bottom, and left 

edges are assigned to be radiation boundaries, these (like the CPML perfectly 

matched layers of FDTD) absorb waves that reach them, simulating empty space 

extending outwards.  Finally, the boundary on the right is marked as symmetrical.  

This causes the model to act as though a mirror image of the scene exists to the 

right of the boundary.  Symmetrical boundaries must be marked electric or 

magnetic, depending on which field of the wave is normal to it, in this case electric.  

This approach minimises the size of the model, thus lowering the memory 

requirements and shortening the processing time, such that the models may be 

run on a standard desktop computer with just 32 gigabytes of RAM installed. 
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Figure 4.4.  Extrapolating a lenslet radial stripe (in green) to a complete circle for a 

layer.  This is a view of a layer looking from the top down, the green stripe 

corresponding to the metamaterial lens structure of Figure 4.3. 

Once a satisfactory lenslet slice is found, the design along the radius is 

extrapolated to all the other cells that each lenslet layer covers as shown in Figure 

4.4.  This is a view of one of the layers in the metamaterial lens structure from 

above, the green cells corresponding to one of the green layers of Figure 4.3.  The 

distance, 𝑟, from the centre of the lenslet to the centre of each target cell is 

calculated.  The two adjacent cells at this radius on the diameter are then found 

and the target refractive index and (when required) incidence angle interpolated 

from them.  A catalogue of capacitive patches and their refractive index (described 

later in section 4.6) was then used to find the patch ratio required for each cell.  

This is repeated for each layer to complete the lenslet.  The full 3D lenslet can then 

be simulated in Ansys HFSS.  The memory footprint of this simulation can be 

reduced by modelling just one quadrant of the lens using symmetry boundaries, 

one electric and one magnetic.  Even this did not allow the model to run on the 

machine available to the author, leaving this step as further work. 

4.2.1 Gaussian beams 

The lenslet models were excited by placing a Gaussian beam at the intended focus 

point as shown in Figure 4.5.  The beam waist, 𝑤<, was chosen such that the width 

as it encounters the lenslet structure, 𝑤M, fills the lenslet.   
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Figure 4.5.  Gaussian beam at lenslet focal point. 

The beam width, 𝑤(𝑧) of a Gaussian beam at a distance, 𝑧, is given by 

𝑤(𝑧) = 𝑤<S1 + A
𝑧
𝑧N
C
$
	 4-13 

where 𝑧N, the Rayleigh range (the point at which the beam width is √2𝑤<), is given 

by (𝑛 is the refractive index of the medium and 𝜆 is the free space wavelength) 

𝑧N =
𝜋𝑤<$𝑛
𝜆

. 4-14 

Using these equations, it can be shown that 

𝑤<$ =
𝑤(𝑧)$ ±�𝑤(𝑧)" − 4J𝑧𝜆𝜋𝑛M

$

2
 

4-15 

which allows the required beam waist to be calculated given the desired beam 

width at distance 𝑧.  It should be noted that these standard Gaussian equations 

deal in a beam width expressed as a radius, the Ansys HFSS tool requires the 

beam waist diameter, 2𝑤<. 

When the lenslet is focussing correctly, the beam emerges from it as another 

Gaussian with a beam waist equal to the lenslet radius.  The beam angle is given 

by 
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𝜃 =
𝜆

𝜋𝑛𝑤<
. 4-16 

Using the far field data that Ansys HFSS collects, the beam angle for the full width, 

half maximum (𝜃OP?F) can be measured.  This is related to the beam angle, 𝜃, by 

𝜃OP?F = 𝜃√2 ln 2. 4-17 

The correct behaviour of a lenslet can therefore be assessed by comparing the 

expected full width, half maximum, beam angle with that measured from the 

modelling. 

4.3 Artificial dielectrics 

The use of closely spaced capacitive grids to produce an artificial dielectric with a 

designed refractive index was described by Zhang et al.36 This technique can be 

used to provide cells with the effective refractive indices derived in the previous 

section for each column in a graded index lenslet.  To allow the selection of the 

correct configuration of artificial dielectric for each column of the lenslet, a method 

of extracting the bulk parameters of a structure (the refractive index, electric 

permittivity, magnetic permeability etc.) from modelling results is required.  This 

section describes three methods before choosing one for use in building a 

refractive index catalogue. 

4.3.1 Measuring the phase velocity 

The obvious method of finding the refractive index of any dielectric (artificial or 

otherwise) is to measure the phase velocity, 𝑣, of the wave passing through it and 

then calculate the refractive index directly from 𝑛 = 𝑐 𝑣⁄ .  The phase velocity can 

be derived from a measurement of the phase shift through the structure.  Consider 

a block of the dielectric, length 𝐿G, to be measured in a modelling domain of size 

𝐿L, as shown in Figure 4.6. 
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Figure 4.6.  Model for measuring the phase velocity. 

The phase shift of a wave entering face A of the domain and leaving face B 

depends on the wavelength of the wave in the dielectrics and the distance travelled 

in each: 

𝜙 = 2𝜋
𝐿G
𝜆G

+ 2𝜋
(𝐿L − 𝐿G)

𝜆L
	. 4-18 

If the dielectric being measured is now removed, the phase shift through the 

domain alone, which will be referred to as the reference, is just: 

𝜙L = 2𝜋
𝐿L
𝜆L
	. 4-19 

The phase shift due to the dielectric under test over and above the contribution 

from the domain is therefore the phase shift of the whole minus the phase shift of 

the reference: 

∆𝜙 = 𝜙 − 𝜙L = 2𝜋
𝐿G
𝜆G

+ 2𝜋
(𝐿L − 𝐿G)

𝜆L
− 2𝜋

𝐿L
𝜆L
	, 4-20 

which simplifies to 

∆𝜙 = 2𝜋
𝐿G
𝜆G

− 2𝜋
𝐿G
𝜆L
	. 4-21 

Using 𝜆 = 𝑣 𝑓⁄  and 𝑣L = 𝑐 𝑛L⁄  this becomes 
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∆𝜙 = 2𝜋𝑓
𝐿G
𝑣G

− 2𝜋𝑓
𝐿G
𝑣L
	. 4-22 

Rearranging to get an equation for the refractive index of the dielectric under test, 

𝑛G = 𝑐 𝑣G⁄ : 

𝑛G =
𝑐∆𝜙
2𝜋𝑓𝐿G

+ 𝑛L 	. 4-23 

If the modelling is performed in HFSS, the phase shift of the transmitted wave for 

both the whole model and the reference can be extracted from the argument of the 

complex S-parameter, S12.  The resulting phase shift angles must be ‘unwound’ to 

ascertain the correct branch.  This can be achieved by inspecting the value as it 

changes with frequency, correcting for the wrap round between ±𝜋 appropriately. 

This method of finding the refractive index has been used successfully with artificial 

dielectrics where the magnetic permeability is one.  Due to the process of taking 

measurements of both the dielectric under test and a reference, the precise details 

of how the excitation ports couple to the model and the length of the modelling 

domain do not matter. 

4.3.2 Matching with a test dielectric 

 

Figure 4.7.  Matching with a test dielectric.  The refractive index of the reference 

dielectric is varied until reflections from boundaries A and B are minimised. 

A method of determining the refractive index of a dielectric that is reminiscent of 

bridge methods for the measurement of electronic components is described by 

Pisano et al42.  A sample of the dielectric to be measured is placed between two 
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blocks of reference dielectric as shown in Figure 4.7.  The refractive index of the 

reference dielectric is then varied, by changing the permittivity of the material in 

the modelling tool, until the reflections from the boundaries between the reference 

and the test dielectrics (marked A and B) are minimised.  This happens when the 

reference dielectric refractive index is equal to that of the test dielectric. 

This method is slower than the phase velocity measurement method.  It requires 

the modelling tool to be run many times with different values of reference dielectric 

permittivity.  It is another method that is immune to the precise details of how the 

excitation ports couple to the model and the length of the modelling domain. 

4.3.3 Extraction from two port S-parameters 

The extraction of the complex refractive index and impedance from the S-

parameters that HFSS calculates has been described by a number of authors; 

Nicholson and Ross119, Chen et al.120, Szabo et al.121 and Numan and Sharawi122.  

The derivation starts by writing down the equations for S11 and S21, the reflection 

and transmission S-parameters respectively, for a wave incident on port 1 of a two 

port network, as shown in Figure 4.8. 

 

Figure 4.8.  Signal flows in a two-port network. 

These are defined (see Pozar123 section 4.3 for example) to be: 

𝑆%% =
𝑉%!

𝑉%&
𝑆$% =

𝑉$!

𝑉%&
	 4-24 

where 𝑉%& is the wave incident into port 1, 𝑉%! is the wave reflected back out of port 

1 and 𝑉$! is the wave transmitted out of port 2. 

The method Nicholson and Ross describe is for measuring the parameters of a 

dielectric making up a coaxial cable, shown in Figure 4.9.  The method is adapted 

here to waves passing through a dielectric in an HFSS model. 
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Figure 4.9.  The test arrangement used by Nicholson and Ross to measure permittivity 

and permeability parameters. 

Nicholson and Ross drew a signal flow graph to represent the behaviour of this 

two-port network, shown in Figure 4.10.  The edges between the nodes of a signal 

flow graph represent the wave and are labelled with relative amplitudes.  The 

reflection coefficient for the transition vacuum to dielectric is indicated by Γ.  The 

reflection coefficient for the transition dielectric to vacuum is therefore −Γ. 

 

Figure 4.10.  Signal flow graph for the Nicholson and Ross setup.  The dielectric under 

test fills the pale blue zone with impedance, 𝜂.  Notice that the transitions outside the 

test dielectric zone do not use the free space impedance. 

The edge N1 to N2 represents the incident wave reaching the boundary A of the 

dielectric.  The wave then splits into transmitted and reflected parts.  The 

transmitted part travels through the dielectric to the boundary B (the edge N2 to 

N3).  The reflected part (the edge N2 to N6) is combined with another reflected wave 

to form the reflected signal N6 to N7.  The transmitted signal (N2 to N3) splits into 

another pair of transmitted and reflected parts at boundary B.  This transmitted part 

combines with the signal represented by N5 to N3 to form the wave that exits the 

dielectric (N3 to N4).  The reflected part travels back through the dielectric to 

boundary A (N3 to N5) where it is split one last time into transmitted and reflected 

parts.  This final transmitted part (N5 to N6) is combined with the original reflected 

part to form the wave reflected from the dielectric (N6 to N7).   The final reflected 
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part passes back through the dielectric to boundary B (N5 to N3) where it forms part 

of the output wave (N3 to N4). 

It can be seen that the impedance of the air insulated part of the test coaxial cable 

is not used.  In the Nicholson and Ross experiment it is cancelled out by carefully 

selected cable lengths.  In the HFSS model (Figure 4.11) there are vacuum zones 

between the ports and the test dielectric.  These cannot be of zero size as it is 

necessary that the vacuum to dielectric boundaries exist.  A modified signal flow 

graph that takes account of propagation through this zone, 𝑑<, assuming it is of the 

same length on both sides of the test dielectric, is shown in Figure 4.12. 

 

Figure 4.11.  Measuring the refractive index using HFSS and S-parameters.  The 

dielectric under test is sandwiched between two equal sized vacuum layers with the 

Floquet excitation ports (when using master slave boundaries) on the outer faces A 

and B. 

 

Figure 4.12.  Signal flow graph with a vacuum zone on either side of the test dielectric. 
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The equations for the required S-parameters may now be written down from the 

signal flow graph using Mason’s gain formula124.  The procedure for	𝑆$% = 𝑉$! 𝑉%&⁄  

which corresponds to the gain from node 1 to node 4 is: 

1. List all the forward paths through the network from N1 to N4 and write their 

gains down as the product of the gains of each segment.  In this case there 

is just one: N1 to N2 to N3 to N4 and the gain is 𝐺% = 𝜂<(1 + Γ)𝜂(1 − Γ)𝜂<. 

2. List all the loops in the network and write down their gains as the product 

of the gains of each segment.  Again, this case has just a single loop: N3 to 

N5 to N3 with gain 𝐿% = (−Γ𝜂)(−Γ𝜂). 

3. Compute the determinant of the network using this equation: 	

∆= 1 −¢𝐿' +¢𝐿'𝐿3 −¢𝐿'𝐿3𝐿( +⋯+ (−1)G¢⋯+⋯	

As there is only one loop, this is ∆= 1 − 𝐿% 

4. Compute the cofactors of the determinant for each forward path.  These 

are the determinants excluding the terms for the loops that the forward path 

touches.  As there is only one forward path and it touches the only loop, 

this is ∆%= 1. 

5. Use the equation 𝐺 = -345
-67

= ∑ R$∆$8
$9!

∆
 to write down the gain: 

𝑆$% =
𝐺%∆%
∆

=
𝜂<(1 + Γ)𝜂(1 − Γ)𝜂<

1 − Γ$𝜂$
=
𝜂<$𝜂(1 − Γ$)
1 − Γ$𝜂$

	. 4-25 

The method is then repeated for 	𝑆%% = 𝑉%! 𝑉%&⁄ , the gain from node 1 to node 7: 

1. List all the forward paths through the network from N1 to N7.  This time there 

are two:  

N1 to N2 to N3 to N5 to N6 to N7 with 𝐺% = 𝜂<(1 + Γ)𝜂(−Γ𝜂)(1 − Γ)𝜂<. 

N1 to N2 to N6 to N7 with 𝐺$ = 𝜂<Γ𝜂<. 

2. List all the loops in the network.  The same as before: N3 to N5 to N3 with 

gain 𝐿% = (−Γ𝜂)(−Γ𝜂). 

3. Compute the determinant of the network.  As there is only one loop, this is 

∆= 1 − 𝐿% 
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4. Compute the cofactors of the determinant for each forward path.  There are 

two forward paths: 

∆%= 1, this forward path touches the loop. 

∆$= 1 − 𝐿%, this forward path does not touch the loop, so this is just ∆. 

5. Use the equation 𝐺 = -345
-67

= ∑ R$∆$8
$9!

∆
 to write down the gain: 

𝑆%% =
𝐺%∆% + 𝐺$∆$

∆
=
𝜂<(1 + Γ)𝜂(−Γ𝜂)(1 − Γ)𝜂< + 𝜂<Γ𝜂<(1 − 𝜂$Γ$)

1 − Γ$𝜂$

=
𝜂<$Γ(1 − 𝜂$)
1 − Γ$𝜂$

	. 
4-26 

Equations 4-25 and 4-26 can then be solved for reflection coefficient, 𝛤, and 

impedance 𝜂.  By analogy with Nicolson and Ross, take the sums and differences, 

defining 𝑉T and 𝑉U: 

𝑉T =
𝑆$%
𝜂<$

+
𝑆%%
𝜂<$

=
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

 4-27 

𝑉U =
𝑆$%
𝜂<$

−
𝑆%%
𝜂<$

=
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

−
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

	. 
4-28 

Nicholson and Ross then state the result as: 

𝛤 = 𝑋 ±,𝑋$ − 1 4-29 

𝜂 =
𝑉T − 𝛤
1 − 𝑉T𝛤

 4-30 

where 𝑋 = %!V:V;
V:!V;

 and the square root to take in Equation 4-29 is the one that leads 

to 𝛤 ≤ 1.  Deriving these is quite difficult, however it can be shown they are correct 

by first substituting for 𝑋 and reorganising: 

𝑉T𝛤$ − 𝑉U𝛤$ + 2𝑉T𝑉U𝛤 − 2𝛤 + 𝑉T − 𝑉U = 0 4-31 

𝜂 + 𝛤 − 𝑉T − 𝑉U𝛤𝜂 = 0 4-32 
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and then substituting for 𝑉T and 𝑉U: 

�
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

�𝛤$ − �
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

−
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

�𝛤$

+ 2�
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

��
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

−
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

�𝛤

− 2𝛤 + �
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

�

− �
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

−
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

� = 0 

4-33 

𝑧 + 𝛤 − �
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

� − �
(1 − 𝛤$)𝜂
1 − 𝛤$𝜂$

+
(1 − 𝜂$)𝛤
1 − 𝛤$𝜂$

�𝛤𝜂 = 0	. 4-34 

Expanding leads to all the terms cancelling out and showing that Equations 4-29 

and 4-30 are correct. 

In section 2.1.2 the relationship between the reflection coefficient at a boundary 

between two dielectrics and the impedance of the dielectrics was given.  Using 

Equation 2-3 the reflection coefficient for the boundary A can be written as 

𝛤 =
𝜂 − 𝜂<
𝜂 + 𝜂<

	. 4-35 

Using 𝜂 = ,𝜇 𝜀⁄  and therefore 𝜂 = ,𝜇W𝜇< 𝜀W𝜀<⁄ = 𝜂<,𝜇W 𝜀W⁄  this becomes 

𝛤 =
,𝜇W 𝜀W⁄ − 1
,𝜇W 𝜀W⁄ + 1

 4-36 

which leads to 

𝜇W
𝜀W
= A

1 + 𝛤
𝛤 − 1C

$
 4-37 

The impedance of the dielectric can be written as 

𝜂 = 𝑒!'
X
;√A<B<L 	, 4-38 

a simple reorganisation leads to 

𝜇W𝜀W = −J
𝑐
𝜔𝑑

ln 𝜂M
$
	. 4-39 
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Defining 

𝑐% =
𝜇W
𝜀W
= A

1 + 𝛤
𝛤 − 1C

$
 4-40 

𝑐$ = 𝜇W𝜀W = A
𝑖𝑐
𝜔𝑑

ln 𝜂C
$
 4-41 

then dividing and multiplying these two equations leads to the relative electric 

permittivity and magnetic permeability 

𝜀W = S
𝑐$
𝑐%

 4-42 

𝜇W = ,𝑐%𝑐$	. 4-43 

In order to calculate 𝑉T and 𝑉U from the S-parameters, the impedance of free space 

is required, which is given by 

𝜂< = 𝑒!'
X
; L2 	. 4-44 

There is one remaining difficulty to overcome, in Equation 4-39 there is a natural 

logarithm of a complex number.  The imaginary part of this function is multi-valued, 

and the correct branch must be deduced.  Where this method is used in this work, 

the S-parameters are captured for an ascending range of frequencies.  Since the 

imaginary part of the natural logarithm must be continuous with changing 

frequency, the step changes that occur at branch boundaries can be fixed by 

inspection during data processing by subtracting a suitable multiple of 2𝜋. 

4.3.4 The refractive index of a polypropylene block 

To verify the accuracy of these three methods, the refractive index of a block of 

polypropylene 0.5 mm thick was measured.  The results are shown in  Figure 4.13. 

The phase velocity measurement method showed an error in the refractive index 

of around 2% at the higher frequencies.  At the lowest frequencies however, the 

error became quite large, rising to nearly 10%.  The bridge method took the longest 

to find a value but returned very accurate results.  Finally, the S-Parameter method 

found a value with an error less than 0.02% over the whole frequency range.  This 

curve overlays the bridge method curve in the diagram. 
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All three methods produced results consistent with each other and with the 

modelled refractive index of 1.5 (which is also the accepted value for 

polypropylene, Flores-Mijangos and Beltrán-López, 2003125 measured a value of 

1.492 for the far infrared).  The bridge method has the potential to be the most 

accurate, but at the expense of very long modelling times.  The S-parameter 

method combines reasonable modelling times with accurate results and also has 

the advantage that it returns the complex permittivity and permeability rather than 

just the conventional refractive index.  This is the method that was used for the 

remainder of this work and was implemented in the modelling tool described in 

Chapter 2. 

 

Figure 4.13.  The refractive index using the three methods described of a model of a 
0.5 mm polypropylene cube.  The relative permittivity of the cube was modelled as 

2.25 which corresponds to a refractive index of 1.5.  The bridge and S-parameter 

methods results overlay each other, indicated by the orange and purple dashing. 

4.3.5 Refractive index of the super-capacitive patch 

The S-parameter method of refractive index extraction was used to measure the 

refractive index of the metamaterial mesh sequence from square patches to the 

super-capacitive patches of section 3.2. 

The first investigation was of a multi-layer structure built from capacitive 

metamaterial meshes in a polypropylene dielectric.  In addition to its properties as 

an artificial dielectric, such a structure also forms a low pass filter with a Chebyshev 

style response containing a fair amount of ripple in the passband.  The cut-off 

frequency, of course, depends on the capacitance of the mesh.  The lowest cut-off 

frequency being created by the mesh with the highest capacitance which for this 
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unit cell is the super-capacitance grid with a patch ratio of 206 and lies at just over 

200 GHz. 

The structure dimensions were a 160 mm unit cell with 25 mm layer spacing and 

10 mm minimum feature size.  The HFSS model layout is shown in Figure 4.14.  

As described in the procedure of section 4.3.3, a block of the artificial dielectric 

(ten layers of the mesh under test) is sandwiched between two vacuum layers.  

The top and bottom faces have Floquet ports to excite the model, while the sides 

were configured as periodic boundaries. 

 

 

Figure 4.14.  The HFSS model for the refractive index survey of the polypropylene 

embedded square patch to super-capacitive patch series. 

The refractive index series is shown in Figure 4.15.  The conventional square 

patches provide an effective refractive index of up to 4.6 at 200 GHz, rising only 

slightly with frequency.  The super-capacitive patches increase the available 

effective refractive index quite significantly; the patch ratio 206.25 shape providing 

a value of 9.9 at 200 GHz.  The downside is that the chromatic aberration indicated 

by the increasing refractive index with frequency is worse, and the low-pass filter 

cut-off limits the bandwidth. 

A similar investigation was carried out for patches in a silicon dielectric with a layer 

spacing of 100 µm and a unit cell of 90 µm.  The results of this are shown in Figure 

4.16.  The super-capacitive patches once again extend the available refractive 

indices beyond the range provided by the conventional square patch.  At 200 GHz, 
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the 80 µm conventional square patch (patch ratio 89) gives a refractive index of 

5.23. 

 

Figure 4.15.  Polypropylene artificial dielectric series.  Refractive indices for the 

sequence of metamaterial meshes from conventional square patches to super-

capacitive patches for a 160 µm unit cell in a polypropylene dielectric with 25 µm layer 

spacing.  The three solid curves stop short due to reaching the structure’s cut-off 

frequency.  

 

Figure 4.16.  Silicon artificial dielectric series.  Refractive indices for a sequence of 

patches in silicon with a 90 µm unit cell and 100 µm layer spacing.  The lines that stop 

short indicate the structure’s cut off frequency. 
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In both cases, the minimum refractive index is that provided by the substrate alone, 

with no embedded mesh.  This is important to the discussion of anti-reflection 

layers in section 4.7. 

4.3.6 Super-capacitive patches and lenslet designs 

To demonstrate the effect of using super-capacitive patches in flat mesh lenslets 

a pair of small, simple, polypropylene examples were designed.  The specification 

was for a 3 mm diameter lenslet with a focal length of 1 mm and an operating 

frequency of 200 GHz, chosen for ease of modelling rather than for any useful 

purpose.  One design used only conventional square patches, the second used 

super-capacitive patches in its centre columns.  Both were designed using the 

simple path length method of section 4.1.  Since the aim was to demonstrate the 

equivalence of square and super-capacitive patch designs, these designs were not 

optimised for overall performance nor intended focal length, rather they were 

adjusted so that their electric field magnitude diagrams and far field plots matched 

closely.  The conventional squares design required eleven layers while the super-

capacitive patch design achieved very similar results with eight. 

 

Figure 4.17.  Example polypropylene lenslet designs using conventional square 

patches and super-capacitive patches.  One super-capacitive patch has been 

highlighted. 

The designs were modelled in Ansys HFSS (see Figure 4.17) as a slice across the 

diameter of the lenslet (the x direction) that was a single unit cell wide.  

Master/slave boundary conditions were applied on the y boundaries and a 

gaussian source was positioned at the focal point.  As already discussed in section 
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4.2, the model is effectively of a cylindrical lenslet.  The resulting electric field 

magnitude is shown in cross section in Figure 4.18.   

 

Figure 4.18.  The electric field magnitude for the two lenslet designs In polypropylene 

with a gaussian source placed at the focus.  They are aligned vertically to show the 
similarity of the wave fronts that have passed through the lens. 

The far fields of the two lenslets were also captured using the far field feature of 

Ansys HFSS and are shown in Figure 4.19.  The two curves are very similar; the 

eight-layer super-capacitive patch case has slightly more attenuation (measured 

as -0.16 dB at zero azimuth).  The full width half maximum (FWHM) was 35.3° and 

34.1° for square and super-capacitive patches respectively.   

 

Figure 4.19.  The far-fields of the two example lenses.  The field was normalised to 1 

at zero degrees azimuth for the eleven-layer conventional square patch lenslet. 
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In this example, the number of layers required was reduced from eleven to eight 

(27% fewer) with minimal effect on the performance of the lenslet (the shape of the 

far field curve may even have improved).  This was also achieved by extending the 

available refractive range just a little beyond the conventional square, using only a 

single short finger of the super-capacitive patch.  Section 4.4.2 will discuss the 

range of finger length it is possible to use for specific designs. 

4.4 Choosing the column width 

The basic concept of a GRIN lens assumes a continuous grading of the refractive 

index radially across the lens.  The design method introduced in section 4.1 splits 

the lens into discrete columns of dielectric, which violates this assumption.  In 

addition, the refractive index variation is to be generated in a column by changing 

metallic patch sizes within the metamaterial unit cell.  This section investigates 

what effect discrete step changes to refractive index like this has on the behaviour 

of a lens and gives guidelines for choosing the width of the dielectric columns.  In 

an implementation of such a device with artificial dielectrics using metamaterial 

meshes, the design columns must be an integer multiple of the mesh’s unit cell, 

and there is no reason not to make the design column size the same as the unit 

cell.  There are a few criteria that must be considered in this choice which will be 

covered here.  The design specifications for the examples described here were 

given in Table 4.1. 

4.4.1 Spatial resolution 

The width of the columns controls the spatial resolution of the refractive index 

grading across the lenslet.  Figure 4.20 shows the desired refractive index 

calculated by the method of section 4.1 for column widths of 50 µm and 500 µm 

over the diameter of a 6 mm GRIN lenslet.  It can be seen that when the column 

size is large (the spatial resolution is low), the refractive index steps between 

adjacent columns also become large. 

To investigate what effect this might have on the performance of a lenslet, GRIN 

lenslets using the two column widths were modelled in FDTD with a Gaussian 

source placed at the focus.  Dielectric blocks with the desired refractive indices 

were used instead of metamaterial artificial dielectrics.  This allowed the FDTD 

Yee cell to be quite large, thus reducing modelling time and memory requirements. 
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Figure 4.20.  Calculated refractive index across the diameter of a 6mm GRIN lenslet 

for two column widths. 

Figure 4.21 shows a cross-section of the resulting electric field magnitude for two 

frequencies passing through the two lenslets.  At 100 GHz there is no noticeable 

difference between the two column widths (compare A and B in the diagram).  At 

400 GHz the story is different however (compare C and D); the outgoing Gaussian 

beam clearly has ripples imposed on it by the 500 µm column width. 

 

Figure 4.21.  Effect of GRIN column width on lenslet behaviour.  The cross-hatched 

area is the lenslet structure. 
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The effect of the column width on the behaviour of the lenslet was investigated 

further to quantify the deviation and establish guidelines.  This study was carried 

out using the initial design of the polypropylene proof of concept lenslet.  The effect 

is most pronounced at higher frequencies so the upper design frequency, 300 

GHz, was concentrated on.  The model again used dielectric blocks for the GRIN 

columns.  The electric field magnitude at a cross section 2 mm above the lenslet 

was measured and normalised to its magnitude at the lenslet centre.  Data were 

collected for column widths from 20 to 700 µm in 20 µm steps, selected plots are 

shown in Figure 4.22.  These indicate that the column width starts to have an effect 

on performance from about 400 µm and gets progressively much worse as the 

column width increases further. 

 

Figure 4.22.  Effect of GRIN column width on the wavefront.  The normalised electric 

field magnitude at a cross section 2 mm from the lenslet for selected GRIN column 
widths is shown. 
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Figure 4.23.  Deviation due to GRIN column width.  Difference between the 

normalised electric field magnitude at a cross section 2 mm above the lenslet at 

various column widths and that at 20 µm. 

The 20 µm data is taken to represent the ideal, (almost) continuously graded, case.  

Figure 4.23 shows how the response differs from this ideal as the column width 

varies.  The difference is measured as the area between the two curves.  This 

shows that the column width has an effect on the lenslet behaviour well before the 

ripples become visible to the naked eye at 400 µm. 

The plot shows there is a steady change to the output shape from 20 µm up to 400 

µm, then a faster change starts to become apparent.  The general shape of the 

curve can be interpreted as the effect of more column widths progressively 

exceeding the wavelength of the light travelling through them as the column width 

grows.  The central columns have the highest refractive index so will exceed their 

wavelength first, but they also have the smallest refractive index steps so will have 

least effect.  Eventually, the outer columns exceed their wavelength, causing the 

biggest change due to their large refractive index steps. 

There is clearly a constraint on the column width to avoid these distortions.  In this 

polypropylene design, the outermost columns had a refractive index of 1.48 (just 

the polypropylene dielectric) while the inner columns were around 4.5 (roughly the 

maximum refractive index provided by conventional square patches in a 

metamaterial artificial dielectric).  For the frequency 300 GHz, this corresponds to 

wavelengths of 670 µm in the edge columns and 220 µm in the centre columns.  A 

useful guideline to avoid problems with spatial resolution is to keep the GRIN 

column width smaller than the wavelength of the specified centre frequency 

travelling in a dielectric with the refractive index required by the centre columns. 
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For the proof-of-concept lenslets being considered, a slightly higher central column 

refractive index of 5.2 was targeted for both polypropylene and silicon.  To meet 

the guideline, this corresponds to upper limits on the GRIN column width of 190 

µm for the polypropylene lenslet and 280 µm for the silicon (due to its lower 

required upper frequency limit). 

4.4.2 Cut-off frequency 

The artificial dielectrics described in section 4.2.1 that will be used to implement 

the GRIN columns, act as low pass filters whose cut-off frequency depends on the 

unit cell of the metamaterial and the size of the square patch.  The column width 

must therefore be chosen such that the required maximum frequency lies below 

the cut-off.  To inform this decision, a survey of the transmittance characteristics 

of ten layers of a range of unit cell sizes containing maximally sized square patches 

(unit cell size minus the minimum feature size) was made using modelling in HFSS 

for both polypropylene and silicon dielectrics. 

Figure 4.24 shows the transmittance curve for the 250 µm polypropylene case.  

The filter effect has quite a soft roll off starting around 280 GHz and a lot of ripple 

in the passband.  To make the presentation of many of these curves and the 

subsequent selection of a reasonable compromise easier, the mean of the 

minimum and maximum ripple will be drawn, as indicated in the figure. 

 

Figure 4.24.  Transmittance of 10 layers of a 240 µm square patch with a 250 µm unit 

cell with a layer spacing of 25 µm in a polypropylene dielectric.  The ripple minimum 

and maximum and their average are also shown. 

Figure 4.25 shows the mean of the ripple for the range of unit cells modelled in 

polypropylene.  The maximum design frequency of the polypropylene proof of 
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concept is 300 GHz.  From this diagram it is clear that the unit cell should be no 

greater than 220 µm to avoid the low-pass filter roll off and that 190 µm or 160 µm 

would be better.  This decision fits neatly with the spatial resolution guideline of 

section 4.4.1. 

For the silicon proof-of-concept lenslet, much lower unit cell sizes (using a patch 

size of 10µm less than the unit cell) are required to avoid the cut-off up to its upper 

design frequency of 200 GHz as shown in Figure 4.26.  A unit cell size of 100 µm 

or less is indicated, 90 µm or even 80 µm being better which is maybe getting too 

small.   

 

Figure 4.25.  Polypropylene mean ripple transmittance.  The average transmittance 

of the ripple for a range of unit cell sizes in polypropylene.  Ten layers of a square 

patch 10 µm less than the unit cell with layer spacing of 25 µm were modelled for 

each case. 

 

Figure 4.26.  Silicon mean ripple transmittance.  The average transmittance of the 

ripple for a range of unit cell sizes in silicon.  Ten layers of a square patch 10 µm less 

than the unit cell with layer spacing of 100 µm were modelled for each case. 
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Smaller patch sizes can also be used to move the cut-off frequency away from the 

design frequency for a particular unit cell.  Figure 4.27 shows the effect of varying 

the square patch size for a 160 µm unit cell in silicon.  This plot is indicating that a 

160 µm unit cell could be used if the patch ratio of the metamaterial mesh is limited 

to a maximum of 81, which corresponds to a square patch of size 140 µm. 

 

Figure 4.27.  Silicon mean ripple transmittance and patch ratio.  The average ripple 

transmittance for ten layers of various patch ratios for a 160 µm unit cell in a silicon 

dielectric. 

Another approach to visualising the options is shown in Figure 4.28 as a heat map.  

The mean ripple transmittance at 200 GHz is given for a range of unit cells and 

patch ratios on a colour scale.  This shows at a glance that the patch ratio for a 

160 µm unit cell should be limited to 80 to avoid too much attenuation. 

 

Figure 4.28.  Silicon mean ripple transmittance heat map.  A view of the mean ripple 

transmittance (to 1 decimal place) for various patch ratios and unit cells at 200 GHz 

in a silicon dielectric. 
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4.4.3 Making the choice 

The final choice of column width and thus the metamaterial unit cell for the proof-

of-concept lenslets consists of a slightly iterative process considering the 

constraints discussed in sections 4.4.1 and 4.4.2.  The spatial resolution constraint, 

taking into account the refractive indices of the intended artificial dielectrics (which 

themselves depend somewhat on the unit cell chosen), is guiding the choice to 

less than 190 µm for both the polypropylene and silicon designs.  A unit cell of 160 

µm was chosen to give good spatial resolution for both dielectrics. 

The low-pass filter constraint is significant in different ways for the two lenslets.  In 

the polypropylene design, it is less constraining than the spatial resolution at 220 

µm.  Therefore, with a 160 µm unit cell the available refractive index can be 

extended using the super-capacitive patches up to the equivalent of a 220 µm unit 

cell. 

The situation is different for the silicon design, however.  In this case the low-pass 

filter requirement is more constraining than the spatial resolution.  With the 160 µm 

unit cell the maximum patch ratio that can be used is 80.  There is no advantage 

in using super-capacitive patches to increase the maximum refractive index 

available with this choice. 

4.5 Choosing the layer spacing. 

The distance between the closely spaced layers is another important parameter 

that has not yet been addressed.  The manufacturing constraints for the 

polypropylene and silicon lenslets are very different for this aspect.  While layer 

spacings down to a few microns are available with polypropylene, a 100 µm 

minimum spacing is imposed on silicon due to that being the minimum thickness 

that can be successfully handled in the assembly process (thinner layers become 

too fragile to survive).  The two cases are therefore considered separately.  Table 

4.1 lists the design specifications of the example polypropylene and silicon lenses 

considered. 

4.5.1 Polypropylene 

To inform the decision for the polypropylene dielectric, a survey of layer spacing 

for the chosen 160 µm unit cell was undertaken.  Ten layers of a 150 µm square 

patch were modelled with layer spacings from 5 to 200 µm.  Figure 4.29 shows the 

refractive index plotted against frequency for selected layer spacings while Figure 

4.30 plots refractive index against layer spacing for selected frequencies. 
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The lower layer spacings lead to higher refractive indices.  This is unsurprising as 

more of the capacitive metamaterial meshes are being used per unit thickness.  

The larger layer spacings bring down the cut-off frequency of the low-pass filter 

effect, guiding to a spacing less than 140 µm.  To avoid chromatic aberration, a 

refractive index curve that is as flat as possible across the design band, 100 to 300 

GHz, should be chosen.  From Figure 4.30, the region above 100 µm shows 

increasing chromatic aberration as the 300 GHz curve deviates away from the 

others. 

 

Figure 4.29.  Polypropylene refractive index and layer spacing.  Refractive index 

versus frequency for selected layer spacings of ten layers of 150 µm square patches 

with a 160 µm unit cell.  At the higher layer spacings, the low-pass filter cut-off starts 

to impinge on the required frequency band. 

 

Figure 4.30.  Polypropylene refractive index against layer spacing for 150 µm square 

patches with a 160 µm unit cell in polypropylene.  Again, note the low-pass filter cut-

off frequency at a layer spacing of 140 µm being important at 300 GHz. 
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To get a handle on how efficient the metamaterial meshes are, the graph of Figure 

4.31 plots the phase shift the meshes are applying (over and above the phase shift 

due to the polypropylene dielectric) to the wave per layer against layer spacing.  

This shows that as the metamaterial meshes get closer together than the linear 

zone, they get less effective in terms of the amount of phase shift they each apply 

to the transmitted signal.  To minimise the number of layers, therefore, a layer 

spacing from the linear zone should be selected.  The desire for a thin lenslet 

structure and low chromatic aberration push the decision towards the smaller layer 

spacing end of the linear zone. 

 

Figure 4.31.  Polypropylene phase shift per metamaterial layer against layer spacing 

for the 150 µm square patches with a 160 µm unit cell in polypropylene.  The efficiency 

of the layers falls off rapidly once the layer spacing is smaller than the linear zone. 

One final consideration regarding the layer spacing is the fact that as the number 

of layers increases, attenuation through the device can increase.  It was shown 

above that a layer spacing of 140 µm brings the cut-off frequency to 300 GHz with 

ten layers.  The chosen layer spacing must therefore be sufficiently below this 

value for the attenuation at 300 GHz to be acceptable for the number of layers 

expected to be required for the polypropylene lenslet. 

Figure 4.32 shows the average of the transmittance ripple, normalised to one at 

10 GHz, for two spacings of fifteen layers.  The 25 µm layer spacing causes very 

little attenuation across the whole of the design band.  The 50 µm layer spacing, 

however, shows around 20% attenuation at the upper end, 300 GHz.  The 50 µm 

layer spacing was chosen despite this to maximise the efficiency of the layers.  

Approaches to ameliorating the attenuation are explored in a section 4.7. 
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Figure 4.32.  Polypropylene attenuation and layer spacing.  Mean transmittance 

ripple, normalised at 10 GHz, for 15 layers of 150 µm square patches at a 160 µm 

unit cell in polypropylene.  The larger layer spacing increases the attenuation over the 

higher frequencies of the design range (100 to 300 GHz).  See Figure 4.24 for an 

explanation of the “mean ripple” concept. 

4.5.2 Silicon 

The decision-making process for the layer spacing of the polypropylene lenslet led 

to a preference for smaller values for this parameter.  With silicon having a much 

higher refractive index than polypropylene, it would be expected that the same 

would be even more true in this case.  However, the choice is effectively made by 

the limitations of the manufacturing processes to be used and is 100 µm.  The 

effect of this constraint requires investigation. 

Square patches of 120 µm and 130 µm (the upper limit already determined in 

section 4.4.3) in a 160 µm unit cell in silicon were modelled for twenty layers (the 

probable number of layers in the lenslet).  Figure 4.33 shows the normalised mean 

transmittance ripple for these, indicating that the 130 µm upper limit imposes too 

much attenuation at the top of the design frequency band.  The 120 µm square 

patch is acceptable although there is more attenuation than seen with the 

polypropylene case.  Of course, the lower square patch size will lead to a lower 

maximum refractive index and thus more layers in the device.  One consolation is 

that the 100 µm layer spacing will be efficient in terms of phase shift per 

metamaterial mesh and so should require slightly fewer layers than otherwise 

would be the case. 
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Figure 4.33.  Silicon attenuation and patch size.  Mean transmittance ripple, 

normalised at 10 GHz, for 20 layers of 130 µm and 120 µm square patches with 100 

µm layer spacing at a 160 µm unit cell in silicon.  The larger square size increases 

the attenuation at the upper end of the design frequency range (100 to 200 GHz).  

See Figure 4.24 for an explanation of the “mean ripple” concept. 

4.6 Refractive index catalogues 

With the unit cell and layer spacing parameters chosen, catalogues of the 

refractive indices of meshes with various patch ratios for the two dielectrics can be 

constructed.  The modelling for these catalogues was all carried out with ten layers 

of mesh in Ansys HFSS.  Only the density of the layers (i.e., the layer spacing) 

affects the refractive index in the body of the artificial dielectric, ten layers was 

chosen as it led to reasonable modelling times while still minimising any distortions 

to the results from the outer layers. This information will be used to choose the 

specific metamaterial meshes required for the artificial dielectric that implements 

the refractive index of each column of the lenslets.  This task was performed using 

HFSS and the method described in section 4.3.3. 

Figure 4.34 shows the catalogue for the polypropylene lenslet up to a patch ratio 

of 125 for the chosen unit cell and layer spacing.  The extension of the refractive 

index range due to the super-capacitive patches can be clearly seen.  At the higher 

patch ratios, the curves for the three frequencies shown (that cover the specified 

range of 100 to 300 GHz) begin to diverge, indicating a rise in chromatic aberration 

which will cause the focal points at different frequencies to diverge affecting the 

useful bandwidth of the device. 

The refractive index catalogue for the silicon lenslet is shown in Figure 4.35.  The 

maximum patch ratio was chosen as 75 (a 120 µm square patch in the 160 µm 
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unit cell) due to the attenuation rising drastically at the upper design frequency of 

200 GHz, a limit that is indicated once more on this diagram. 

 

Figure 4.34.  Polypropylene: refractive index against patch ratio for 160 µm unit cell 

metamaterial meshes spaced 50 µm apart. 

 

Figure 4.35.  Silicon: refractive index against patch ratio for 160 µm unit cell 

metamaterial meshes spaced 100 µm apart.  At 200 GHz, patch ratios beyond 75 

impose too much attenuation (the low pass filter cut-off is reasonably sharp but more 

than 50% of the signal was used as a guide) to be useful. 

4.7 Anti-reflection layers 

In a GRIN lenslet, there is a transition between the carrier dielectric or the vacuum 

and the metamaterial part of the lenslet where the effective refractive index 
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changes.  Some of the incident light will be reflected from these transitions.  The 

well know principles of anti-reflection coatings (ARCs), first reported by 

Rayleigh126, can be used to mitigate such reflections.  Chen et al.59 describe using 

metamaterial anti-reflection layers in this manner. 

A layer of an intermediate dielectric with a refractive index that is the geometric 

mean of the two adjacent dielectrics and is one quarter wavelength thick will 

suppress the reflection for that frequency.  This principle can be extended to 

multiple anti-reflection layers stacked together; these will be referred to as an anti-

reflection “stages” and form one composite anti-reflection layer.  More stages lead 

to less reflection, although returns diminish for each extra stage; one, two, three 

and four stage ARCs are shown in Figure 4.36.  The equations for the refractive 

index of each stage are given in Table 4.2. 

 

Figure 4.36.  Anti-reflection stages with refractive indices a, b, c and d between two 

dielectrics with refractive indices A and B.  One, two, three and four stage anti-

reflection layers are shown. 

Table 4.2.  Anti-reflection layer formulae.  The desired refractive index of stages, 

𝑎, 𝑏, 𝑐, 𝑑 … in multi-stage anti-reflection coatings between two dielectrics with refractive 

indices 𝐴 and 𝐵.  The well-known formula for an anti-reflection stage (the geometric 

mean of the adjacent refractive indices) extended to two, three and four stages. 

Stages Refractive Index Formulae 

One 𝑎 = √𝐴𝐵 

Two 𝑎 = R𝐴,𝐵! 𝑏 = R𝐴𝐵,!  

Three 𝑎 = R𝐴=𝐵" 𝑏 = √𝐴𝐵 𝑐 = R𝐴𝐵="  

Four 𝑎 = R𝐴>𝐵# 𝑏 = R𝐴,𝐵! 𝑐 = R𝐴𝐵,! 𝑑 = R𝐴𝐵>#  
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Zhang et al.127 describe 500 stage and two-stage examples in the optical domain 

optimised using a genetic algorithm, referred to as graded index anti-reflection 

(GRIN AR) coatings.  The two-stage design conforms to the above equations.  

They also mention the diminishing returns from further stages.  When using 

artificial dielectrics implemented with metamaterial meshes in a lenslet, a large 

number of ARC stages is not useful; the size of such an ARC would swamp the 

size of the device.  In the designs that follow, one, two or three ARC stages are 

considered. 

The thickness of an anti-reflection stage implemented using a metal mesh based 

artificial dielectric is constrained to be an integral number of mesh layers.  In the 

devices considered by the work reported here, the layer spacing is constant for all 

the mesh layers they contain, with the result that the thickness of anti-reflection 

stages can only take certain discrete sizes.  This will tend to move the anti-

reflection sweet spot away from the intended frequency, how far will be revealed 

by the modelling of the complete devices. 

4.7.1 Possible structures 

Consider the possible central columns of the two lenslets being designed here.  

Assuming the maximum refractive index available for polypropylene is 

approximately 4 and for silicon is 5, the columns will look like Figure 4.37 when 

using single stage ARCs.  The main body does most of the work of the lenslet 

structure adding enough phase shift to allow rays passing through the edge 

columns to catch up.  The ARC layer A matches the main body to the vacuum 

above the lenslet structure while ARC layer B matches it to the base dielectric that 

fills the space between the lenslet structure and the focus.  The ARC layers 

themselves will, of course, also apply phase shift to the incident ray; as the ARC 

layers are different for each column this needs to be taken into account when 

calculating the desired thickness of the main body.  The thicknesses of the ARC 

layers should be one quarter of the wavelength of the light passing through them 

at the centre frequency of the design (200 GHz for polypropylene and 150 GHz for 

silicon).  This leads to sizes of 0.19 mm and 0.15 mm (ARC layers A and B 

respectively) for polypropylene and 0.22 mm and 0.12 mm for silicon.   
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Figure 4.37.  Lenslet structures with anti-reflection layers.  Side view of the structure 

of a lenslet centre column for polypropylene (left) and silicon (right) showing main 
artificial dielectric and anti-reflection layers to match the main body to vacuum above 

and the base dielectric below.  Notice that the silicon ARC layer A requires a refractive 

index that is not possible using capacitive metamaterial meshes; it requires a 

refractive index less than that of the silicon substrate itself. 

Using this ARC scheme, the centre column is matched to its surroundings as part 

of the lenslet design process.  This only works when the required refractive index 

of the ARC layers is greater than or equal to the refractive index of the base 

dielectric so that they can be made with capacitive metamaterial meshes.  For the 

ARC layer that matches to the vacuum this can be a problem.  In the silicon 

dielectric case in the diagram, ARC layer A requires a refractive index less than 

that of bulk silicon, therefore the match with vacuum cannot be made.  This 

technique can be used with a polypropylene dielectric, although it does break down 

towards the edges of the lenslet when the main body refractive index falls below 

𝑛ZZ$ = 1.48$ = 2.19.  The last few columns being unmatched does not affect 

performance too much, however. 

With the silicon dielectric lenslet, a slightly different approach to matching with 

vacuum must be taken (Figure 4.38).  This time the lenslet main body is matched 

to the bulk silicon both above and below with identical ARC layers.  An additional 

ARC layer is then used to match the bulk silicon to vacuum at the top.  Note that 

this extra ARC layer will have the same refractive index for all columns and 

therefore does not need to be taken into account during the main body 

calculations. 
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Figure 4.38.  Silicon lenslet structure with anti-reflection layers.  Side view of the 

structure of a lenslet centre column using a silicon dielectric.  The lenslet main body 

is matched to silicon on both sides.  Another ARC layer then matches silicon to 

vacuum above the main body. 

4.7.2 The effects 

To demonstrate the effect of ARC layers, possible centre columns for the 

polypropylene and silicon lenslets were modelled in HFSS.  A block of artificial 

dielectric with the highest effective refractive index being contemplated, consisting 

of ten layers of metamaterial mesh, was surrounded by appropriate ARC layers as 

discussed.  As it is only the effects of the ARC layers that are being studied by this 

modelling, the number of layers representing the main body of the lens column 

was unimportant and is not intended to be representative of the final lens 

structures. 

Figure 4.39 shows HFSS models of the polypropylene centre column with and 

without anti-reflection layers.  The main body consisted of ten layers of super-

capacitive patches with a patch ratio of 118.75 in a unit cell of 160 µm with layer 

spacing of 50 µm.  Anti-reflection layer A, which matches the main body to vacuum, 

required a refractive index of 1.984 with thickness 189 µm and was implemented 

as four mesh layers of 58.7 patch ratio squares (total thickness 200 µm).   Anti-

reflection layer B matching the main body to the bulk polypropylene (required 

refractive index of 2.414) was implemented as three mesh layers of patch ratio 

73.64 squares (total thickness 150 µm compared with a required thickness of 155 

µm).  These details are summarised in Table 4.3.  The quantisation imposed by 
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the layer structure of the metamaterial meshes will more often than not require 

compromises to the anti-reflection layer thicknesses. 

 

Figure 4.39.  Possible centre columns of the polypropylene lenslet.  The version on 

the left has the two anti-reflection layers, the version on the right does not. 

Table 4.3.  Polypropylene trial centre column structure details.  The refractive indices 

and thicknesses of the layers of the trial centre column of the polypropylene lenslet. 

 Refractive 
Index 

Patch Ratio Thickness 
(l/4) 

Number of 
Layers 

Vacuum 1.0 - - - 

AR Layer A 1.98 58.7 189 µm 4 

Main Body 3.94 118.75 - - 

AR Layer B 2.41 73.6 155 µm 3 

Polypropylene 1.48 - - - 

 

The transmittances of these two column structures are shown in Figure 4.40.  The 

anti-reflection layers reduce the attenuation significantly over most of the 

frequency band specified for the polypropylene lenslet.  Incorporating them into 

the lenslet design will be important for its efficiency. 
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Figure 4.40.  Polypropylene centre column attenuation.  Transmittances of the centre 
column structure with and without the two anti-reflection layers for the polypropylene 

lenslet. 

As already described, the anti-reflection layer on the top side of the silicon lenslet 

must follow a different structure; the main body is matched to the bulk silicon before 

that in turn is matched to the vacuum using a layer of suitable material.  This could 

be silicon with drilled holes to reduce the refractive index appropriately (as 

assumed here) or a layer of quartz glass or similar material.  The structures 

modelled in HFSS are shown in Figure 4.41 and the details are given in Table 4.4.  

Due to the larger metamaterial mesh layer spacing in the silicon lenslet, three 

stage anti-reflection layers could be used without the required total number of 

mesh layers becoming too large. 

 

Figure 4.41.  Possible centre columns of the silicon lenslet.  The version on the left 
has three stage anti-reflection layers plus a vacuum matching layer, the version on 

the right has no anti-reflection layers. 
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Table 4.4.  Silicon trial centre column structure details.  The refractive indices and 

thicknesses of the layers of the trial centre column of the silicon lenslet. 

 Refractive 
Index 

Patch Ratio Desired 
Thickness 
(l/4) 

Number of 
Layers 

Vacuum 1.0 - - - 

Matching 
Layer 

1.84 - 272 µm - 

Silicon 3.42 - 100 µm 1 

AR Layer A 
stage 1 

3.76 38.86 133 µm 1 

AR Layer A 
stage 2 

4.10 50.23 122 µm 1 

AR Layer A 
stage 3 

4.62 61.01 108 µm 1 

Main Body 4.86 68.05 - - 

AR Layer B 
stage 3 

4.62 61.01 108 µm 1 

AR Layer B 
stage 2 

4.10 50.23 122 µm 1 

AR Layer B 
stage 1 

3.76 38.86 133 µm 1 

Silicon 3.42 - - - 

 

 

Figure 4.42.  Silicon centre column attenuation.  Transmittances of the centre column 
structure with and without anti-reflection layers for the silicon lenslet. 

The transmittances of these two structures are shown in Figure 4.42.  This shows 

that there is once again an advantage from utilising the anti-reflection layers.  The 

attenuation in the desired frequency range is significantly reduced even more than 

seen earlier with the polypropylene lenslet.  The effect of just the main body anti-

reflection layers (i.e., no silicon to vacuum matching) is also included in the 

diagram.  This indicates that the main body anti-reflection layers are responsible 
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for suppressing the ripples in the response while the silicon to vacuum matching 

suppresses a lot of reflection at that boundary leading to a transmittance of nearly 

one at the designed centre frequency. 

4.8 Complete lenslet designs 

Putting everything together allows the design of the model polypropylene and 

silicon lenslets to be settled on.  A utility to automate the process was incorporated 

into the modelling tool described in Chapter 2.  It first calculates the main body 

refractive indices required for each column and then adds the required anti-

reflection layers, adjusting the main body refractive indices to account for the extra 

phase shift introduced.  The catalogue of refractive index measurements allows 

selection of the patch ratio that implements the resulting refractive indices to meet 

the design specifications given in Table 4.1.  The resulting designs were then 

modelled in Ansys HFSS.  The process was repeated, varying the focal length 

compensation factor, until designs with the desired far field performance were 

achieved.  The parameters of the design of the complete lenslets are summarised 

in Table 4.5.    

Table 4.5.  Lenslet design details. 

Dieletric Polypropylene Polypropylene Silicon 

Patch Type Square Super-Capacitive Square 

Diameter 6.3 mm 6.3 mm 6.3mm 

Center frequency 200 GHz 200 GHz 150 GHz 

Bandwidth 200 GHz 200 GHz 100 GHz 

Focal length (d in 
Figure 4.1) 

2 mm 2 mm 2 mm 

Layer spacing 50 µm 50 µm 100 µm 

Number of layers 32 27 37 

Lens thickness (b in 
Figure 4.1) 

1.6 mm 1.35 mm 3.7 mm 

Focal length 
compensation 
factor 

1.0 1.0 1.25 

Column width and 
metamaterial unit 
cell (g in Figure 4.1) 

160 µm 160 µm 160 µm 

 

4.8.1 Polypropylene 

Two versions of the example polypropylene lenslet were created: the first using 

only conventional square patches, the second taking advantage of the extended 

refractive index range available from the super-capacitive patches of section 3.2.  
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The square patch design required 26 layers for the main body and 6 layers for the 

two single stage anti-reflection coatings on each side with a layer spacing of 50 

µm for a total thickness of the lens structure of 1.60 mm.  The focal length 

compensation factor (see section 4.1.1) used was 1.0, indicating that the design 

approximation that all ray bending takes place at the lens boundary is accurate for 

waves at 200 GHz in polypropylene because the lens thickness is not much greater 

than the wavelength.  

Table 4.6.  Square patch polypropylene lenslet, refractive indices.  The refractive 

indices of the columns for the example polypropylene lenslet using square patches 

only.  Column 1 is the centre, column 20 the outer edge.  Darker blue indicates higher 

refractive index. 

 
 

The resulting patch sizes for the 160 µm unit cell are presented in Table 4.7 clearly 

showing the three groups of layers.  The main body of the lenslet is layers 4-29.  

Layers 1-3 match the lenslet body to the vacuum, layers 30-32 match to 

polypropylene.  Notice that the match to vacuum is not actually perfect as the patch 

ratio hits zero (at column 15) before reaching the edge of the lenslet.  Column 20 

is the ‘reference’ column whose delay all the other columns must compensate for. 
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Table 4.7.  Square patch polypropylene lenslet, patch ratios.  The patch ratios of the 

columns for the example polypropylene lenslet using square patches only.  Column 1 

is the centre, column 20 the outer edge.  Darker red indicates higher patch ratio and 
thus higher refractive index. 

 
 

Figure 4.43 shows a cross section of the electric field magnitude at 200 GHz from 

the HFSS modelling of this design, overlaid with the lenslet structure.  The model 

was excited by a Gaussian beam located at the focus with a waist appropriate for 

the frequency such that the transmitted beam filled much of the lens diameter.  For 

the electric field magnitudes and the far fields over the whole frequency range see 

Figure 4.44.  There are signs of over focussing on the upper end of the frequency 

range (300 GHz) and under focussing on the lower end (100 GHz), but overall, the 

qualitative performance looks good.  The full width, half maxima of the far field at 

various frequencies is given in Table 4.8 (along with the beam waist of the 

excitation Gaussian). 
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Figure 4.43.  Polypropylene lenslet, square patches, E field.  The electric field 

magnitude of the example polypropylene lenslet using artificial dielectrics made with 

square patches at 200 GHz. 

 

Figure 4.44.  Polypropylene lenslet, square patches, far field.  Electric field magnitude 

and far field plots (power normalised to 1 at an angle of zero degrees) for the 

polypropylene lenslet using square patches.  There’s evidence of a over focussing at 

300 GHz. 
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Table 4.8.  FWHM for the square patch polypropylene design.  The FWHM beam 

angle measured from the modelling matches the calculated value for 200 GHz (not 

surprising, this is the frequency the lens was optimised for).  The measured value 
deviates from the calculated for the other frequencies, especially 300 GHz. 

Frequency Excitation beam 
waist radius, w0 

Measured far field 
FWHM beam 
angle 

Calculate FWHM 
beam angle 

100 GHz 0.435 mm 16.2° 13.0° 

150 GHz 0.288 mm 9.3° 8.6° 

200 GHz 0.215 mm 6.5° 6.5° 

250 GHz 0.172 mm 7.5° 5.2° 

300 GHz 0.144 mm 10.3° 4.3° 

 

Using super-capacitive patches allows the example polypropylene lenslet to be 

implemented using fewer layers.  The version presented in Figure 4.45 has 27 

layers and utilises patch ratios up to 118 with a single centred finger and a 15 µm 

minimum feature size.  The refractive indices for each layer and column are listed 

in Table 4.10 and the patch ratios are in Table 4.11. 

Figure 4.46 shows the performance of the super-capacitive patches over the whole 

frequency range.  The predicted reduction in bandwidth is quite apparent, at 300 

GHz, the side lobes are becoming prominent.  The far field plots also show the 

equivalent data obtained from square patches using the same normalisation, 

showing how closely the characteristics match except for the outer frequencies of 

the design range (100 and 300 GHz). 

Table 4.9.  FWHM for the super-capacitive patch polypropylene design.  The FWHM 

beam angle measured from the modelling is a good match for the calculated value at 

200 GHz.  The measured value deviates from the calculated for the other frequencies, 

especially 300 GHz.  The values for the square patch example are also included in 
this table for comparison purposes. 

Frequency Excitation beam 
waist radius, w0 

Measured far 
field FWHM 
beam angle 

Calculated 
FWHM beam 
angle 

Measured 
FWHM for 
square 
patches 

100 GHz 0.435 mm 16.2° 13.0° 16.2° 

150 GHz 0.288 mm 8.0° 8.6° 9.3° 

200 GHz 0.215 mm 6.3° 6.5° 6.5° 

250 GHz 0.172 mm 7.7° 5.2° 7.5° 

300 GHz 0.144 mm 11.4° 4.3° 10.3° 
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Figure 4.45.  Polypropylene lenslet, super-capacitive, E field.  The electric field 

magnitude at 200 GHz of the example polypropylene lenslet using artificial dielectrics 

made with super-capacitive patches. 

 

Figure 4.46.  Polypropylene lenslet, super-capacitive, far field.  Electric field 

magnitude and far field plots (power normalised to 1 at an angle of zero degrees) for 

the polypropylene lenslet using super-capacitive patches.  The far field for the square 

patch version is also plotted (in orange), normalised to the same value.  The 

performance of the super-capacitive patches is quite poor at 300 GHz, as expected. 
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Table 4.10.  Super-capacitive patch polypropylene lenslet, refractive indices.  The 

refractive indices of the columns for the example polypropylene lenslet using super-

capacitive patches.  Column 1 is the centre, column 20 the outer edge.  Darker blue 
indicates higher refractive index. 

 
 

Table 4.11.  Example polypropylene lenslet, super-capacitive patches.  The patch 

ratios of the columns for the example polypropylene lenslet using super-capacitive 
patches.  Column 1 is the centre, column 20 the outer edge.  Darker red indicates 

higher patch ratio and thus higher refractive index. 
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4.8.2 Silicon 

The example silicon lenslet was designed with 37 mesh layers in total consisting 

of 31 mesh layers for the main body and three-stage anti-reflection layers (A and 

B) on each side.  The patch ratios used are shown in Table 4.12, the maximum 

was 70.1 (the centre columns of layer 1) in line with the decisions made earlier.  

The corresponding refractive indices are shown in Table 4.13.  The design required 

a focal length compensation factor of 1.25. 

Figure 4.47 shows the resulting electric field magnitude of a cross-section of the 

model.  The waist of the excitation gaussian beam was chosen so that the output 

beam filled the lens.  The wavelength changes as the light propagates across the 

transitions between the silicon dielectric, the matching layer and the vacuum are 

apparent. 

Figure 4.48 shows the electric field magnitude and the normalised far field for the 

whole frequency range.  These indicate that the lenslet behaves well from 100 to 

175 GHz.  The beam below the lenslet (in the vacuum) is parallel at the designed 

centre frequency of 150 GHz, under focussed at lower frequencies and over 

focussed at higher frequencies, as expected from earlier work on the refractive 

index of artificial dielectrics.  At 200 GHz the side lobes are becoming particularly 

prominent. 

Table 4.14 presents the beam waists used for the gaussian excitation beam for 

each frequency, along with the measured and calculated FWHM beam angles.  

These show that the lens is performing reasonably at the centre frequency, but 

further optimisation may be possible. 
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Table 4.12.  Example silicon lenslet, square patches.  Patch ratios for the cells of the 

37 layer silicon lenslet using a 160 µm unit cell.  Column 1 is the centre, 20 is the 

outer edge.   Darker red indicates higher patch ratio and thus higher refractive index. 

 
 

Table 4.13.  Example silicon lenslet, square patches, refractive indices.  Refractive 

indices for the cells of the 37 layer silicon lenslet using a 160 µm unit cell.  Column 1 

is the centre, 20 is the outer edge.   Darker blue indicates higher refractive index. 
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Figure 4.47.  Silicon lenslet, square patches, E field.  The electric field magnitude of 

the example silicon lenslet consisting of 37 layers at 150 GHz.  Indications of the 
position of the metallic mesh grid and other features are overlaid. 

 

Figure 4.48.  Silicon lenslet, square patches, far field.  Electric field magnitude and far 

field plots for the initial silicon lenslet modelling without the transition to vacuum.  The 

behaviour of the lenslet deteriorates beyond 175 GHz. 
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Table 4.14.  Full width, half maximum for the square patch silicon design.  The FWHM 

beam angle measured from the modelling is a fair match for the calculated value at 

150 GHz.  The measured value deviates from the calculated for the other frequencies. 

Frequency Excitation beam 
waist radius, w0 

Measured far 
field FWHM 
beam angle 

Calculated 
FWHM beam 
angle 

100 GHz 0.46 mm 17.4° 13.5° 

125 GHz 0.37 mm 13.1° 10.8° 

150 GHz 0.30 mm 9.3° 9.0° 

175 GHz 0.26 mm 10.9° 7.7° 

200 GHz 0.23 mm 11.6° 6.7° 

 

4.9 Improving the simple path length model 

Section 4.1 introduced a simple path length model of GRIN lenslet behaviour but 

noted it had a number of shortcomings that were accounted for by a focal length 

compensation factor.  In this section, shortcomings are identified, and possible 

solutions proposed. 

4.9.1 Bending at the lenslet structure boundary 

The assumption that all the bending of light rays incident on the structure occurs 

at the boundary to the structure is incorrect for GRIN lenslets.  Rather, the rays 

bend slowly as they pass through the refractive index grading.  This means that 

rays on the edges of the lenslet can pass through columns nearer the centre 

(where the refractive index is higher) than their assigned column, accumulating 

more phase shift than was intended.  This effect is more pronounced the thicker 

the lenslet is. 

To demonstrate this issue, a simple adaptation of the computer graphics ray 

tracing algorithm first proposed by Appel128 and improved to include refraction (and 

other optical effects) by Whitted129 was used.  Rays were traced from the focus, 

through the lenslet structure, out to infinity; only the path of the ray was considered 

important, unlike in the computer graphics application where intensity is also taken 

account.   

A ray bends in a GRIN structure due to the transverse refractive index gradient it 

encounters.  To model this, the refractive index is sampled on both sides of the ray 

and bending is applied in response to the difference between the two. 
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The algorithm consists of tracking the ray in a stepwise manner as shown in Figure 

4.49.  Each step consists of a location and a unit vector indicating the current 

direction of the ray.  The location of the next step, 𝑚+ 1, is calculated by advancing 

a distance, ∆𝑟, in the direction of the unit vector from step 𝑚.  The refractive index 

is sampled at two locations, 𝑛% and 𝑛$, a distance ∆𝑠 each side of the ray halfway 

between these steps.  The distance 𝛿𝑟 was then calculated from the difference in 

phase shifts of the path from a1 to b1 and from a2 to b2.  This in turn allows the 

angle, 𝜃, through which to rotate the unit vector to be calculated from: 

𝜃 = tan!% ¨
(𝑛$ − 𝑛%)

𝑛$
Δ𝑟
2Δ𝑠

©	. 4-45 

The two parameters, ∆𝑟 and ∆𝑠, should be chosen to be small enough to accurately 

trace the path. 

 

Figure 4.49.  Ray tracing concept.  A single step in the ray tracing algorithm used to 

investigate the passage of waves through a GRIN lenslet structure. 

The results of using this algorithm with the lenslet structures described earlier 

reveal the extent to which the rays deviate from the simple model.  Figure 4.50 

shows rays traced through the polypropylene design described in section 4.8.1.   It 

is apparent that while the centre of the lenslet is a little under focussed, the edges 
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are still very over focussed.  The rays at the edges clearly pass through many of 

the GRIN columns on their journey rather than the single column the simple model 

assumes.  These rays encounter far more phase shift and see a steeper refractive 

index grading than intended, causing the over-focussing that the compensation 

factor adjusts for.  In addition, each column boundary crossing has the potential to 

reflect some of the energy, adversely affecting the gain of the device. 

 

Figure 4.50.  Polypropylene lenslet ray tracing.  Rays passing through an example 

polypropylene lenslet designed using the simple path length model.  Notice how most 

rays pass through multiple columns, especially towards the edges of the lenslet. 

4.9.2 Metamaterial artificial dielectrics incidence angle 

Another fault is associated with the measured refractive index of the artificial 

dielectrics.  Typically, they are modelled with normally incident waves with the 

assumption that the effective refractive index does not vary with incident angle.  

This is, however, not true for artificial dielectrics constructed using metallic patch 

meshes.  As the angle of incidence increases, the apparent spacing of the mesh 

layers increases and the effective unit cell decreases due to geometry.  Both these 

effects will tend to reduce the effective refractive index. 

The effect of incidence angle on the effective refractive index of these artificial 

dielectrics was investigated using HFSS.  Figure 4.51 shows the model setup 

used.  The method used to derive the refractive index from the S-parameters, 

described in section 4.3.3, relies on waves normally incident onto the test 

dielectric.  The meta-material mesh layers must therefore be arranged at an angle 

in the artificial dielectric.  This does complicate the master/slave boundaries along 

the x axis as there will be a discontinuity in the mesh layer.  HFSS does allow an 
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angle offset to be applied to the slave, but that also will cause a problem; effectively 

a step in the z sides of the artificial dielectric block making it difficult to determine 

𝑑<.  Instead, the layout in the figure was used, modelling six columns of the mesh 

to minimise the effect the boundary discontinuity has on the results (it was found 

with a quick survey that six columns was sufficient for this purpose). 

 

Figure 4.51.  Angle of incidence modelling.  Modelling arrangement for the HFSS 

investigation into the effect of incidence angle on the refractive index of artificial 

dielectrics constructed from meta-material meshes. 

This model was used to measure the effective refractive indices of blocks of 

artificial dielectrics with meta-material mesh layers at angles from 0 to 60º to the z 

boundary of the block for various sizes of capacitive patch.  Figure 4.52 shows 

selected results for silicon based artificial dielectrics using a meta-material mesh 

with a unit cell of 160 µm and a layer spacing of 100 µm at a frequency of 150 

GHz.  At the larger patch sizes, there is some evidence of a slight increase in 

refractive index up to an incidence angle of around 20º.  Thereafter, the refractive 

index falls away roughly linearly to the maximum angle studied.  This effect can be 

used to minimise the amount of modelling and data collection required to build the 

incidence angle compensation tables. 



Lenslet design 

 157 

 

Figure 4.52.  Effect of incidence angle on refractive index.  Effective refractive index 

of a silicon based artificial dielectric against incidence angle at 150 GHz for selected 

meta-material patch sizes.  The refractive index at zero incidence angle was the value 

used in the simple design model. 

The simple design method assumes the rays always encounter the artificial 

dielectric with normal incidence.  This is not true for a large majority of the lens 

structure, as can be seen from the right-hand (straight column) side of Figure 4.53.  

The only places it is true are at the top layer and the centre column.  Everywhere 

else, the rays meet the artificial dielectric cell at a non-normal angle.  Towards the 

edge of the lenslet, this will cause rays to encounter a lower refractive index than 

they should, leading to under-focussing.  This is a smaller effect than the over-

focussing described in section 4.9.1 as the design still requires a compensation 

factor that reduces focussing. 

4.9.3 Following the rays 

An improvement on the simple design that follows the paths of the rays through 

the device would allow the column boundary crossing and non-normal incidence 

issues to be addressed.  Figure 4.53 shows the proposed concept.  Inside the 

lenslet structure, the GRIN columns are arranged to follow the path of the ray.  This 

requires the column width (and therefore the unit cell of a metamaterial 

implementation) to vary along the ray, being smallest at the lenslet edge nearest 

the focus.  The ray encounters two bending mechanisms; firstly, Snell’s law applies 

at the boundary nearest the focus, secondly, the effect of the graded index causes 

the ray to follow a curved path through the structure.   
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Figure 4.53.  Curved column concept.  A lenslet structure in which the GRIN columns 

follow the ray paths is shown on the left compared to the original straight column 

design on the right. 

To design a lenslet using this recipe, the column width, refractive index, ray path 

length and angle of incidence must be calculated for each cell in the GRIN array.  

This can be achieved using some simple geometry.  To start with, an equation for 

the curved part of the ray path is determined.  Figure 4.54 shows the path of a ray 

assuming it follows an arc of a circle inside the structure.  The ray starts at the 

focus, point C, which will also be the coordinate origin in this derivation.  It travels 

to point A where it encounters the edge of the lenslet structure, column 𝑚 ∈ {1. .𝑀}, 

at angle 𝜃G to the normal given by: 

𝜃G = tan!% A
𝑙G
𝑑 C

	. 4-46 

The ray is refracted at the boundary according to Snell’s law and therefore enters 

the lenslet structure at the angle 𝜃G*  where 𝑛L is the refractive index of the dielectric 

between the focus and the lenslet and 𝑛G is the main refractive index of this 

column: 

𝜃G* = sin!% A
𝑛L
𝑛G

sin 𝜃GC	. 4-47 
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Figure 4.54.  Curved column geometry.  The path of a ray (in blue) from the focus 

(point C) passing through a lenslet structure (points A to B). 

Simple geometry then leads to equations for the radius of the circle, 𝑟G: 

𝑟G =
𝑏

sin 𝜃G*
 4-48 

and the distance 𝑒G: 

𝑒G = 𝑟G cos 𝜃G* 	. 4-49 

Using the focus, point C, as the coordinate system origin, the equation of the circle 

is therefore: 

(𝑥 − 𝑒G + 𝑙G)$ + (𝑦 − 𝑑 − 𝑏)$ = 𝑟G$ 	. 4-50 

The distance of the centre of a column from the centre of the lenslet, 𝑙G, depends 

on whether there are an even or odd number of columns in the lenslet and is given 

by: 

𝑙G = ®𝑚𝑔 −
𝑔
2

even	𝑚

𝑚𝑔 − 𝑔 odd	𝑚
	. 4-51 
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To calculate the column width of each cell, consider rays that pass through the 

structure on the two edges of a column, as shown in Figure 4.55.  The y coordinate 

of each layer, 𝑛 ∈ (1. . 𝑁), where the layer spacing is 𝑠, is given by: 

𝑦4 = 𝑑 + 𝑛𝑠 −
𝑠
2
	. 4-52 

For each layer, the x coordinates of points A and B can be determined using 

Equation 4-50. 

𝑥G4[ = 𝑒G[ +
𝑔
2
− 𝑙G +�𝑟G[$ − (𝑦4 − 𝑑 − 𝑏)$ 4-53 

𝑥G4\ = 𝑒G\ −
𝑔
2
− 𝑙 + �𝑟G\$ − (𝑦4 − 𝑑 − 𝑏)$ 4-54 

where 𝑔 is the nominal column width at the boundary of the lenslet structure 

nearest the focus.  The column width of the cell in column 𝑚 on layer 𝑛 is therefore: 

𝑔G4 = 𝑥G4[ − 𝑥G4\ 	. 4-55 

 

 

Figure 4.55.  Curved column unit cell geometry.  The cell width in each layer is 

determined by the geometry of the pair of rays passing along the edges of a column. 
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The incidence angle the ray makes at each cell and the length of the path it follows 

inside the cell must also be calculated.  Figure 4.56 shows a close up of the 

geometry of the ray passing through a cell.   

 

Figure 4.56.  Curved column geometry, ray close up.  Close up of a ray passing 

through a cell. 

Again, using simple geometry, the incidence angle is given by: 

𝜃G,4 = tan!%
∆𝑥G,4
𝑠

 4-56 

where 

∆𝑥G,4 = 𝑥G,4&% − 𝑥G,4	. 4-57 

The two x coordinates can be found using the equation of the circle given by 

Equation 4-50: 

𝑥G,4 = 𝑒G − 𝑙G + �𝑟G$ − (𝑦4 − 𝑑 − 𝑏)$ 4-58 

𝑥G,4&% = 𝑒G − 𝑙 + �𝑟G$ − (𝑦4&% − 𝑑 − 𝑏)$ 4-59 

where 

𝑦4 = 𝑑 + (𝑛 − 1)𝑠 4-60 

𝑦4&% = 𝑑 + 𝑛𝑠	. 4-61 

The length of the arc inside the cell is given by: 

𝑝G4 = 2𝑟G𝜓G 4-62 
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where 

𝜓G = sin!%
�𝑠$ + ∆𝑥G4$

2𝑟G
	. 4-63 

The argument then proceeds in a similar fashion to the simple design model.  The 

phase shift due to the path length from the focus to the start of a curved column, 

where 𝑛L is the refractive index of the dielectric that fills this space, is given by: 

𝜙[G =
2𝜋𝑓𝑛L,𝑑$ + 𝑙G$

𝑐
	. 4-64 

The phase shift induced by a curved column is the sum of all the phase shifts 

induced by the cells in that column.  It is expressed this way as the refractive index 

of all the cells in the column will not be the same, those that form the anti-reflection 

layers will be different.  It is given by: 

𝜙\G = ¢
2𝜋𝑓𝑝G,4𝑛G,4

𝑐

E!%

4J<

	. 4-65 

To bring the wavefronts into line, the phase shift the curved columns induce must 

compensate for the varying path lengths from the focus to the start of the column.  

The ray passing through the outer column, 𝑚 = 𝑀, takes the longest path, so its 

curved column is assigned the minimum refractive index, 𝑛L, throughout.  The 

other columns must then have this phase shift: 

𝜙\G = 𝜙\F + 𝜙[F − 𝜙[G	. 4-66 

Substituting and simplifying: 

¢𝑝G,4𝑛G,4

E!%

4J<

= 𝑛L f¢ 𝑝F,4

E!%

4J<

+�𝑑$ + 𝑙F$ −�𝑑$ + 𝑙G$ g	. 4-67 

At this point all the necessary math is known but it is noted that the algorithm must 

be recursive; the main column refractive indices are calculated using the column 

path lengths which themselves depend on the main column refractive indices.  In 

addition, the anti-reflection layer refractive indices depend on the main column 

refractive indices which in turn depend on the anti-reflection layer refractive 

indices.  The algorithm therefore starts by setting the main column refractive 

indices, 𝑛G, all to 𝑛L, effectively ignoring the effect of Snell’s law at the beginning, 
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making it possible to calculate the equations of the ray arcs.  In addition, no anti-

reflection layers are allowed for, making all the cells in a column have the same 

(main) refractive index, 𝑛G, which allows Equation 4-67 to be simplified to:  

𝑛G =
𝑛L J𝑝F + 𝑓,𝑑$ + 𝑙F$ − 𝑓,𝑑$ + 𝑙G$ M

𝑝G
	. 4-68 

This information then allows the width, incidence angle and path length to be 

calculated for each cell.  The outer few layers’ refractive indices are then reduced 

to implement the anti-reflection layers.  There will now be an error between the 

phase shift the columns are now inducing and that required, which allows a 

modification to the main column refractive index to be calculated.  The algorithm 

then loops, recalculating the column width, incidence angle and path length etc.  

After a number of loops, the parameters for all the column cells will be known to a 

reasonable accuracy. 

The final stage is to assign metamaterial patch sizes to each column cell.  The 

column width, refractive index and incidence angle are all taken into account.  This 

step requires a reasonably extensive catalogue of the refractive indices achieved 

by artificial dielectrics using various unit cells and patch sizes modelled with waves 

at a range of incidence angles.  HFSS was used to build the catalogues, Table 

4.15 details the contents of the catalogue for the example silicon lenslet that will 

be described next.  Linear interpolation was used to choose the patch ratio for each 

column cell so as to provide the required refractive index. 

Table 4.15.  Refractive index catalogue contents.  The contents of the catalogue 

created using HFSS for the curved column design process for the example lenslet in 

a silicon dielectric.  The effective permittivity and permeability were extracted from the 

S-parameters for each combination of these parameters. 

Parameter Range 

Unit cell 120 to 200 mm in steps of 20 mm 

Patch ratios 5, 20, 40, 60, 80, 85, 90 

Incidence angle 0º, 5º, 10º, 20º, 40º, 60º 

Frequency 10 to 400 GHz in steps of 10 GHz. 

 

A design with curved columns for the silicon example lenslet was prepared without 

anti-reflection layers.  The unit cell sizes of each column for each layer calculated 

using the geometry described above are shown in Table 4.16, notice how each 
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column of each layer can have a different size.  The resulting electric field 

magnitude is shown in Figure 4.57. 

Table 4.16.  Curved column widths.  The unit cell sizes (in µm) of the columns for the 

initial curved column design of the example silicon lenslet.  Darker green indicates 

larger unit cell. 

 
 

 

Figure 4.57.  Curved column demonstration E field.  A design for the silicon example 

lenslet using curved columns with focal length compensation factor of 1.0.  There are 

no anti-reflection layers and no interface to vacuum in this example which was 

measured at the centre frequency of the specification, 150 GHz. 
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The most encouraging feature of this design is that a focal length compensation 

factor of 1.0 (in other words, no compensation factor) leads to wavefronts that are 

remarkably straight.  This indicates that the design model accurately takes into 

account how the waves propagate through the lenslet structure.  In addition, the 

mask blocks the light that would otherwise miss the lenslet structure and reveals 

that little energy emerges from the sides of the structure. 

4.9.4 Following the rays in three dimensions 

The procedure outlined in section 4.9.3 is useful for generating effectively a strip 

along the diameter of a lenslet, suitable for modelling in HFSS using the low 

memory footprint method described in section 4.2.  However, due to the varying 

unit cell size along the diameter, it is not possible to extend the design to a full 

quadrant using the method of section 4.2; the fully variable unit cell design is not 

practical for the construction of a circular lenslet using meshes consisting of square 

patches. 

 

Figure 4.58.  Constant column size with curved columns.  Comparison of the 

behaviour of the same lenslet design using curved columns with fully variable unit cell 

size and layer constant unit cell size including the far field performance, at 150 GHz. 

To overcome this issue, the unit cell can be kept constant on each layer (it will still 

be different from layer to layer to maintain the curved column structure).  The 

calculated unit cell size was replaced with the average unit cell size throughout 

each layer.  This allows each layer to consist of a mesh of patches on a uniform 

unit cell.  Examining the unit cell along the diameter of each layer (as shown in 

Table 4.16), it can be seen that the variation is not insignificant, so the effects of 

this approximation must be understood.  Figure 4.58 shows the effect by 
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comparing the same silicon lenslet design using fully variable and layer constant 

unit cell sizes. 

The approximation is shown to make a small difference.  The wavefronts are not 

quite as straight with constant unit cells and there is a hint of a slight over 

focussing.  The far field plot indicates that there is a little more power in the central 

beam and the side lobe pattern is different.  The reflection characteristics are also 

different, evidenced by the apparent change in intensity of the incident beam.  The 

waves do still follow the form of the curved lenslet structure though and leakage 

sideways looks the same.  On the whole, the penalty for requiring a constant unit 

cell size on each layer is acceptable. 

4.9.5 The full silicon lenslet 

To implement the full example silicon lenslet using curved columns, the anti-

reflection layers must be added along with the transition to a vacuum.  This leads 

to the return of the focal length compensation factor as the presence of cells in the 

structure with the refractive indices required for the anti-reflection layers is not fully 

accounted for by the design model.  These cells have a lower refractive index, so 

the design model overestimates the bending contributed by them, this results in 

the design requiring a focal length compensation factor of less than 1 (0.85 in this 

example).  Figure 4.59 presents the electric field magnitude at 150 GHz of the 

resulting lenslet overlaid with the lenslet structure.  Table 4.19 details the unit cell 

size for each layer and the patch ratio for each cell and Table 4.20 shows the 

refractive indices.  It is implemented in 35 layers, a reduction of 2 layers from the 

straight column design of section 4.8.2.  The design parameters are shown in 

Table 4.17 compared with the original straight column design. 
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Table 4.17.  Curved column Silicon lenslet design details compared with the straight 

column version from section 4.8.2. 

Columns Straight Curved 

Patch Type Square Square 

Diameter 6.3mm 6.3 mm 

Center frequency 150 GHz 150 GHz 

Bandwidth 100 GHz 100 GHz 

Focal length (d in 
Figure 4.1) 

2 mm 2 mm 

Layer spacing 100 µm 100 µm 

Number of layers 37 35 

Lens thickness (b in 
Figure 4.1) 

3.7 mm 3.5 mm 

Focal length 
compensation 
factor 

1.25 0.85 

 

 

Figure 4.59.  Curved column silicon lenslet, E field magnitude.  Example silicon lenslet 

implemented using curved columns at 150 GHz.  The lenslet structure and other 

features are overlaid for reference. 
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Figure 4.60.  Curved column lenslet, far field.  Electric field magnitude and far field 
plots for the curved column silicon lenslet design.  The far field plots also show the 

straight column far fields normalised to the same scale. 

Figure 4.60 shows the far field and electric field magnitudes for the design at a 

number of frequencies over the design band.  Rather like the straight column 

version of section 4.8.2, there’s under focussing apparent at 100 GHz and over 

focussing at 200 GHz, although maybe not as much.  The far field plots are 

normalised so that 1 corresponds to the power through the curved lenslet on its 

axis, the straight column far fields included as a reference are normalised to the 

same value.  This shows that at the centre frequency, the curved column 

implementation transmits more power.   Table 4.18 shows the measured and 

calculated FWHM angles for the output beam in the far field, which indicates that 

the curved column design conforms over a wider frequency range. 

Table 4.18.  Full width, half maximum for the curved column silicon design.  The 

FWHM beam angle measured from the modelling compared with the angle expected.  

The measured values for the straight column version of section 4.8.2 are included for 
comparison. 

Frequency Excitation beam 
waist radius, w0 

Measured far 
field FWHM 
beam angle 

Calculated 
FWHM beam 
angle 

Straight 
columns FWHM 
beam angle 

100 GHz 0.46 mm 15.6° 13.5° 17.4° 

125 GHz 0.37 mm 11.2° 10.8° 13.1° 

150 GHz 0.30 mm 9.4° 9.0° 9.3° 

175 GHz 0.26 mm 7.9° 7.7° 10.9° 

200 GHz 0.23 mm 13.6° 6.7° 11.6° 
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Table 4.19.  Curved column patch ratios.  Unit cell sizes and patch ratios for the cells 

of the 35 layer silicon lenslet implemented using square columns and constant unit 

cell per layer.  Column 1 is the centre of the lenslet, 16 is the outer edge.  Darker red 
indicates larger patch ratio. 

 
 

Table 4.20.  Curved column, refractive indices.  Refractive indices for the cells of the 

35 layer silicon lenslet with curved columns.   Darker blue indicates higher refractive 

index. 
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4.9.6 Final thoughts on 3D 

The method of extending radial slices that have been modelled into full 3D 

spherical lenslets outlined in section 4.2 may not lead to an optimal implementation 

of a curved column lenslet due to the metamaterial columns off the main axis no 

longer following the same curves as the light rays.  One way of solving this would 

be to use metamaterial cells on each layer that are curved segments as shown in 

Figure 4.61.  A further advantage of this layout is that the compromise described 

in section 4.9.4 would no longer be required.  There is a lot more investigation of 

the properties of patches in these cells to be done before a layout such as this is 

practical, most of which will necessarily be further work.  

 

Figure 4.61.  Possible layer layout for a curved column lenslet. 

 

Figure 4.62.  A trapezoid patch in a trapezoid unit cell. 

As a first step, a trapezoid patch and cell was modelled.  A trapezoid can be 

regarded as an approximation for many of the cells in the segmented layout, 

especially in the outer rows.  The dimensions are shown in Figure 4.62.  
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Immediately apparent is the fact that this shape can be birefringent.  The unit cell, 

𝑔, defines the height and the central width of the cell.  The patch ratio, 𝑝, was again 

used to represent the overall size of the patch along with two compensation 

factors, 𝜌1 and 𝜌- which combined with 𝑔 specify the height and central width of 

the patch.  The idea is that 𝜌1 and 𝜌- are chosen such that the refractive index of 

the patch is the same for both the 𝑥 and 𝑦 polarisations for a given 𝑝. 

To establish if suitable values of 𝜌1 and 𝜌- exist, at least for an example trapezoid, 

the patch was modelled in HFSS and the refractive index for both polarisations 

measured using the S-parameter method.  An arrangement of six patches in 

alternating directions, as shown in Figure 4.63, was used to allow master-slave 

boundaries to be used.  In addition, this layout can also be used to investigate the 

behaviour at non-normal angles of incidence, as described in section 4.9.2. 

Figure 4.64 shows the refractive index of a trapezoid patch (patch ratio 60, unit cell 

150 µm) for both polarisations compared with the equivalent square patch in the 

same unit cell.  The compensation factors, 𝜌1 and 𝜌-, have been chosen to bring 

the trapezoid’s curves close to the square’s curve.  The correspondence is 

particularly good around 150 GHz, only dropping off beyond 200 GHz. 

 

 

Figure 4.63.  HFSS model of trapezoid patches. 
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This taste of the behaviour of a trapezoid patch is just the beginning if the curved 

segment concept is to be achieved.  A lot of further work is necessary to analyse 

the behaviour of all the different patches required, including at non-normal 

incidences, and to determine the 𝜌1 and 𝜌- in every case.  In addition, especially 

towards the centres of the layers, how accurate the trapezoid approximation of the 

curved segments is, needs to be investigated. 

 

Figure 4.64.  Refractive index of a trapezoid patch with a patch ratio of 60 in a 160 

µm unit cell compared with the equivalent square patch. 

4.10 Conclusions 

The feasibility of designing reasonable metamaterial mesh lenslet structures using 

the simple design model was demonstrated despite its shortcomings; a 

compensation factor being introduced to allow for them.  The steps required to 

make sensible decisions regarding such parameters as the metamaterial unit cell 

and layer spacing were explored in detail.  The use of internal anti-reflection layers 

to match the lenslet structure to the carrier dielectric (in addition to matching the 

dielectric to the surrounding vacuum) was shown to make a significant difference 

to the performance. 

The applicability of artificial dielectrics using the super-capacitive patch was 

investigated and for the polypropylene lenslet design found to be useful, allowing 

the saving of five layers over a square patch design.  Lenslets were designed for 

the targeted polypropylene specification with and without super-capacitive 

patches.  The design with such patches required 27 layers including anti-reflection 

layers, while without them 32 layers were necessary.  The far field performance 

between the two designs matched well except at the highest frequency studied, 
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where the effect of the shifted low pass filter roll-off with super-capacitive patches 

became apparent.  A saving (in this case) of 15% of the layers may be useful if the 

reduced bandwidth is not an issue for the application.  The basic behaviour of the 

super-capacitive patch lenslet was modelled over the design bandwidth, but the 

effect of any resonances outside this range remains as further work, as do any 

differences in loss, transmission and reflection caused by real world metallic 

patches replacing the perfect electrical conductors in the model.   

It was also shown that super-capacitive patches were not suitable for use with the 

example silicon lenslet specification.  This was due to the low pass filter cut-off 

frequency lying in the required frequency band.  The silicon example design was 

therefore implemented using only conventional square patches and consisted of 

37 layers including six anti-reflection layers.  This compares with the lenslet 

reported by Pisano et al65 that contained 34 layers but didn’t deploy anti-reflection 

layers.  Although the specifications were not strictly comparable, it indicates that 

this implementation of the simple design method is producing results consistent 

with existing work. 

The shortcomings of the simple design model were investigated and an alternative 

using curved columns that followed the rays through the lenslet structure was 

proposed.  This has the potential to eliminate the need for a focal length 

compensation factor, although this first cut at the algorithm overestimates the ray 

bending achieved which may be due to the anti-reflection layers not being properly 

accounted for. 

Further work is required to assess (and optimise if necessary) the losses of the 

proposed lenslet designs over their bandwidths when modelled with copper rather 

than perfect electric conductor patches and to estimate their gains.  A much larger 

future project is to construct them to verify that they perform in the way the 

modelling indicates.  In addition, the curved column design model requires 

extending to account for the internal anti-reflection layers. 

The extension of the cylindrical models of the curved column structures to a fully 

three-dimensional circular lenslet also remains as an issue that has not been 

finalised.  The approximation proposed in section 4.2 requires further investigation 

and may not be completely appropriate for the curved column case.  The 

trapezoidal proposal of section 4.9.6 may be better.  Further modelling and device 

construction will be required to determine this. 
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The possibility of using the genetic algorithm described in section 2.4 for optimising 

lenslet designs was explored and appropriate fitness functions were investigated.  

Such an approach may be especially applicable to the curved column lenslets.    

However, this approach remains as further work due to the large amounts of 

modelling necessary which would require more cluster computer time than was 

available to the author.
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Chapter 5  
Summary 

The work presented in this thesis started by investigating the behaviour of well-

known metamaterial structures used in the implementation of millimetre wave 

optical filter devices before progressing to their use in lenslets and lenslet arrays.  

The two subjects are connected due to the fact that longitudinal columns through 

a lenslet structure can be regarded as low pass filters. 

Chapter 1 introduced the subjects and provided a context for the work. 

Chapter 2 discussed modelling techniques and described the modelling software 

written by the author that was used in later chapters. 

Chapter 3  presented work done by the author investigating alternative 

metamaterial patch shapes to the conventional square.  The use of a genetic 

algorithm to search for shapes that improved the performance of low-pass filters 

from the set of patterns available from NxN pixel patches (extending the work of  

Ge and Esselle30) produced incremental results.  There was an indication that 

rounding the corners of the square patches had a beneficial effect in the case of 

the Chebyshev response, but other than that, the conclusion was that the square 

patch is as good as it gets.  This bears out the experience of the Filters Team at 

Cardiff University who have found that keeping the square patch corners as sharp 

as possible improves the cut-off of their Butterworth style filters. 

However, the constraints applied to the patterns in the NxN pixel patch set may 

have been too tight.  The requirement for four-fold symmetry of the patterns was a 

severe limiting factor; although it forced all patterns in the set to be non-birefringent 

it did not produce the set of all non-birefringent patterns.  The restrictions on the 

value of N to keep the search space a practical size also limited pattern complexity, 

for example it made patterns that were even remotely fractal difficult to represent. 

The concept of ‘improvements’ to the desired low pass filter device were also hard 

to specify.  The work concentrated on the obvious aspects, ripple in the pass band, 

steepness of the cut-off and number of layers.  But there may be other aspects of 

the filter response that could be improved that were not anticipated by the fitness 

functions used to assess the results of the genetic algorithm.  This demonstrates 
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that in some ways, the genetic algorithm does require some knowledge of the 

result in order to be successful. 

An alternative to the scatter-gun approach of the genetic algorithm is to deliberately 

design a pattern with a specific aim, without being restricted to a particular set of 

shapes.  This approach was followed by considering how the capacitance of a 

capacitive patch is created and then modifying the shape to increase it.  This led 

the author to propose a shape with fingers that grow into adjacent patches, 

increasing the inter-patch capacitance by increasing the length of the parallel 

edges (termed the super-capacitive patch).  The result was certainly not four-fold 

symmetric (though not birefringent) and the value of N required for its 

representation by an NxN pixelated pattern would have been at the upper end of 

those considered suitable for the genetic algorithm.  Masks of this super-capacitive 

patch are under preparation for the manufacture of devices to allow the verification 

of the basic modelling.  The super-capacitive patch is a rather complex shape and 

how minor manufacturing errors affect its performance could be important and 

should be investigated, both through further modelling and experimental work. 

It was shown that super-capacitive patches do extend the sequence of admittance 

characteristics in ways that are useful and novel, both in filters and in artificial 

dielectrics.  A filter with a wider stopband was demonstrated in section 3.2.3. 

Further work is required to completely suppress the signal in the stopband and to 

improve roll off as well as to construct one and verify the modelling.  The 

application of the patch to artificial dielectrics was also investigated and the 

possibility of higher achievable refractive indices was shown in section 4.3.5 

Chapter 4 then starts by detailing the development process behind metamaterial 

GRIN lenses using a simple design model.  The various decisions that must be 

made in a GRIN lens design to settle on the unit cell size, layer spacing, and 

number of layers were considered from the viewpoint of two example lens 

specifications, one in polypropylene, one in silicon.  It was shown that as a result, 

the super-capacitive patch was only appropriate for use with the polypropylene 

example lens.  With the silicon lens, the cut-off frequency of artificial dielectrics 

with the high refractive index created by them impinged on the specified frequency 

range.   

The desired refractive index for each layer of each column of the lens structure 

was then calculated.  To be able to convert these refractive indices into the 

appropriate metamaterial patch sizes that implement them, an artificial dielectric 
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catalogue was required.  A method of measuring the permittivity and permeability 

parameters of artificial dielectrics was chosen from three found in the literature.  A 

procedure using the S-parameters of a block of the dielectric under test measured 

by HFSS was developed and used to create the catalogue.  This, along with linear 

interpolation, was then used to specify the patch ratios required. 

It was then shown that to achieve good results from the designed lenses it was 

necessary to use a focal length compensation factor to overcome shortcomings of 

the design model that led to the focussing effect to be under-estimated when the 

lens thickness becomes greater than the wavelength of the light travelling through 

it.  However, with suitable compensation factors, good solutions were obtained for 

both the polypropylene and silicon example specifications.  In the polypropylene 

case, solutions with and without super-capacitive patches were obtained, the use 

of the latter leading to fewer layers being required against a slight bandwidth trade 

off.  Further work is required to construct these designs and verify the modelling, 

especially the effects of the super-capacitive patches on the polypropylene 

version. 

The need for the focal length compensation factor was an indication of problems 

with the simple design methodology.  These shortcomings were explored, and two 

major issues identified; the path of rays through the structure was not properly 

represented and the incidence angle of light on the metamaterial artificial 

dielectrics was being ignored.  Changes made to address these led the author to 

propose a method of designing lenses using curved columns.  This resulted in 

columns that followed the path the light took through the structure and also allowed 

the incidence angle to be calculated for each layer of each column. 

To account for the incidence angle of rays on the artificial dielectrics, the refractive 

index catalogue was extended to include the angle.  This required the method of 

measuring the S-parameters using HFSS to be changed to cover non-normally 

incident radiation.  Section 4.9.2 describes the approach taken by the author to 

achieve this.  

Lenses produced using this initial implementation of the curved column method 

were much less in need of a compensation factor.  The internal anti-reflection 

layers were not properly accounted for which may be the source of the remaining 

modelling error.   The modelling showed that little light emerged from the sides of 

the lens structure and that slightly fewer layers were necessary. 
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Further modelling work is required to develop the curved column approach before 

an example can be constructed and tested.  The underlying geometry should be 

extended to cover the anti-reflection layers and the method of implementing 

rotational symmetry to produce a circular lenslet improved.  Once satisfactory 

three-dimensional performance has been achieved, masks can be made, and an 

example constructed and tested.   

The possibility of using segment-like patches (approximated by trapezoids) was 

briefly looked at.  The otherwise birefringent nature of these patches was corrected 

through careful patch spacing.  This approach is also worth taking further as it has 

the potential to increase the efficiency of devices utilising it, especially in the step 

to the full circular lenslet. 

The work described in this thesis, especially that in Chapter 4, was badly affected 

by the Covid-19 pandemic.  The construction and testing of examples was severely 

delayed, converting the project into modelling and theory only.  The novel 

metamaterial lenslet devices proposed, however, have applications in CMB 

instrument focal planes where their possible efficiency and manufacturability 

improvements would be of use. 
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Appendix A  
Propagation matrix derivation 

The propagation matrix modelling method derived here is expanded from 

Orfandis80 chapters 2 and 5.  The main aim of this appendix is to document all the 

mathematical steps (avoiding such terms as ‘obviously’) in enough detail that even 

this writer can follow them.  This allowed the implementation of the method in the 

software created as part of the project reported by this thesis to proceed with 

confidence and should provide sufficient reference to allow future development. 

A.1 One dimensional plane waves 

Consider uniform plane waves propagating in a lossless medium in the z direction; 

the electric and magnetic field components only depend on time and the z position.  

Starting from the time harmonic version of Maxwell’s curl equations (section 7.10 

of Huray89 for example): 

∇ × 𝐄 = −𝑖𝜇𝜔𝐇 A-1 

∇ × 𝐇 = 𝑖𝜀𝜔𝐄 A-2 

The electric and magnetic fields have no dependency on x and y, so ]
]1
= 0 and 

]
]-
= 0.  The curl of a vector that depends only on z, 𝐅(𝑧), expands as follows: 

∇ × 𝐅(𝑧) = �0 −
𝜕𝐸-
𝜕𝑧

� 𝐢 + A
𝜕𝐸1
𝜕𝑧

− 0C 𝐣 + (0 − 0)𝐤 A-3 

If the cross product of the z axis unit vector with the partial differential of this vector 

with respect to z is expanded, the result is also: 

𝐤 ×
𝜕𝐅(𝑧)
𝜕𝑧

= �0 −
𝜕𝐹-
𝜕𝑧
� 𝐢 + A

𝜕𝐹1
𝜕𝑧

− 0C 𝐣 + (0 − 0)𝐤 A-4 

This relationship can therefore be written: 

∇ × 𝐅(𝑧) = 𝐤 ×
𝜕𝐅(𝑧)
𝜕𝑧

 A-5 

Using this, Maxwell’s time harmonic curl equations can be written as: 
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𝐤 ×
𝜕𝐄(𝑧)
𝜕𝑧

= −𝑖𝜇𝜔𝐇(𝑧) A-6 

𝐤 ×
𝜕𝐇(𝑧)
𝜕𝑧

= 𝑖𝜀𝜔𝐄(𝑧) A-7 

Taking the cross product of equation A-6 with 𝐤 leads to 

�𝐤 ×
𝜕𝐄(𝑧)
𝜕𝑧

� × 𝐤 = −𝑖𝜇𝜔𝐇(𝑧) × 𝐤 A-8 

Then using the vector triple product identity (𝑎 × 𝑏) × 𝑐 = (𝑐 ∙ 𝑎)𝑏 − (𝑐 ∙ 𝑏)𝑎 this 

can be expanded to 

(𝐤 ∙ 𝐤)
𝜕𝐄(𝑧)
𝜕𝑧

− �
𝜕𝐄(𝑧)
𝜕𝑧

∙ 𝐤�𝐤 = −𝑖𝜇𝜔𝐇(𝑧) × 𝐤 A-9 

Then using 𝐤 ∙ 𝐤 = 1 and ]𝐄
]7
∙ 𝐤 = ]=(

]7
= 0: 

𝜕𝐄(𝑧)
𝜕𝑧

= −𝑖𝜇𝜔𝐇(𝑧) × 𝐤 A-10 

Using the anti-commutativity of the vector cross product on equation A-7 gives: 

𝜕𝐇(𝑧)
𝜕𝑧

× 𝐤 = −𝑖𝜀𝜔𝐄(𝑧) A-11 

Using the characteristic impedance, 𝜂 = ,𝜇 𝜀⁄ , and 𝑐 = 1 √𝜇𝜀⁄ , the substitutions 

𝜀 = 1 𝜂𝑐⁄  and 𝜇 = 𝜂 𝑐⁄  can be used to form this pair of coupled equations: 

𝜕𝐄(𝑧)
𝜕𝑧

= −
1
𝑐
𝜂𝑖𝜔𝐇(𝑧) × 𝐤 A-12 

𝜕
𝜕𝑧
(𝜂𝐇(𝑧) × 𝐤) = −

1
𝑐
𝑖𝜔𝐄(𝑧) A-13 

Next, the define the forward and backward electric fields as: 

𝐄&(𝑧) =
1
2
(𝐄(𝑧) + 𝜂𝐇(𝑧) × 𝐤)	 A-14 

𝐄!(𝑧) =
1
2
(𝐄(𝑧) − 𝜂𝐇(𝑧) × 𝐤)	 A-15 

Adding and subtracting these equations and using 𝐤 ∙ 𝐤 = 1 and 𝐤 ∙ 𝐇(𝑧) = 0 (due 

to there being no z component) leads to: 
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𝐄(𝑧) = 𝐄&(𝑧) + 𝐄!(𝑧)	 A-16 

𝐇(𝑧) =
1
𝜂
𝐤 × �𝐄&(𝑧) − 𝐄!(𝑧)�	 A-17 

Substituting into equations A-12 and A-13: 

𝜕𝐄&(𝑧)
𝜕𝑧

+
𝜕𝐄!(𝑧)
𝜕𝑧

= −
1
𝑐
J𝑖𝜔𝐤 × �𝐄&(𝑧) − 𝐄!(𝑧)�M × 𝐤 A-18 

𝜕
𝜕𝑧 A

J𝐤 × �𝐄&(𝑧) − 𝐄!(𝑧)�M × 𝐤C = −
1
𝑐
𝑖𝜔𝐄&(𝑧) −

1
𝑐
𝑖𝜔𝐄!(𝑧) A-19 

Using the vector triple product identity (𝑎 × 𝑏) × 𝑐 = (𝑐 ∙ 𝑎)𝑏 − (𝑐 ∙ 𝑏)𝑎 along with 

𝐤 ∙ 𝐤 = 1 and 𝐤 ∙ 𝐅 = 0 this becomes 

𝜕𝐄&(𝑧)
𝜕𝑧

+
𝜕𝐄!(𝑧)
𝜕𝑧

= −
1
𝑐
𝑖𝜔𝐄&(𝑧) +

1
𝑐
𝑖𝜔𝐄!(𝑧) A-20 

𝜕𝐄&(𝑧)
𝜕𝑧

−
𝜕𝐄!(𝑧)
𝜕𝑧

= −
1
𝑐
𝑖𝜔𝐄&(𝑧) −

1
𝑐
𝑖𝜔𝐄!(𝑧) A-21 

Adding and subtracting to decouple them: 

𝜕𝐄&(𝑧)
𝜕𝑧

= −
𝑖𝜔
𝑐
𝐄&(𝑧)	 A-22 

𝜕𝐄!(𝑧)
𝜕𝑧

=
𝑖𝜔
𝑐
𝐄!(𝑧) A-23 

Using the angular wave number 𝑘 = 𝜔 𝑐⁄ = 𝜔√𝜇𝜀: 

𝜕𝐄&(𝑧)
𝜕𝑧

= −𝑖𝑘𝐄&(𝑧)	 A-24 

𝜕𝐄!(𝑧)
𝜕𝑧

= 𝑖𝑘𝐄!(𝑧) A-25 

These have solutions: 

𝐄&(𝑧) = 𝐄<&𝑒!'(7	 A-26 

𝐄!(𝑧) = 𝐄<!𝑒'(7 A-27 

Substituting back into equations A-16 and A-17 leads to a general solution: 
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𝐄(𝑧) = 𝐄<&𝑒!'(7 + 𝐄<!𝑒'(7	 A-28 

𝐇(𝑧) =
1
𝜂
𝐤 × �𝐄<&𝑒!'(7 − 𝐄<!𝑒'(7�	 A-29 

For a plane wave linearly polarised in the x direction the following can be used: 

𝐄(𝑧) = 𝐢𝐸1(𝑧) = 𝐢𝐸(𝑧)	 A-30 

𝐇(𝑧) = 𝐣𝐻-(𝑧) = 𝐣𝐻(𝑧)	 A-31 

And the general solution becomes 

𝐢𝐸(𝑧) = 𝐢𝐸<&𝑒!'(7 + 𝐢𝐸<!𝑒'(7	 A-32 

𝐣𝐻(𝑧) =
1
𝜂
𝐤 × 𝐢�𝐸<&𝑒!'(7 − 𝐸<!𝑒'(7�	 A-33 

Simplifying and using equations A-16 and A-17 leads back to: 

𝐸(𝑧) = 𝐸&(𝑧) + 𝐸!(𝑧)	 A-34 

𝐻(𝑧) =
1
𝜂
�𝐸&(𝑧) − 𝐸!(𝑧)�	 A-35 

Which can be expressed in matrix form: 

3𝐸𝐻5 = - 1 1
𝜂!% −𝜂!%/ -

𝐸&
𝐸!
/	 A-36 

Adding and subtracting to invert these equations: 

𝐸&(𝑧) =
1
2
�𝐸(𝑧) + 𝜂𝐻(𝑧)�	 A-37 

𝐸!(𝑧) =
1
2
�𝐸(𝑧) − 𝜂𝐻(𝑧)�	 A-38 

Which can also be written in matrix form 

-𝐸&𝐸!
/ =

1
2
-1 𝜂
1 −𝜂/ 3

𝐸
𝐻5	 A-39 
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A.2 The propagation matrix 

Orfanadis then derives a matrix that represents the behaviour of a wave travelling 

in a dielectric.  Considering a wave propagating along the z axis as shown in Figure 

2.1.  For the two positions, 𝑧% and 𝑧$, from equation A-26 the forward fields can be 

written as: 

𝐸$& = 𝐸<&𝑒!'(7" 	 A-40 

𝐸%& = 𝐸<&𝑒!'(7! = 𝐸$&𝑒'() 	 A-41 

And from equation A-27 the backward fields as: 

𝐸$! = 𝐸<!𝑒'(7" 	 A-42 

𝐸%! = 𝐸<!𝑒'(7! = 𝐸$!𝑒!'() 	 A-43 

therefore, 𝐸%& and 𝐸%! can be written in terms of 𝐸$& and 𝐸$! in matrix form: 

-𝐸%&𝐸%!
/ = -𝑒

'() 0
0 𝑒!'()

/ -𝐸$&𝐸$!
/	 A-44 

Using equation A-36: 

-𝐸%𝐻%
/ = - 1 1

𝜂!% −𝜂!%/ -
𝐸%&
𝐸%!

/ = - 1 1
𝜂!% −𝜂!%/ -

𝑒'() 0
0 𝑒!'()

/ -𝐸$&𝐸$!
/	 A-45 

Then using equation A-39 to completely remove the forward and backward fields: 

-𝐸%𝐻%
/ =

1
2
- 1 1
𝜂!% −𝜂!%/ -

𝑒'() 0
0 𝑒!'()

/ -1 𝜂
1 −𝜂/ -

𝐸$
𝐻$
/	 A-46 

Multiplying out the matrices: 

-𝐸%𝐻%
/ =

1
2
¨

𝑒'() + 𝑒!'() 𝜂�𝑒'() − 𝑒!'()�
𝜂!%�𝑒'() − 𝑒!'()� 𝑒'() + 𝑒!'()

© -𝐸$𝐻$
/	 A-47 

Using Euler’s formula, the propagation matrix equation can be written as: 

-𝐸%𝐻%
/ = -

cos 𝑘𝑙 𝜂𝑖 sin 𝑘𝑙
𝜂!%𝑖 sin 𝑘𝑙 cos 𝑘𝑙 / -

𝐸$
𝐻$
/ A-48 
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A.3 The matching matrix for two dielectrics 

To investigate the behaviour of a wave at a boundary between two dielectrics with 

characteristic impedances 𝜂 and 𝜂′, Orfanidis considers a plane wave propagating 

in the 𝑧 direction as shown in Figure 2.2.  The electric and magnetic fields are 

required to be continuous over the boundary, so: 

𝐸 = 𝐸′ A-49 

𝐻 = 𝐻′ A-50 

Using the forward and backward fields of equations A-34 and A-35 these become 

𝐸& + 𝐸! = 𝐸&* + 𝐸!*  A-51 

1
𝜂
(𝐸& − 𝐸!) =

1
𝜂′
(𝐸&* − 𝐸!* ) A-52 

After a trivial reorganisation: 

𝐸& + 𝐸! = 𝐸&* + 𝐸!*  A-53 

𝐸& − 𝐸! =
𝜂
𝜂′
𝐸&* −

𝜂
𝜂′
𝐸!*  A-54 

Then adding and subtracting them: 

2𝐸& = A
𝜂
𝜂′
+ 1C𝐸&* + A1 −

𝜂
𝜂′C

𝐸!*  A-55 

2𝐸! = A1 −
𝜂
𝜂′C

𝐸&* + A1 +
𝜂
𝜂′C

𝐸!*  A-56 

And rearranging: 

𝐸& =
𝜂 + 𝜂′
2𝜂′

¨𝐸&* + �
𝜂* − 𝜂
𝜂 + 𝜂′

�𝐸!* © A-57 

𝐸! =
𝜂 + 𝜂′
2𝜂′

¨�
𝜂* − 𝜂
𝜂 + 𝜂′

�𝐸&* + 𝐸!* © A-58 

Defining the reflection and transmission coefficients as 

Γ =
𝜂* − 𝜂
𝜂 + 𝜂′

 A-59 
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𝜏 =
2𝜂′
𝜂 + 𝜂′

 A-60 

Allows them to be written as 

𝐸& =
1
𝜏
[𝐸&* + Γ𝐸!* ] A-61 

𝐸! =
1
𝜏
[Γ𝐸&* + 𝐸!* ] A-62 

Which can be written in matrix form: 

-𝐸&𝐸!
/ =

1
𝜏
31 Γ
Γ 15 -

𝐸&*
𝐸!*
/ A-63 

A.4 Matching matrices for capacitive and inductive grids 

To extend Orfanidis’ treatment to metallic meshes, consider the negligibly thin grid 

embedded in a dielectric as shown in Figure 2.4.  Using the transmission and 

reflection coefficients, the following relationships can be written: 

𝐸&* = 𝑇𝐸& + 𝑅𝐸!*  A-64 

𝐸! = 𝑅𝐸& + 𝑇𝐸!*  A-65 

Rearranging 

𝐸& =
1
𝑇
𝐸&* −

𝑅
𝑇
𝐸!*  A-66 

𝐸! = 𝑅𝐸& + 𝑇𝐸!*  A-67 

Substituting the first into the second and using 𝑅 = 𝑇 − 1: 

𝐸& =
1
𝑇
𝐸&* −

𝑇 − 1
𝑇

𝐸!*  A-68 

𝐸! = (𝑇 − 1) A
1
𝑇
𝐸&* −

𝑇 − 1
𝑇

𝐸!* C + 𝑇𝐸!*  A-69 

Rearranging again: 

𝐸& =
𝐸&*

𝑇
+
(1 − 𝑇)𝐸!*

𝑇
 A-70 
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𝐸! =
(𝑇 − 1)𝐸&*

𝑇
+
(2𝑇 − 1)𝐸!*

𝑇
 A-71 

Substituting 𝑇 = %
%&_

, rearranging and writing in matrix form: 

-𝐸&𝐸!
/ = 31 + 𝑌 𝑌

−𝑌 1 − 𝑌5 -
𝐸&*
𝐸!*
/ A-72 
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Appendix B  
Derivation of FDTD stepping equations 

The derivation of the equations for the FDTD method detailed here is expanded 

mainly from Taflove and Hagness82.  Like Appendix A, the aim is to produce an 

easy-to-follow derivation without any obscure large steps as reference 

documentation for the implementation of FDTD in the software developed during 

the project.  In this author’s experience, a complete understanding of the origin of 

equations to be expressed in software greatly aids the development and 

maintenance of the code. 

B.1 Derivation of the basic FDTD equations 

Starting from Maxwell’s curl equations (Faraday’s law and Ampere’s law) 

expressed in terms of the 𝐄 and 𝐇 fields.  In addition, the existence of magnetic 

monopoles is assumed and a term for the magnetic current density, 𝐌, is included, 

with a magnetic conductivity constant, 𝜎∗, in symmetry with the electric conductivity 

constant. 

∇ × 𝐄 = −𝜇
𝜕𝐇
𝜕𝑡

− (𝐌 + 𝜎∗𝐇) B-1 

a∇ × 𝐇 = 𝜀
𝜕𝐄
𝜕𝑡
+ (𝐉 + 𝜎𝐄) B-2 

These equations can be rearranged into these forms 

∇ × 𝐄 = −𝜇
𝜕𝐇
𝜕𝑡

− (𝐌 + 𝜎∗𝐇) B-3 

∇ × 𝐇 = 𝜀
𝜕𝐄
𝜕𝑡
+ (𝐉 + 𝜎𝐄) B-4 

Expanding the curls into Cartesian coordinates leads to 
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𝜕𝐻1
𝜕𝑡

= −
1
𝜇
�
∂𝐸7
∂𝑦

−
∂𝐸-
∂𝑧

+𝑀1 + 𝜎∗𝐻1�

𝜕𝐻-
𝜕𝑡

= −
1
𝜇 A
∂𝐸1
∂𝑧

−
∂𝐸7
∂𝑥

+𝑀- + 𝜎∗𝐻-C

𝜕𝐻7
𝜕𝑡

= −
1
𝜇 �
∂𝐸-
∂𝑥

−
∂𝐸1
∂𝑦

+𝑀7 + 𝜎∗𝐻7�

 B-5 

𝜕𝐸1
𝜕𝑡 =

1
𝜀 �
∂𝐻7
∂𝑦 −

∂𝐻-
∂𝑧 − 𝐽1 − 𝜎𝐸1�

𝜕𝐸-
𝜕𝑡

=
1
𝜀 A
∂𝐻1
∂𝑧

−
∂𝐻7
∂𝑥

− 𝐽- − 𝜎𝐸-C

𝜕𝐸7
𝜕𝑡

=
1
𝜀 �
∂𝐻-
∂𝑥

−
∂𝐻1
∂𝑦

− 𝐽7 − 𝜎𝐸7�

 B-6 

A bar notation is introduced to indicate the position of a field component on the 

grid and its time step.  For example, the 𝐸1|',3&!",(&!"
4&!"  notation means the 𝐸1 

component at time step 𝑛 + !
" and spatial position	𝑖, 𝑗 + !

", 𝑘 +
!
".  For quantities that 

are time invariant, the time step superscript will be absent, an example of this is 

𝜀|',3&!",(&!", the value of electric permittivity at the spatial position 𝑖, 𝑗 + !
", 𝑘 +

!
".  Note 

that the indices used here are not identical to those used by Taflove and Hagness 

but are equivalent; it was felt that these values better reveal the symmetry of the 

system.  The electric field x component equation then becomes: 

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(&!"

4!!"

Δ𝑡

=
1

𝜀|',3&!",(&!"
b
𝐻7|',3&%,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4

− 𝜎|',3&!",(&!"𝐸1
|',3&!",(&!"
4 e 

B-7 

The right-hand side contains only values calculated at time step 𝑛.  This includes 

the displacement current which depends on the electric field, but the electric field 

is only evaluated at time steps 𝑛 ± !
".  The value at time step 𝑛 can be approximated 

by the average of the electric field calculated at the adjacent half steps, i.e. 
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𝐸1|',3&!",(&!"
4 =

𝐸1|',3&!",(&!"
4&!" + 𝐸1|',3&!",(&!"

4!!"

2
 B-8 

Substituting this into equation B-7 leads to 

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(&!"

4!!"

Δ𝑡

=
1

𝜀|',3&!",(&!"
⎝

⎜
⎛𝐻7|',3&%,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4

− 𝜎|',3&!",(&!"h
𝐸1|',3&!",(&!"

4&!" + 𝐸1|',3&!",(&!"
4!!"

2 j

⎠

⎟
⎞

 

B-9 

Rearranging to get an equation for the next half step of the electric field x 

component leads to: 

𝐸1|',3&!",(&!"
4&!" =

Δ𝑡
𝜀|',3&!",(&!"

�1 +
𝜎|',3&!",(&!"Δ𝑡
2𝜀|',3&!",(&!"

�
b
𝐻7|',3&%,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4 e

+ 𝐸1|',3&!",(&!"
4!!"

�1 −
𝜎|',3&!",(&!"Δ𝑡
2𝜀|',3&!",(&!"

�

�1 +
𝜎|',3&!",(&!"Δ𝑡
2𝜀|',3&!",(&!"

�
 

B-10 

Using the same procedure for the other components of the electric field leads to 

two further update equations.  For the y component: 
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𝐸-c'&!",3,(&!"
4&!" =

Δ𝑡
𝜀|'&!",3,(&!"

�1 +
𝜎|'&!",3,(&!"Δ𝑡
2𝜀|'&!",3,(&!"

�
f
𝐻1|'&!",3,(&%

4 −𝐻1|'&!",3,(
4

Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑥
− 𝐽-c'&!",3,$%!"

4 g

+ 𝐸-c'&!",3,(&!"
4!!"

�1 −
𝜎|'&!",3,(&!"Δ𝑡
2𝜀|'&!",3,(&!"

�

�1 +
𝜎|'&!",3,(&!"Δ𝑡
2𝜀|'&!",3,(&!"

�
 

B-11 

And the Z component: 

𝐸7|'&!",3&!",(
4&!" =

Δ𝑡
𝜀|'&!",3&!",(

�1 +
𝜎|'&!",3&!",(Δ𝑡
2𝜀|'&!",3&!",(

�
b
𝐻-c'&%,3&!",(

4 −𝐻-c',3&!",(
4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7|'&!",3&!",(
4!!"

�1 −
𝜎|'&!",3&!",(Δ𝑡
2𝜀|'&!",3&!",(

�

�1 +
𝜎|'&!",3&!",(Δ𝑡
2𝜀|'&!",3&!",(

�
 

B-12 

Using the same arguments for the magnetic fields, again starting with the x 

component: 

𝐻1|'&!",3,(
4&% −𝐻1|'&!",3,(

4

Δ𝑡

= −
1

𝜇|'&!",3,(
h
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'&!",3!!",(
4&!"

Δ𝑦

−
𝐸-c'&!",3!!",(

4&!" − 𝐸-c'&!",3!!",(
4&!"

Δ𝑧
−𝑀1|'&!",3,$

4

+ 𝜎∗|'&!",3,(𝐻1
|
'&!",3,(
4&!" j 

B-13 
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The right-hand side contains only values calculated at time step 𝑛 + !
".  This 

includes the magnetic displacement current which depends on the magnetic field, 

but the magnetic field is only evaluated at time step 𝑛.  Using the average of the 

magnetic field of the two adjacent half steps: 

𝐻1|'&!",3,(
4&!" =

𝐻1|'&!",3,(
4&% +𝐻1|'&!",3,(

4

2
 B-14 

Substituting this into equation B-13 leads to 

𝐻1|'&!",3,(
4&% −𝐻1|'&!",3,(

4

Δ𝑡

= −
1

𝜇|'&!",3,(
⎝

⎜
⎛𝐸7|'&!",3&!",(

4&!" − 𝐸7|'&!",3!!",(
4&!"

Δ𝑦

−
𝐸-c'&!",3!!",(

4&!" − 𝐸-c'&!",3!!",(
4&!"

Δ𝑧
+𝑀1|'&!",3,$

4

+ 𝜎∗|'&!",3,( b
𝐻1|'&!",3,(

4&% +𝐻1|'&!",3,(
4

2 e

⎠

⎟
⎞

 

B-15 

Rearranging to get an equation for the next step: 

𝐻1|'&!",3,(
4&% =

Δ𝑡
𝜇|'&!",3,(

�1 +
𝜎∗|'&!",3,(Δ𝑡
2𝜇|'&!",3,(

�
h−

𝐸7|'&!",3&!",(
4&!" − 𝐸7|'&!",3!!",(

4&!"

Δ𝑦

+
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'&!",3,(!!"
4&!"

Δ𝑧
−𝑀1|'&!",3,$

4 j

+𝐻1|'&!",3,(
4

�1 −
𝜎∗|'&!",3,(Δ𝑡
2𝜇|'&!",3,(

�

�1 +
𝜎∗|'&!",3,(Δ𝑡
2𝜇|'&!",3,(

�
 

B-16 

And then similarly for the other magnetic field components, for y: 
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𝐻-c',3&!",(
4&% =

Δ𝑡
𝜇|',3&!",(

�1 +
𝜎∗|',3&!",(Δ𝑡
2𝜇|',3&!",(

�
h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

Δ𝑥
−𝑀-c',3&!",$

4&!" j

+𝐻-c',3&!",(
4

�1 −
𝜎∗|',3&!",(Δ𝑡
2𝜇|',3&!",(

�

�1 +
𝜎∗|',3&!",(Δ𝑡
2𝜇|',3&!",(

�
 

B-17 

And finally, the z component: 

𝐻7|',3,(&!"
4&% =

Δ𝑡
𝜇|',3,(&!"

�1 +
𝜎∗|',3,(&!"Δ𝑡
2𝜇|',3,(&!"

�
h−

𝐸-c'&!",3,(&!"
4&!" − 𝐸-c'!!",3,(&!"

4&!"

Δ𝑥

+
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3!!",(&!"
4&!"

Δ𝑦
−𝑀7|',3,$%!"

4&!" j

+𝐻7|',3,(&!"
4

�1 −
𝜎∗|',3,(&!"Δ𝑡
2𝜇|',3,(&!"

�

�1 +
𝜎∗|',3,(&!"Δ𝑡
2𝜇|',3,(&!"

�
 

B-18 

The Yee grid will be filled from a small number of materials, each cell containing a 

single material that defines the constants 𝜀, 𝜇, 𝜎 and 𝜎∗ which are not time 

dependent.  The following can therefore be pre-calculated for each material: 

𝐶56 =
Δ𝑡
𝜀

J1 + 𝜎Δ𝑡2𝜀 M
𝐶86 =

J1 − 𝜎Δ𝑡2𝜀 M

J1 + 𝜎Δ𝑡2𝜀 M
 B-19 

𝐶59 =

Δ𝑡
𝜇

J1 + 𝜎
∗Δ𝑡
2𝜇 M

𝐶89 =
A1 − 𝜎

∗Δ𝑡
2𝜇 C

J1 + 𝜎
∗Δ𝑡
2𝜇 M

 B-20 

Substituting these into equations B-10, B-11 and B-12 gives this set of electric field 

update equations: 
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𝐸1|',3&!",(&!"
4&!" = 𝐶56|',3&!",(&!"b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4 e

+ 𝐸1|',3&!",(&!"
4!!" 𝐶86|',3&!",(&!" 

B-21 

𝐸-c'&!",3,(&!"
4&!" = 𝐶56|'&!",3,(&!" f

𝐻1|'&!",3,(&%
4 −𝐻1|'&!",3,(

4

Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑥
− 𝐽-c'&!",3,$%!"

4 g

+ 𝐸-c'&!",3,(&!"
4!!" 𝐶86|'&!",3,(&!" 

B-22 

𝐸7|'&!",3&!",(
4&!" = 𝐶56|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7|'&!",3&!",(
4!!" 𝐶86|'&!",3&!",( 

B-23 

Substituting into equations B-16, B-17 and B-18 gives as set of magnetic field 

update equations: 

𝐻1|'&!",3,(
4&% = 𝐶59|'&!",3,( h−

𝐸7|'&!",3&!",(
4&!" − 𝐸7|'&!",3!!",(

4&!"

Δ𝑦

+
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'&!",3,(!!"
4&!"

Δ𝑧
−𝑀1|'&!",3,$

4&!" j

+𝐻1|'&!",3,(
4 𝐶89|'&!",3,( 

B-24 
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𝐻-c',3&!",(
4&% = 𝐶59|',3&!",( h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

Δ𝑥
−𝑀-c',3&!",$

4&!" j

+𝐻-c',3&!",(
4 𝐶89|',3&!",( 

B-25 

𝐻7|',3,(&!"
4&% = 𝐶59|',3,(&!"h−

𝐸-c'&!",3,(&!"
4&!" − 𝐸-c'!!",3,(&!"

4&!"

Δ𝑥

+
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3!!",(&!"
4&!"

Δ𝑦
−𝑀7|',3,$%!"

4&!" j

+𝐻7|',3,(&!"
4 𝐶89|',3,(&!" 

B-26 

B.2 Incident plane waves 

Deriving the update equations for the one-dimensional auxiliary grid Maxwell’s curl 

equations are once again the starting point, but this time with no magnetic or 

electric currents and always in vacuum.  The conductivity terms are left in in so 

that the absorbing layer at the end of the auxiliary grid can be implemented. 

𝜕𝐄
𝜕𝑡

=
1
𝜀<
∇ × 𝐇 −

1
𝜀<
𝜎𝐄 B-27 

𝜕𝐇
𝜕𝑡

= −
1
𝜇<
∇ × 𝐄 −

1
𝜇<
𝜎∗𝐇 B-28 

The z axis is aligned with the direction of propagation of the incident wave and the 

x axis with the electric field polarization.  This implies that for the electric field, the 

z and y components are always zero and for the magnetic field, the z and x 

components are always zero.  Expanding the curls and dropping the zero 

components, the equations become: 

𝜕𝐸1
𝜕𝑡

= −
1
𝜀<
𝜕𝐻-
𝜕𝑧

−
1
𝜀<
𝜎𝐸1 B-29 
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𝜕𝐻-
𝜕𝑡

= −
1
𝜇<
𝜕𝐸1
𝜕𝑧

−
1
𝜇<
𝜎∗𝐻- B-30 

Then using finite differences on the one-dimensional Yee grid, where 𝐸1 is on the 

whole-numbered grid points and 𝐻- is offset by half a grid point. 

𝐸1|'
4&!" − 𝐸1|'

4!!"

Δ𝑡
= −

1
𝜀<

𝐻-c'&!"
4 −𝐻-c'!!"

4

Δ𝑧
−
1
𝜀<
𝜎|'𝐸1|'4 B-31 

𝐻-c'&!"
4&% −𝐻-c'&!"

4

Δ𝑡
= −

1
𝜇<

𝐸1|'&%
4&!" − 𝐸1|'

4&!"

Δ𝑧
−
1
𝜇<
𝜎∗|'𝐻-c'&!"

4&!" B-32 

As in the three-dimensional case, the average of successive time points 

approximates the off-step time terms: 

𝐸1|'
4&!" − 𝐸1|'

4!!"

Δ𝑡
= −

1
𝜀<

𝐻-c'&!"
4 −𝐻-c'!!"

4

Δ𝑧
−
𝜎|'
2𝜀<

A𝐸1|'
4&!" + 𝐸1|'

4!!"C B-33 

𝐻-c'&!"
4&% −𝐻-c'&!"

4

Δ𝑡
= −

1
𝜇<

𝐸1|'&%
4&!" − 𝐸1|'

4&!"

Δ𝑧
−
𝜎∗|'
2𝜇<

A𝐻-c'&!"
4&% +𝐻-c'&!"

4
C B-34 

Rearranging leads to these update equations: 

𝐸1|'
4&!" = 𝐸1|'

4!!"
A1 − 𝜎|'Δ𝑡2𝜀<

C

A1 + 𝜎|'Δ𝑡2𝜀<
C
−

Δ𝑡
𝜀<

A1 + 𝜎|'Δ𝑡2𝜀<
C
b
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧 e B-35 

𝐻-c'&!"
4&% = 𝐻-c'&!"

4
�1 −

𝜎∗|'%!"Δ𝑡
2𝜇<

�

�1 +
𝜎∗|'&!"Δ𝑡
2𝜇<

�
−

Δ𝑡
𝜇<

�1 +
𝜎∗|'&!"Δ𝑡
2𝜇<

�
b
𝐸1|'&%

4&!" − 𝐸1|'
4&!"

Δ𝑧 e B-36 

To use the incident wave, it must be projected onto the surface between the 

scattered field zone and the total field zone.  For each cell on this surface, the 

distance, 𝑑, from the corner at which the plane wave first encounters the surface 

to the cell is required.   For ease of implementation and use, the incident wave is 

restricted to the y-z plane.  Figure 2.1 shows a plane wave encountering the bottom 

left corner first. 
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Figure B.1.  FDTD plane wave geometry.  An incoming plane wave encountering a 

corner of the surface between the total and scattered field zones at azimuth angle 𝜙. 

If the first corner encountered is 𝐶, then the distance from the corner to the point 

projected onto the wave is: 

𝑑 = 𝑎 + 𝑏 = �𝑗 − 𝐶-� sin𝜙 + (𝑘 − 𝐶7) cos𝜙 B-37 

Once the distance is calculated, the electric and magnetic field strengths at this 

position can be linearly interpolated from the auxiliary grid (represented by 𝐸(𝑑) 

and 𝐻(𝑑)) and the desired polarisation 𝜓 applied.  The desired electric and 

magnetic field components are then 

𝐸1* = 𝐸1(𝑑) cos𝜓
𝐸1* = 𝐸-(𝑑) sin𝜓 cos𝜙
𝐸1* = −𝐸7(𝑑)𝑠𝑖𝑛 sin𝜙

 B-38 

𝐻-* = −𝐻1(𝑑) sin𝜓
𝐻-* = 𝐻-(𝑑) cos𝜓 cos𝜙
𝐻-* = −𝐻7(𝑑) cos𝜓 sin𝜙

 B-39 

As the calculation passes over the boundary between the two zones, corrections 

need to be made where the difference in a component straddles the boundary.  

First, the total field zone is defined to be: 
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𝑖< ≤ 𝑖7 ≤ 𝑖%
𝑗< ≤ 𝑗7 ≤ 𝑗%
𝑘< ≤ 𝑘7 ≤ 𝑘%

 B-40 

Then at each of the six boundary faces, the E and H field equations are inspected, 

looking for components where a difference crosses the boundary.  These cases 

can be corrected by adding or subtracting the incident field component depending 

on whether the target point is inside or outside the zone.  This process leads to the 

following corrections. 

The 𝑖 = 𝑖< − 1 face, 𝑗 = 𝑗<…𝑗%, 𝑘 = 𝑘<…𝑘% 

𝐸7|'&!",3&!",(
4&!" = Ç𝐸7|'&!",3&!",(

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑦

𝐻-,'4;c'&%,3&!",(
4  B-41 

𝐸-c'&!",3,(&!"
4&!" = Ç𝐸-c'&!",3,(&!"

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑦

𝐻7,'4;c'&%,3,(&!"
4  B-42 

The 𝑖 = 𝑖< face, 𝑗 = 𝑗<…𝑗%, 𝑘 = 𝑘<…𝑘% 

𝐻-c',3&!",(
4&% = Ç𝐻-c',3&!",(

4&% È
`N'a

−
∆𝑡
𝜇<∆𝑦

𝐸7,'4;c'!!",3&!",(
4&!"  B-43 

𝐻7|',3,(&!"
4&% = É𝐻7|',3,(&!"

4&% Ê
`N'a

+
∆𝑡
𝜇<∆𝑦

𝐸-,'4;c'!!",3,(&!"
4&!"  B-44 

The 𝑖 = 𝑖% face, 𝑗 = 𝑗<…𝑗%, 𝑘 = 𝑘<…𝑘% 

𝐸7|'&!",3&!",(
4&!" = Ç𝐸7|'&!",3&!",(

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑦

𝐻-,'4;c'&%,3&!",(
4  B-45 

𝐸-c'&!",3,(&!"
4&!" = Ç𝐸-c'&!",3,(&!"

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑦

𝐻7,'4;c'&%,3,(&!"
4  B-46 

The 𝑖 = 𝑖% + 1 face, 𝑗 = 𝑗<…𝑗%, 𝑘 = 𝑘<…𝑘% 

𝐻-c',3&!",(
4&% = Ç𝐻-c',3&!",(

4&% È
`N'a

+
∆𝑡
𝜇<∆𝑦

𝐸7,'4;c'!!",3&!",(
4&!"  B-47 

𝐻7|',3,(&!"
4&% = É𝐻7|',3,(&!"

4&% Ê
`N'a

−
∆𝑡
𝜇<∆𝑦

𝐸-,'4;c'!!",3,(&!"
4&!"  B-48 

The 𝑗 = 𝑗< − 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑘 = 𝑘<…𝑘% 
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𝐸1|',3&!",(&!"
4&!" = Ç𝐸1|',3&!",(&!"

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑥

𝐻7,'4;c',3&%,(&!"
4  B-49 

𝐸7|'&!",3&!",(
4&!" = Ç𝐸7|'&!",3&!",(

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑥

𝐻1,'4;c'&!",3&%,(
4  B-50 

The 𝑗 = 𝑗< face, 𝑖 = 𝑖<… 𝑖%, 𝑘 = 𝑘<…𝑘% 

𝐻7|',3,(&!"
4&% = É𝐻7|',3,(&!"

4&% Ê
`N'a

−
∆𝑡
𝜇<∆𝑥

𝐸1,'4;c',3!!",(&!"
4&!"  B-51 

𝐻1|'&!",3,(
4&% = É𝐻1|'&!",3,(

4&% Ê
`N'a

+
∆𝑡
𝜇<∆𝑥

𝐸7,'4;c'&!",3!!",(
4&!"  B-52 

The 𝑗 = 𝑗% face, 𝑖 = 𝑖<… 𝑖%, 𝑘 = 𝑘<…𝑘% 

𝐸1|',3&!",(&!"
4&!" = Ç𝐸1|',3&!",(&!"

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑥

𝐻7,'4;c',3&%,(&!"
4  B-53 

𝐸7|'&!",3&!",(
4&!" = Ç𝐸7|'&!",3&!",(

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑥

𝐻1,'4;c'&!",3&%,(
4  B-54 

The 𝑗 = 𝑗% + 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑘 = 𝑘<…𝑘% 

𝐻7|',3,(&!"
4&% = É𝐻7|',3,(&!"

4&% Ê
`N'a

+
∆𝑡
𝜇<∆𝑥

𝐸1,'4;c',3!!",(&!"
4&!"  B-55 

𝐻1|'&!",3,(
4&% = É𝐻1|'&!",3,(

4&% Ê
`N'a

−
∆𝑡
𝜇<∆𝑥

𝐸7,'4;c'&!",3!!",(
4&!"  B-56 

The 𝑘 = 𝑘< − 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

𝐸1|',3&!",(&!"
4&!" = Ç𝐸1|',3&!",(&!"

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑧

𝐻-,'4;c',3&!",(&%
4  B-57 

𝐸-c'&!",3,(&!"
4&!" = Ç𝐸-c'&!",3,(&!"

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑧

𝐻1,'4;c'&!",3,(&%
4  B-58 

The 𝑘 = 𝑘< face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

𝐻-c',3&!",(
4&% = Ç𝐻-c',3&!",(

4&% È
`N'a

+
∆𝑡
𝜇<∆𝑧

𝐸1,'4;c',3&!",(!!"
4&!"  B-59 
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𝐻1|'&!",3,(
4&% = É𝐻1|'&!",3,(

4&% Ê
`N'a

−
∆𝑡
𝜇<∆𝑧

𝐸-,'4;c'&!",3,(!!"
4&!"  B-60 

The 𝑘 = 𝑘% face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

𝐸1|',3&!",(&!"
4&!" = Ç𝐸1|',3&!",(&!"

4&!" È
`N'a

−
∆𝑡
𝜀<∆𝑧

𝐻-,'4;c',3&!",(&%
4  B-61 

𝐸-c'&!",3,(&!"
4&!" = Ç𝐸-c',3&!",(&!"

4&!" È
`N'a

+
∆𝑡
𝜀<∆𝑧

𝐻1,'4;c'&!",3,(&%
4  B-62 

The 𝑘 = 𝑘% + 1 face, 𝑖 = 𝑖<… 𝑖%, 𝑗 = 𝑗<…𝑗% 

𝐻-c',3&!",(
4&% = Ç𝐻-c',3&!",(

4&% È
`N'a

−
∆𝑡
𝜇<∆𝑧

𝐸1,'4;c',3&!",(!!"
4&!"  B-63 

𝐻1|'&!",3,(
4&% = É𝐻1|'&!",3,(

4&% Ê
`N'a

+
∆𝑡
𝜇<∆𝑧

𝐸-,'4;c'&!",3,(!!"
4&!"  B-64 

To make this scheme work, the magnetic field auxiliary grid must be read one step 

in advance of the electric field auxiliary grid.  This is to take account of an 

implementation detail of the main grid; an electric field boundary cell is calculated 

from the difference between the adjacent magnetic field cells, one inside the 

boundary one outside.  The problem is that the magnetic cell that needs correction 

is inside the boundary, while the electric cell is outside; the auxiliary cells required 

are displaced from each other.  To compensate for this, the magnetic auxiliary grid 

is advanced by one step, otherwise the scattered field zone is not properly 

corrected for the electric field. 

B.3 1D plane wave incident on a lossy region 

To emulate a model surrounded by an infinite space, waves that encounter the 

boundary of the domain must be absorbed.  This is true for both the main three-

dimensional grid and the one-dimensional auxiliary grid used by the total 

field/scattered field method of injecting a plane wave.  Taflove and Hagness 

address this by first reviewing the physics of a wave encountering a lossy material, 

this section expands on that treatment.  In addition to being an introduction, this 

also has direct applicability to the one-dimensional auxiliary grid of section 0. 

Shown in Figure 2.7 is a scenario where the region of space 𝑥 < 0 is lossless and 

the region 𝑥 ≥ 0 has electric conductivity 𝜎 and magnetic conductivity 𝜎∗.  Starting 

from the time harmonic versions of Maxwell’s equations: 
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∇ × 𝐄 = −𝑖𝜔𝜇𝐇 − 𝜎∗𝐇 B-65 

∇ × 𝐇 = 𝑖𝜔𝜀𝐄 + 𝜎𝐄 B-66 

Which can be rearranged to: 

∇ × 𝐄 = −𝑖𝜔 A𝜇 −
𝑖𝜎∗

𝜔 C𝐇 B-67 

∇ × 𝐇 = 𝑖𝜔 A𝜀 −
𝑖𝜎
𝜔C

𝐄 B-68 

Defining the complex permittivity and permeability respectively to be 

�̅� = 𝜇 −
𝑖𝜎∗

𝜔
𝜀̅ = 𝜀 −

𝑖𝜎
𝜔

 B-69 

The equations can then be written as 

∇ × 𝐄 = −𝑖𝜔�̅�𝐇 B-70 

∇ × 𝐇 = 𝑖𝜔𝜀�̅� B-71 

In the one-dimensional case, with the wave polarized in the z direction, the electric 

field will be given by (𝛾 is the propagation constant) 

𝐄 = 𝐳Í𝑒!b1 B-72 

Then the magnetic field is 

𝐇 = −
1
𝑖𝜔�̅�

∇ × 𝐳Í𝑒!b1 B-73 

Expanding the curl leads to 

𝐇 = −𝐲Í
𝛾
𝑖𝜔�̅�

𝑒!b1 B-74 

This allows the calculation of the characteristic impedance from the ratio of the 

electric and magnetic field components: 

𝜂 = −
𝑒!b1

− 𝛾
𝑖𝜔�̅� 𝑒

!b1
=
𝑖𝜔�̅�
𝛾

 B-75 

Using the other curl equation of B-70 and substituting the magnetic field of 

equation B-74 and the electric field of equation B-72. 
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−∇ × 𝐲Í
𝛾
𝑖𝜔�̅�

𝑒!b1 = 𝑖𝜔𝜀�̅�Í𝑒!b1 B-76 

Again, expanding the curl: 

𝐳Í
𝛾$

𝑖𝜔�̅�
𝑒!b1 = 𝑖𝜔𝜀�̅�Í𝑒!b1 B-77 

Simplifying and solving for 𝛾: 

𝛾 = 𝑖𝜔,�̅�𝜀 ̅ B-78 

The propagation constant 𝛾 is also often written as  

𝛾 = 𝛼 + 𝑖𝛽 B-79 

Where 𝛼 represents the attenuation and 𝛽 the angular wave number 𝑘 = 𝜔 𝑐⁄ =

𝜔√𝜇𝜀. 

Substituting equation B-78 into equation B-75 for the characteristic impedance: 

𝜂 =
𝑖𝜔�̅�
𝑖𝜔,�̅�𝜀̅

 B-80 

Which leads to this equation for the characteristic impedance: 

𝜂 = S
�̅�
𝜀̅
 B-81 

Returning to the scenario of Figure 2.7, the electric and magnetic components of 

the incident field can be written as (the subscript 1 indicating the properties of the 

lossless zone so 𝛽% = 𝜔√𝜇%𝜀%): 

𝐸7 = 𝑒!3c!1 B-82 

𝐻- = −
1
𝜂%
𝑒!3c!1 B-83 

Introducing the reflection coefficient, Γ, allows equations for the reflected electric 

and magnetic components to be written: 

𝐸7N = Γ𝑒3c!1 B-84 
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𝐻-N =
Γ
𝜂%
𝑒3c!1 B-85 

Similarly, with the introduction of the transmission coefficient, 𝜏, equations for the 

transmitted components can be written (the subscript 2 indicating the properties of 

the lossy zone): 

𝐸7d = τ𝑒!3c"1 B-86 

𝐻-d = −
τ
𝜂$
𝑒!3c"1 B-87 

At 𝑥 = 0, the boundary between the two zones, the sum of the incident and 

reflected waves must equal the transmitted wave.  This requirement for the electric 

field leads to: 

1 + Γ = 𝜏 B-88 

And for the magnetic fields to: 

1 − Γ =
𝜂%
𝜂$
𝜏 B-89 

Substituting 𝜏 from equation B-88 and rearranging gives:  

Γ =
𝜂$ − 𝜂%
𝜂$ + 𝜂%

 B-90 

For the lossy region to match the lossless region no reflection can occur at the 

boundary and Γ = 0.  It follows therefore that 	

𝜂% = 𝜂$.  Using equation B-81 for the characteristic impedance and expanding the 

complex permittivities and permeabilities (equation B-69) this can be expressed 

as: 

Ï
𝜇% A1 −

𝑖𝜎%∗
𝜔𝜇%

C

𝜀% J1 −
𝑖𝜎%
𝜔𝜀%

M
= Ï

𝜇$ A1 −
𝑖𝜎$∗
𝜔𝜇$

C

𝜀$ J1 −
𝑖𝜎$
𝜔𝜀$

M
 B-91 

Then, rearranging and making 𝜇% 𝜀%⁄ = 𝜇$ 𝜀$⁄ , which is easily done by making 𝜇% =

𝜇$ = 𝜇	and 𝜀% = 𝜀$ = 𝜀 another matching requirement can be found (𝜎%∗ = 0 and 

𝜎% = 0 for the lossless zone): 
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𝜎$∗

𝜇
=
𝜎$
𝜀

 B-92 

The auxiliary grid used for the scattered field/total field method of injecting a plane 

wave into the main FDTD grid can make use of this result directly. 

B.4 Berenger’s split coordinate perfectly matched layer 

The lossy region described in B.3 only works correctly for waves at normal 

incidence to it, other waves are reflected back into the model.  To counter this, 

Berenger130 proposed a split coordinate approach to produce a perfect matched 

layer (PML).  This section is an expansion of the treatment from Taflove and 

Hagness. 

Assume each field component is split into two parts (each part corresponds to the 

contribution from the differential of the other field components from the curl 

expansion).   

𝐸1 = 𝐸1- + 𝐸17 𝐸- = 𝐸-1 + 𝐸-7 𝐸7 = 𝐸71 + 𝐸7-
𝐻1 = 𝐻1- +𝐻17 𝐻- = 𝐻-1 +𝐻-7 𝐻7 = 𝐻71 +𝐻7-

 B-93 

For example, from the electric field x component of ampere’s law: 

A𝜀
𝜕
𝜕𝑡
+ 𝜎C𝐸1 =

𝜕
𝜕𝑦
𝐻7 −

𝜕
𝜕𝑧
𝐻- B-94 

Substituting the split fields 

A𝜀
𝜕
𝜕𝑡
+ 𝜎C �𝐸1- + 𝐸17� =

𝜕
𝜕𝑦
�𝐻71 +𝐻7-� −

𝜕
𝜕𝑧
�𝐻-1 +𝐻-7� B-95 

And separating into two equations, allowing the use of different values of 

conductivity for the two parts: 

A𝜀
𝜕
𝜕𝑡
+ 𝜎-C 𝐸1- =

𝜕
𝜕𝑦
�𝐻71 +𝐻7-� B-96 

A𝜀
𝜕
𝜕𝑡
+ 𝜎7C𝐸17 = −

𝜕
𝜕𝑧
�𝐻-1 +𝐻-7� B-97 

Repeating for the other electric components: 

A𝜀
𝜕
𝜕𝑡
+ 𝜎7C𝐸-7 =

𝜕
𝜕𝑧
�𝐻1- +𝐻17� B-98 
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A𝜀
𝜕
𝜕𝑡
+ 𝜎1C𝐸-1 = −

𝜕
𝜕𝑥
�𝐻71 +𝐻7-� B-99 

A𝜀
𝜕
𝜕𝑡
+ 𝜎1C𝐸71 =

𝜕
𝜕𝑥
�𝐻-1 +𝐻-7� B-100 

A𝜀
𝜕
𝜕𝑡
+ 𝜎-C𝐸7- = −

𝜕
𝜕𝑦
�𝐻1- +𝐻17� B-101 

and for the magnetic field components 

A𝜇
𝜕
𝜕𝑡
+ 𝜎-∗C𝐻1- = −

𝜕
𝜕𝑦
�𝐸71 + 𝐸7-� B-102 

A𝜇
𝜕
𝜕𝑡
+ 𝜎7∗C𝐻17 =

𝜕
𝜕𝑧
�𝐸-1 + 𝐸-7� B-103 

A𝜇
𝜕
𝜕𝑡
+ 𝜎7∗C𝐻-7 = −

𝜕
𝜕𝑧
�𝐸1- + 𝐸17� B-104 

A𝜇
𝜕
𝜕𝑡
+ 𝜎1∗C𝐻-1 =

𝜕
𝜕𝑥
�𝐸71 + 𝐸7-� B-105 

A𝜇
𝜕
𝜕𝑡
+ 𝜎1∗C𝐻71 = −

𝜕
𝜕𝑥
�𝐸-1 + 𝐸-7� B-106 

A𝜇
𝜕
𝜕𝑡
+ 𝜎-∗C𝐻7- =

𝜕
𝜕𝑦
�𝐸1- + 𝐸17� B-107 

Normally incident waves for each part can be matched separately, using the same 

matching condition as section 0 (𝑤 = 𝑥, 𝑦, 𝑧): 

𝜎>∗ =
𝜎>𝜇<
𝜀<

 B-108 

Each boundary zone has a set of three (𝜎> , 𝜎>∗ ) pairs which are non-zero only for 

the normal to 𝑤 direction. 

An FDTD implementation of these equations will need to store each part of the 

split field for each component of E and H. The FDTD update equations in the 

boundary therefore become, for the electric field: 

𝐸?@WA,BC$%,-C$%
+C$% = 𝐶DE@WA,BC$%,-C$%

3𝐻F?|A,BC/,-C$%
+ +𝐻F@WA,BC/,-C$%

+ 9 − 3𝐻F?|A,B,-C$%
+ +𝐻F@WA,B,-C$%

+ 9

Δ𝑦

+ 𝐸?@WA,BC$%,-C$%
+0$% 𝐶GE@WA,BC$%,-C$%

 

B-109 
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𝐸?F|A,BC$%,-C$%
+C$% = −𝐶DEF|A,BC$%,-C$%

3𝐻@FWA,BC$%,-C/
+ +𝐻@?WA,BC$%,-C/

+ 9 − 3𝐻@FWA,BC$%,-
+ +𝐻@?WA,BC$%,-

+ 9

Δ𝑧

+ 𝐸?F|A,BC$%,-C$%
+0$% 𝐶GEF|A,BC$%,-C$% 

B-110 

𝐸@FWAC$%,B,-C$%
+C$% = 𝐶DEF|AC$%,B,-C$%

3𝐻?@WAC$%,B,-C/
+ +𝐻?F|AC$%,B,-C/

+ 9 − 3𝐻?@WAC$%,B,-
+ +𝐻?F|AC$%,B,-

+ 9

Δ𝑧

+ 𝐸@FWAC$%,B,-C$%
+0$% 𝐶GEF|AC$%,B,-C$% 

B-111 

𝐸@?WAC$%,B,-C$%
+C$% = −𝐶DE?|AC$%,B,-C$%

3𝐻F?|AC/,B,-C$%
+ +𝐻F@WAC/,B,-C$%

+ 9 − 3𝐻F?|A,B,-C$%
+ +𝐻F@WA,B,-C$%

+ 9

Δ𝑥

+ 𝐸@?WAC$%,B,-C$%
+0$% 𝐶GE?|AC$%,B,-C$% 

B-112 

𝐸F?|AC$%,BC$%,-
+C$% = 𝐶DE?|AC$%,BC$%,-

3𝐻@FWAC/,BC$%,-
+ +𝐻@?WAC/,BC$%,-

+ 9 − 3𝐻@FWA,BC$%,-
+ +𝐻@?WA,BC$%,-

+ 9

Δ𝑥

+ 𝐸F?|AC$%,BC$%,-
+0$% 𝐶GE?|AC$%,BC$%,- 

B-113 

𝐸F@WAC$%,BC$%,-
+C$% = −𝐶DE@WAC$%,BC$%,-

3𝐻?@WAC$%,BC/,-
+ +𝐻?F|AC$%,BC/,-

+ 9 − 3𝐻?@WAC$%,B,-
+ +𝐻?F|AC$%,B,-

+ 9

Δ𝑦

+ 𝐸F@WAC$%,BC$%,-
+0$% 𝐶GE@WAC$%,BC$%,-

 

B-114 

Where: 

𝐶56> =
Δ𝑡
𝜀

J1 + 𝜎>Δ𝑡2𝜀 M
𝐶86> =

J1 − 𝜎>Δ𝑡2𝜀 M

J1 + 𝜎>Δ𝑡2𝜀 M
𝑤 = 𝑥, 𝑦, 𝑧 B-115 

And for the magnetic field: 

𝐻?@WAC$%,B,-
+C/ = −𝐶DH@WAC$%,B,-

3𝐸F?|AC$%,BC$%,-
+C$% + 𝐸F@WAC$%,BC$%,-

+C$% 9 − 3𝐸F?|AC$%,B0$%,-
+C$% + 𝐸F@WAC$%,B0$%,-

+C$% 9

Δ𝑦

+ 𝐻?@WAC$%,B,-
+ 𝐶GH@WAC$%,B,-

 

B-116 

𝐻?F|AC$%,B,-
+C/ = +𝐶DHF|AC$%,B,-

3𝐸@FWAC$%,B,-C$%
+C$% + 𝐸@?WAC$%,B,-C$%

+C$% 9 − 3𝐸@FWAC$%,B,-0$%
+C$% + 𝐸@?WAC$%,B,-0$%

+C$% 9

Δ𝑧
+ 𝐻?F|AC$%,B,-

+ 𝐶GHF|AC$%,B,- 

B-117 

𝐻@FWA,BC$%,-
+C/ = −𝐶DHF|A,BC$%,-

3𝐸?@WA,BC$%,-C$%
+C$% + 𝐸?F|A,BC$%,-C$%

+C$% 9 − 3𝐸?@WA,BC$%,-0$%
+C$% + 𝐸?F|A,BC$%,-0$%

+C$% 9

Δ𝑧

+ 𝐻@FWA,BC$%,-
+ 𝐶GHF|A,BC$%,- 

B-118 
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𝐻@?WA,BC$%,-
+C/ = +𝐶DH?|A,BC$%,-

3𝐸F?|AC$%,BC$%,-
+C$% + 𝐸F@WAC$%,BC$%,-

+C$% 9 − 3𝐸F?|A0$%,BC$%,-
+C$% + 𝐸F@WA0$%,BC$%,-

+C$% 9

Δ𝑥

+ 𝐻@?WA,BC$%,-
+ 𝐶GH?|A,BC$%,- 

B-119 

𝐻F?|A,B,-C$%
+C/ = −𝐶DH?|A,B,-C$%

3𝐸@FWAC$%,B,-C$%
+C$% + 𝐸@?WAC$%,B,-C$%

+C$% 9 − 3𝐸@?WA0$%,B,-C$%
+C$% + 𝐸@FWA0$%,B,-C$%

+C$% 9

Δ𝑥
+ 𝐻F?|A,B,-C$%

+ 𝐶GH?|A,B,-C$% 

B-120 

𝐻F@WA,B,-C$%
+C/ = +𝐶DH@WA,B,-C$%

3𝐸?@WA,BC$%,-C$%
+C$% + 𝐸?F|A,BC$%,-C$%

+C$% 9 − 3𝐸?@WA,B0$%,-C$%
+C$% + 𝐸?F|A,B0$%,-C$%

+C$% 9

Δ𝑦

+ 𝐻F@WA,B,-C$%
+ 𝐶GH@WA,B,-C$%

 

B-121 

Where: 

𝐶59> =

Δ𝑡
𝜇

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝐶89> =
A1 − 𝜎>

∗ Δ𝑡
2𝜇 C

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝑤 = 𝑥, 𝑦, 𝑧 B-122 

B.5 The convolutional perfectly matched layer 

An efficient implementation of a stretched field algorithm (see Chew and 

Weedon95) referred to as the Convolutional PML (CPML) was described by Roden 

and Gedney96.  Using this method, the CPML electric field update equations in the 

boundary layers become (from Taflove and Hagness, the new terms in red) 

𝐸1|',3&!",(&!"
4&!" = 𝐶561|',3&!",(&!"b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

𝜅-c3&!"
Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

𝜅7|(&!"Δ𝑧
− 𝐽1|',3&!",$%!"

4 +𝛹=&,'s',3&!",(&!"

4

−𝛹=&,(c',3&!",(&!"
4

e + 𝐸1|',3&!",(&!"
4!!" 𝐶861|',3&!",(&!" 

B-123 
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𝐸-c'&!",3,(&!"
4&!" = 𝐶56-c'&!",3,(&!"

f
𝐻1|'&!",3,(&%

4 −𝐻1|'&!",3,(
4

𝜅7|(&!"Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

𝜅1|'&!"Δ𝑥
− 𝐽-c'&!",3,$%!"

4 +𝛹=',(s'&!",3,(&!"

4

−𝛹=',&s'&!",3,(&!"

4
g + 𝐸-c'&!",3,(&!"

4!!" 𝐶86-c'&!",3,(&!"
 

B-124 

𝐸7|'&!",3&!",(
4&!" = 𝐶567|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

𝜅1|'&!"Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

𝜅-c3&!"
Δ𝑦

− 𝐽7|'&!",3&!",$
4 +𝛹=(,&c'&!",3&!",(

4

−𝛹=(,'s'&!",3&!",(
4

e + 𝐸7|'&!",3&!",(
4!!" 𝐶867|'&!",3&!",( 

B-125 

where 

𝐶56> =
Δ𝑡
𝜀

J1 + 𝜎>Δ𝑡2𝜀 M
𝐶86> =

J1 − 𝜎>Δ𝑡2𝜀 M

J1 + 𝜎>Δ𝑡2𝜀 M
𝑤 = 𝑥, 𝑦, 𝑧	. B-126 

The magnetic equations become: 

𝐻1|'&!",3,(
4&% = 𝐶59|'&!",3,( h−

𝐸7|'&!",3&!",(
4&!" − 𝐸7|'&!",3!!",(

4&!"

𝜅-c3Δ𝑦

+
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'&!",3,(!!"
4&!"

𝜅7|(Δ𝑧
−𝑀1|'&!",3,$

4&!" +𝛹?&,(c'&!",3,(
4&!"

−𝛹?&,'s'&!",3,(
4&!" j+𝐻1|'&!",3,(

4 𝐶89|'&!",3,( 

B-127 
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𝐻-c',3&!",(
4&% = 𝐶59|',3&!",( h−

𝐸1|',3&!",(&!"
4&!" − 𝐸1|',3&!",(!!"

4&!"

𝜅7|(Δ𝑧

+
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

𝜅1|'Δ𝑥
−𝑀-c',3&!",$

4&!" +𝛹?',&s',3&!",(
4&!"

−𝛹?',(s',3&!",(
4&!" j+𝐻-c',3&!",(

4 𝐶89|',3&!",( 

B-128 

𝐻7|',3,(&!"
4&% = 𝐶59|',3,(&!"h−

𝐸-c'&!",3,(&!"
4&!" − 𝐸-c'!!",3,(&!"

4&!"

𝜅1|'Δ𝑥

+
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3!!",(&!"
4&!"

𝜅-c3Δ𝑦
−𝑀7|',3,$%!"

4&!" +𝛹?(,'s',3,(&!"

4&!"

−𝛹?(,&c',3,(&!"
4&!" j+𝐻7|',3,(&!"

4 𝐶89|',3,(&!" 

B-129 

where 

𝐶59> =

Δ𝑡
𝜇

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝐶89> =
A1 − 𝜎>

∗ Δ𝑡
2𝜇 C

J1 + 𝜎>
∗ Δ𝑡
2𝜇 M

𝑤 = 𝑥, 𝑦, 𝑧	. B-130 

Inside the PML, due to the matching condition 𝜎>∗ =
@)A
B

, this leads to 

𝐶59> =

Δ𝑡
𝜇

J1 + 𝜎>Δ𝑡2𝜀 M
𝐶89> =

J1 − 𝜎>Δ𝑡2𝜀 M

J1 + 𝜎>Δ𝑡2𝜀 M
𝑤 = 𝑥, 𝑦, 𝑧	. B-131 

The discrete unknowns, 𝛹, are updated as follows: 

𝛹=&,'s',3&!",(&!"

4
= 𝑏-c3&!"

𝛹=&,'s',3&!",(&!"

4!%
+ 𝑐-c3&!"

f
𝐻7|',3&%,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑦
g B-132 

𝛹=&,(c',3&!",(&!"
4 = 𝑏7|(&!"𝛹=&,(c',3&!",(&!"

4!% + 𝑐7|(&!" b
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧 e B-133 
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𝛹=',(s'&!",3,(&!"

4
= 𝑏7|(&!"𝛹=',(s'&!",3,(&!"

4!%
+ 𝑐7|(&!" f

𝐻1|'&!",3,(&%
4 −𝐻1|'&!",3,(

4

Δ𝑧
g B-134 

𝛹=',&s'&!",3,(&!"

4
= 𝑏1|'&!"𝛹=',&s'&!",3,(&!"

4!%
+ 𝑐1|'&!" f

𝐻7|'&%,3,(&!"
4 −𝐻7|',3,(&!"

4

Δ𝑥
g B-135 

𝛹=(,&c'&!",3&!",(
4 = 𝑏1|'&!"𝛹=(,&c'&!",3&!",(

4!% + 𝑐1|'&!" b
𝐻-c'&%,3&!",(

4 −𝐻-c',3&!",(
4

Δ𝑥 e B-136 

𝛹=(,'s'&!",3&!",(
4

= 𝑏-c3&!"
𝛹=(,'s'&!",3&!",(

4!%
+ 𝑐-c3&!"

f
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
g B-137 

𝛹?&,(c'&!",3,(
4&!" = 𝑏7|(𝛹?&,(c'&!",3,(

4!!" + 𝑐7|( h
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'&!",3,(!!"
4&!"

Δ𝑧 j B-138 

𝛹?&,'s'&!",3,(
4&!" = 𝑏-c3 𝛹?&,'s'&!",3,(

4!!" + 𝑐-c3 h
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'&!",3!!",(
4&!"

Δ𝑦 j B-139 

𝛹?',&s',3&!",(
4&!" = 𝑏1|' 𝛹?',&s',3&!",(

4!!" + 𝑐1|' h
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'!!",3&!",(
4&!"

Δ𝑥 j B-140 

𝛹?',(s',3&!",(
4&!" = 𝑏7|( 𝛹?',(s',3&!",(

4!!" + 𝑐7|( h
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3&!",(!!"
4&!"

Δ𝑧 j B-141 

𝛹?(,'s',3,(&!"

4&!" = 𝑏-c3 𝛹?(,'s',3,(&!"

4!!" + 𝑐-c3 h
𝐸1|',3&!",(&!"

4&!" − 𝐸1|',3!!",(&!"
4&!"

Δ𝑦 j B-142 

𝛹?(,&c',3,(&!"
4&!" = 𝑏1|'𝛹?(,&c',3,(&!"

4!!" + 𝑐1|' h
𝐸-c'&!",3,(&!"

4&!" − 𝐸-c'!!",3,(&!"
4&!"

Δ𝑥 j	. B-143 

The coefficients 𝑏> , 𝑐> inside the PML are given by 

𝑏> = 𝑒!e
@)
B2f)

&5)B2
g∆d = 𝑒!e

@)
f)

&5)g
∆d
B2  B-144 
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𝑐> =
𝜎>

𝜎>𝜅> + 𝜅>$ 𝑎>
A𝑒!e

@)
B2f)

&5)B2
g∆d − 1C =

𝜎>
𝜎>𝜅> + 𝜅>$ 𝑎>

(𝑏> − 1) B-145 

where 𝑎> is a scaling parameter that minimises reflections due to the descrete 

nature of the grid 

𝑎> = 𝑎G51 A
𝑑 − 𝑤
𝑑 C

GI

	, B-146 

𝑑 is the thickness of the PML, 𝑤 is the distance into the PML for the axis of interest, 

𝑎G51 is the maximum value of the scaling parameter at the front of the PML and 

𝑚5 is the scaling order.  Outside the PML, 𝑏> , 𝑐> are always zero. 

The conductivity parameters 𝜎> and 𝜅> take the value 0 and 1 respectively outside 

the PML, while inside the PML they are polynomially graded much like 𝑎>: 

𝜎> = J
𝑤
𝑑
M
G
𝜎>,G51 B-147 

𝜅> = 1 + J
𝑤
𝑑
M
G
�𝜅>,G51 − 1�	. B-148 

The values of 𝜎>,G51 and 𝜅>,G51 can be calculated from 

𝜎>,G51 = 𝜅>,G51 − 1 =
(𝑚 + 1) ln(𝑅)

2𝜂𝑑
 B-149 

where 𝑅 is the desired reflection error and 𝜂 = ,𝜇 𝜀⁄  is the wave impedance.  

Taflove and Hagness then go on to describe an equation for an optimal choice, 

found by experimentation: 

𝜎>,G51 =
0.8(𝑚 + 1)

𝜂∆𝑤
	. B-150 

B.6 Thin layers 

The following treatment is expanded from Taflove and Hafness82 section 10.7. 

In Figure 2.8 the thin material layer of thickness 𝑑, conductivity 𝜎C, electric 

permittivity 𝜀C and unchanged magnetic permeability resides at z location 𝑘∗.  In 

the Yee cells that contain this layer, the electric field z component is split into two 

parts, one outside the layer, 𝐸7 and one inside, 𝐸7'4, as shown. 
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Starting from the integral form of Ampere’s law to derive the electric field update 

equations: 

Ð𝐇 ∙ 𝑑𝐥
	

,
=Ò A𝜀

𝜕𝐄
𝜕𝑡
+ 𝐉 + 𝜎𝐄C ∙ 𝑑𝐒

	

T
 B-151 

Consider first the outside component, which will continue to be referred to as 𝐸7.  

The closed loop that surrounds the 𝐸7 component in an electric field cell consists 

of two occurrences each of 𝐻1 and 𝐻- in adjacent magnetic field cells.  Note that 

this loop does not cross into the thin sheet at all.  The loop integral of Ampere’s 

law can therefore be replaced by the sum of the magnetic fields around the loop, 

being careful to get the signs correct as the loop is traversed clockwise when 

looking in the direction of the 𝐸7 component: 

𝐻-c'&%,3&!",(
4 ∆𝑦 + 𝐻1|'&!",3,(

4 ∆𝑥 − 𝐻-c',3&!",(
4 ∆𝑦 − 𝐻1|'&!",3&%,(

4 ∆𝑥

=Ò A𝜀
𝜕𝐄
𝜕𝑡
+ 𝐉 + 𝜎𝐄C ∙ 𝑑𝐒

	

T
 

B-152 

Next, the surface enclosed by the loop only contains the 𝐸7 and the external current 

in the cell, therefore the surface integral can be replaced: 

𝐻-c'&%,3&!",(
4 ∆𝑦 + 𝐻1|'&!",3,(

4 ∆𝑥 − 𝐻-c',3&!",(
4 ∆𝑦 − 𝐻1|'&!",3&%,(

4 ∆𝑥

= f𝜀
𝜕𝐸7|'&!",3&!",(

4

𝜕𝑡
+ 𝐽7|'&!",3&!",(

4 + 𝜎𝐸7|'&!",3&!",(
4 g∆𝑥∆𝑦 

B-153 

Now the time differential on the right-hand side is replaced with a finite difference 

approximation: 

𝐻-c'&%,3&!",(
4 ∆𝑦 + 𝐻1|'&!",3,(

4 ∆𝑥 − 𝐻-c',3&!",(
4 ∆𝑦 − 𝐻1|'&!",3&%,(

4 ∆𝑥

= h𝜀
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'&!",3&!",(
4!!"

∆𝑡
+ 𝐽7|'&!",3&!",(

4

+ 𝜎𝐸7|'&!",3&!",(
4 j∆𝑥∆𝑦 

B-154 

Since the electric field components are not available on whole time steps, they are 

replaced by the average of the two adjacent half time steps. 
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𝐻-c'&%,3&!",(
4 ∆𝑦 + 𝐻1|'&!",3,(

4 ∆𝑥 − 𝐻-c',3&!",(
4 ∆𝑦 − 𝐻1|'&!",3&%,(

4 ∆𝑥

= h𝜀
𝐸7|'&!",3&!",(

4&!" − 𝐸7|'&!",3&!",(
4!!"

∆𝑡
+ 𝐽7|'&!",3&!",(

4

+ 𝜎
𝐸7|'&!",3&!",(

4&!" + 𝐸7|'&!",3&!",(
4!!"

2 j∆𝑥∆𝑦 

B-155 

Now rearrange to get the original time stepping equation: 

𝐸7|'&!",3&!",(
4&!" = 𝐶56|'&!",3&!",( b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7|'&!",3&!",(
4!!" 𝐶86|'&!",3&!",( 

B-156 

Where: 

𝐶56 =
Δ𝑡
𝜀

J1 + 𝜎Δ𝑡2𝜀 M
𝐶86 =

J1 − 𝜎Δ𝑡2𝜀 M

J1 + 𝜎Δ𝑡2𝜀 M
 B-157 

For the extra component in the special cells, 𝐸7'4, the magnetic field components 

required are tangential to the sheet and therefore continuous over the sheet 

boundary.  The loop integral is completely within the sheet and following the same 

procedure as above, the following expansion of Ampere’s law can be written: 

𝐻-c'&%,3&!",(
4 ∆𝑦 + 𝐻1|'&!",3,(

4 ∆𝑥 − 𝐻-c',3&!",(
4 ∆𝑦 − 𝐻1|'&!",3&%,(

4 ∆𝑥

= h𝜀C
𝐸7'4|'&!",3&!",(

4&!" − 𝐸7'4|'&!",3&!",(
4!!"

∆𝑡
+ 𝐽7|'&!",3&!",(

4

+ 𝜎C
𝐸7'4|'&!",3&!",(

4&!" + 𝐸7'4|'&!",3&!",(
4!!"

2 j∆𝑥∆𝑦 

B-158 

And rearranging to get the time stepping equation: 
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𝐸7'4|'&!",3&!",(
4&!" = 𝐶56'4|'&!",3&!",(∗ b

𝐻-c'&%,3&!",(
4 −𝐻-c',3&!",(

4

Δ𝑥

−
𝐻1|'&!",3&%,(

4 −𝐻1|'&!",3,(
4

Δ𝑦
− 𝐽7|'&!",3&!",$

4 e

+ 𝐸7'4|'&!",3&!",(
4!!" 𝐶86'4|'&!",3&!",(∗ 

B-159 

Where 

𝐶56'4 =

Δ𝑡
𝜀C

J1 + 𝜎CΔ𝑡2𝜀C
M

𝐶86'4 =
J1 − 𝜎CΔ𝑡2𝜀C

M

J1 + 𝜎CΔ𝑡2𝜀C
M
 B-160 

The remaining electric field components are tangential to the sheet and the loop 

crosses through it.  For the 𝐸1 component the expansion of the loop integral of 

Ampere’s law can be written in the same way as previously: 

𝐻-c',3&!",(
4 ∆𝑦 + 𝐻7|',3&%,(&!"

4 ∆𝑧 − 𝐻-c',3&!",(&%
4 ∆𝑦 − 𝐻7|',3,(&!"

4 ∆𝑧

=Ò A𝜀
𝜕𝐄
𝜕𝑡
+ 𝐉 + 𝜎𝐄C ∙ 𝑑𝐒

	

T
 

B-161 

For the surface integral, however, the enclosed surface contains the sheet which 

provides 𝑑 ∆𝑧⁄  of the area, the remainder 1 − 𝑑 ∆𝑧⁄ 	being outside the sheet.  The 

surface integral is therefore expanded with terms for each part: 

𝐻-c',3&!",(
4 ∆𝑦 + 𝐻7|',3&%,(&!"

4 ∆𝑧 − 𝐻-c',3&!",(&%
4 ∆𝑦 − 𝐻7|',3,(&!"

4 ∆𝑧

= A1 −
𝑑
∆𝑧C

f𝜀
𝜕𝐸7|'&!",3&!",(

4

𝜕𝑡
+ 𝐽7|'&!",3&!",(

4

+ 𝜎𝐸7|'&!",3&!",(
4 g∆𝑥∆𝑦

+
𝑑
∆𝑧
f𝜀C

𝜕𝐸7|'&!",3&!",(
4

𝜕𝑡
+ 𝐽7|'&!",3&!",(

4 + 𝜎C𝐸7|'&!",3&!",(
4 g∆𝑥∆𝑦	 

B-162 

Rearranging: 
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𝐻-c',3&!",(
4 ∆𝑦 + 𝐻7|',3&%,(&!"

4 ∆𝑧 − 𝐻-c',3&!",(&%
4 ∆𝑦 − 𝐻7|',3,(&!"

4 ∆𝑧

= bfA1 −
𝑑
∆𝑧C

𝜀 +
𝑑
∆𝑧
𝜀Cg

𝜕𝐸7|'&!",3&!",(
4

𝜕𝑡
+ 𝐽7|'&!",3&!",(

4

+ fA1 −
𝑑
∆𝑧C

𝜎 +
𝑑
∆𝑧
𝜎Cg𝐸7|'&!",3&!",(

4 e∆𝑥∆𝑦 

B-163 

Defining 𝜀5D and 𝜎5D, the averages of the electric permittivity and conductivity, by 

𝜀5D = A1 −
𝑑
∆𝑧C

𝜀 +
𝑑
∆𝑧
𝜀C 𝜎5D = A1 −

𝑑
∆𝑧C

𝜎 +
𝑑
∆𝑧
𝜎C B-164 

Using these leads to: 

𝐻-c',3&!",(
4 ∆𝑦 + 𝐻7|',3&%,(&!"

4 ∆𝑧 − 𝐻-c',3&!",(&%
4 ∆𝑦 − 𝐻7|',3,(&!"

4 ∆𝑧

= f𝜀5D
𝜕𝐸7|'&!",3&!",(

4

𝜕𝑡
+ 𝐽7|'&!",3&!",(

4 + 𝜎5D𝐸7|'&!",3&!",(
4 g∆𝑥∆𝑦 

B-165 

Then replacing the time differential with the finite difference equivalent and using 

the average for 𝐸7|'&!",3&!",(
4  as previously, followed by more rearranging, an update 

equation can be arrived at: 

𝐸1|',3&!",(&!"
4&!" = 𝐶565D|',3&!",(&!" b

𝐻7|',3&%,(&!"
4 −𝐻7|',3,(&!"

4

Δ𝑦

−
𝐻-c',3&!",(&%

4 −𝐻-c',3&!",(
4

Δ𝑧
− 𝐽1|',3&!",$%!"

4 e

+ 𝐸1|',3&!",(&!"
4!!" 𝐶865D|',3&!",(&!" 

B-166 

Where 

𝐶565D =

Δ𝑡
𝜀5D

J1 + 𝜎5DΔ𝑡2𝜀5D
M

𝐶865D =
J1 − 𝜎5DΔ𝑡2𝜀5D

M

J1 + 𝜎5DΔ𝑡2𝜀5D
M
 B-167 

Using similar arguments for the 𝐸- component, this update equation can be written: 
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𝐸-c'&!",3,(&!"
4&!" = 𝐶565D|'&!",3,(&!" f

𝐻1|'&!",3,(&%
4 −𝐻1|'&!",3,(

4

Δ𝑧

−
𝐻7|'&%,3,(&!"

4 −𝐻7|',3,(&!"
4

Δ𝑥
− 𝐽-c'&!",3,$%!"

4 g

+ 𝐸-c'&!",3,(&!"
4!!" 𝐶865D|'&!",3,(&!" 

B-168 

Moving to the consideration of the magnetic fields and starting from the integral 

form of Faraday’s law: 

Ð𝐄 ∙ 𝑑𝐥
	

,
= −Ò A𝜇

𝜕𝐇
𝜕𝑡

+𝐌+ 𝜎∗𝐇C ∙ 𝑑𝐒
	

T
 B-169 

Since the magnetic permeability and magnetic conductivity in the sheet required 

to be the same as outside the sheet there is no need for an extra magnetic field z 

component.  In addition, the loop integral for the z component lies completely 

outside the sheet therefore the update equation is identical to the standard case: 
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Where: 

𝐶59 =

Δ𝑡
𝜇
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∗Δ𝑡
2𝜇 M

𝐶89 =
A1 − 𝜎

∗Δ𝑡
2𝜇 C

J1 + 𝜎
∗Δ𝑡
2𝜇 M
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For the x and y components that lie tangential to the sheet, the update equations 

can be shown to be as follows (essentially the required electric field z components 

become the average of the fields inside and outside the sheet): 
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And 
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Appendix C  
The 10x10 pixelated pattern catalogues 

The 10x10 four-fold catalogue containing the complex admittances of 32768 

patterns is available at this URL: 

https://1drv.ms/u/s!AudHFjG9Wlomg5RbnIj6RZ4zR9Iriw?e=aS5TcW 

It is 50.7MB in zipped up XML format. 

The 10x10 two-fold catalogue containing the complex admittances of both x and y 

components is available at this URL: 

https://1drv.ms/u/s!AudHFjG9Wlomg5RcIC_zgv7NqpbJlQ?e=hmd5Jg  

It is 11.25GB in zipped up XML format. 

A tool for reading, displaying and searching these catalogues is provided with the 

modelling software described in section 2.5. 

XML is a textual format consisting of nested named objects, indicated by <object> 

and </object> tags.  The contents of the catalogue files are shown below. 

<?xml encoding="UTF-8" version="1.0"?> 
<binarycatalogue> 
    <bitsperhalfside>5</bitsperhalfside> 
    <fourfoldsymmetry>0</fourfoldsymmetry> 
    <unitcell>0.0008</unitcell> 
    <startfrequency>4e+09</startfrequency> 
    <frequencystep>4e+09</frequencystep> 
    <catalogueitem> 
        <code>0</code> 
        <pattern>0</pattern> 
        <transmittance>…</transmittance> 
        <phaseshift>…</phaseshift> 
        <transmittancey>…</transmittancey> 
        <phaseshifty>…</phaseshifty> 
    </catalogueitem> 
    <catalogueitem>…</catalogueitem> 
</binarycatalogue> 
 

The whole catalogue is the <binarycatalogue> object.  This contains a number of 

global parameters: 

<bitsperhalfside> Half of N in the NxN pixelated pattern.  For a 10x10 

pattern this value is 5. 
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<fourfoldsymmetry> A value of 1 indicates the catalogue is of four-fold 

symmetric patterns, a value of 0 indicates two-fold. 

<unitcell> The size of the unit cell in metres. 

<startfrequency> The frequency of the first sample in the transmittance 

and phase shift arrays, in Hertz. 

<frequencystep> The frequency increment between samples, in Hertz. 

There then follows a (large) number of <catalogueitem> objects.  Each one 

represents a single pattern in the catalogue.  These contain the following 

parameters: 

<code> The code number of the pattern.  For a two-fold pattern this is the 

same as the <pattern> parameter. 

<pattern> The bit pattern of the top-left quadrant of the pattern. 

<transmittance> A list of space separated floating-point values for the 

transmittance, one for each frequency step. 

<phaseshift> A list of space separated floating-point values in degrees for 

the phase shift, one for each frequency step. 

<transmittancey> In a two-fold symmetric catalogue, the y component of 

the transmittance (the <transmittance> object holds the x component).  

Not present in four -fold catalogues. 

<phaseshifty> In a two-fold symmetric catalogue, the y component of the 

phase shift (the <phaseshift> object holds the x component).  Not present 

in four -fold catalogues. 
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Appendix D  
Modelling tool source code 

The modelling tool source code is available in a public Git repository on BitBucket 

and may be cloned using this URL: 

https://jonthompson644@bitbucket.org/jonthompson644/fdtdlife.git 

It was developed using the CLion IDE from JetBrains and the build is cmake based.   

The GUI libraries Qt or gtkmm3 are required to build many of the targets.  The 

nvidia CUDA library is required to build the experimental GPU accelerated target. 

 

 


