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ON THE SPECTRAL INSTABILITY FOR WEAK

INTERMEDIATE TRIHARMONIC PROBLEMS

FRANCESCO FERRARESSO

Abstract. We de�ne the weak intermediate boundary conditions for the tri-
harmonic operator −∆3. We analyse the sensitivity of this type of boundary
conditions upon domain perturbations. We construct a perturbation (Ωε)ε>0

of a smooth domain Ω of RN for which the weak intermediate boundary condi-
tions on ∂Ωε are not preserved in the limit on ∂Ω, analogously to the Babu²ka
paradox for the hinged plate. Four di�erent boundary conditions can be pro-
duced in the limit, depending on the convergence of ∂Ωε to ∂Ω. In one par-
ticular case, we obtain a �strange� boundary condition featuring a microscopic
energy term related to the shape of the approaching domains. Many aspects
of our analysis could be generalised to an arbitrary order elliptic di�erential
operator of order 2m and to more general domain perturbations.

1. Introduction

LetW be a smooth bounded domain of RN−1, b ∈ C4(W ) be a periodic, positive
function with period Y = (−1/2, 1/2)N−1. Let α ∈ (0,+∞) be �xed, and de�ne

Ωε :=

{
x = (x̄, xN ) ∈ Ω : x̄ ∈W,−1 < xN < gε(x̄) = εαb

(
x̄

ε

)}
Ω := W × (−1, 0),

(1.1)

for ε ∈ (0, 1]. We consider the weak intermediate problem for the triharmonic
operator Aε = (−∆)3 + I in Ωε, given by∫

Ωε

(
D3uε : D3ϕ+ uεϕ

)
= λ(Ωε)

∫
Ωε

uε ϕ, ϕ ∈ H3(Ωε) ∩H1
0 (Ωε), (1.2)

where D3f : D3g =
∑
i,j,k=1,...N

∂3f
∂xi∂xj∂xk

∂3g
∂xi∂xj∂xk

is the Frobenius product of

the two tensors D3f and D3g, λ(Ωε) is the eigenvalue and uε ∈ H3(Ωε) ∩H1
0 (Ωε)

is the eigenfunction. Here and in the sequel Hk, Hk
0 denote the standard Sobolev

spaces with regularity index k and integrability index 2.
We are interested in the behaviour of the solutions uε and of the eigenvalues

λ(Ωε) of (1.2) as ε → 0. Note that Ωε approaches Ω as ε → 0 in a rather singular
way, since the function gε oscillates with very large frequency as ε → 0. It is
worth noting that if α < 3, it is not possible to construct a family of smooth
di�eomorphisms Φε : Ω→ Ωε such that ‖Φε−I‖C3(RN ,RN ) → 0 as ε→ 0. Therefore
classical and elegant techniques based on the direct comparison of the Rayleigh
quotients associated to λ(Ωε) and λ(Ω) do not work in general in the singular
setting described in (1.1).

Polyharmonic operators (−∆)m with intermediate or Neumann boundary condi-
tions are known to be rather sensitive to variation of the domains in RN , N > 1. See
for example [8] for regular perturbations, and [2, 23, 1] for more singular settings.
When m = 1, unexpected limiting behaviour of the eigenvalues of the Neumann
Laplace operator −∆neu is well-known since the `dumbbell' example in [17], where
λ2(Ωε) → 0 as ε → 0 instead of converging to λ2(Ω) > 0. More in general, let Rε
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Figure 1. Graph of gε(x) = εαb(x/ε) with b(y) = 10+2 sin(πy/5).
Black colour corresponds to α = 1, blue to α = 5/2. The dashed
line corresponds to ε = 0.5, the thick line to ε = 0.2. The blue
graph �attens out much faster than the black one as ε→ 0.

be a smooth domain of RN converging (in Hausdor� sense) to a lower dimensional
set D ⊂ Rd, d < N , and let Ωε be the smooth domain obtained by attaching Rε
to a bounded smooth domain Ω ⊂ RN . Then, the eigenvalues of −∆neu in Ωε will
not converge only to the respective eigenvalues in Ω, but also to the eigenvalues
of a di�erential problem in D. Indeed, the eigenvalues of −∆neu on Rε are known
to converge to the eigenvalues of the Laplace-Beltrami operator on D, see e.g.,
[31]. See also [24] for more results for reaction-di�usion operators on thin domains,
[25, 26] for dumbbell-type domains,[3, 4] for domains with fast oscillating bound-
aries and [16, 18] for domains with small holes. When m = 2 the Babu²ka Paradox
for the biharmonic operator ∆2

SBC shows that intermediate boundary conditions
are not stable under polygonal approximation of a smooth domain in R2, see [30]
and the introduction to [21] for further details. Elliptic operators of order 2m with
m ≥ 2 and diverse boundary conditions have been recently considered in [15, 7]
and in the preprint [22] where it is shown that the eigenvalues of the biharmonic
operator with Neumann boundary conditions on a thin domain converge, as the
size of the domain tends to zero, to the eigenvalues of a system of equations on the
boundary. The common thread in these examples is the lack of spectral stability,
see Def. 6; roughly speaking, a sequence of operators (An)n satisfying the same
boundary conditions is spectrally stable if it is spectrally exact (in the sense of [5])
and the limiting operator A satis�es the same boundary conditions as the operators
An, n ∈ N.
Problem (1.2) is an interesting example of spectral instability, which, according to
[2, 21], can be regarded as a smooth version of the Babu²ka paradox. In order to
describe our main result, it is convenient to de�ne a class of triharmonic problems
with di�erent boundary conditions. For every ε > 0, let V (Ωε) be a linear sub-
space of H3(Ωε) containing H3

0 (Ωε). Assume that V (Ωε) is compactly embedded
in L2(Ωε), and it is complete with respect to the H3(Ωε) norm, which is induced
by the quadratic form

QΩε(u) =

∫
Ωε

|D3u|2 + |u|2, u ∈ V (Ωε).

We then de�ne∫
Ωε

(
D3uε : D3ϕ+ uεϕ

)
= λ(Ωε)

∫
Ωε

uεϕ, ϕ ∈ V (Ωε). (1.3)
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By the second representation theorem [27, Theorem 2.23, VI.2], the sesquilinear
form in (1.3) is associated to a positive self-adjoint operator AV (Ωε) := (−∆)3

V (Ωε)
+

I. The inverse A−1
V (Ωε)

is a compact operator in L2(Ωε), due to the compact em-

bedding of V (Ωε) in L2(Ωε). Thus, the spectrum associated to (1.3) is discrete
and consists of an unbounded sequence of positive eigenvalues of �nite multiplicity
(λj(Ωε))j∈N.

It is shown in [21] that if V (Ωε) = H3(Ωε) ∩ H2
0 (Ωε) for all ε ∈ (0, 1] then the

spectrum (λj(Ωε))j∈N of problem (1.3) approaches the spectrum (λk(Ω))k∈N of the
same problem (1.3) with Ω in place of Ωε, provided that α > 3

2 . If instead 0 <

α < 3
2 the limiting problem satis�es Dirichlet boundary conditions (corresponding

to V (Ω) = H3
0 (Ω) in (1.3)) on W × {0}. It is also shown that this Babu²ka-

type paradox is shared by all the polyharmonic operators (−∆)mSBC with strong
intermediate boundary conditions, shortened SBC, for which V (Ωε) = Hm(Ωε) ∩
Hm−1

0 (Ωε) in the polyharmonic analogous of (1.3). In other words, polyharmonic
operators with SBC are spectrally stable on (Ωε)ε∈[0,1] provided that α > 3/2.
As already pointed out in [21], there is another possible choice of intermediate
boundary conditions for the triharmonic operator, the weak intermediate boundary
conditions (shortened WBC) de�ned implicitly by (1.2). From the spectral stability
result [21, Theorem 4] we know that if Ωε and Ω are as in (1.1) the sequence of
operators Aε = (−∆3

WBC +I))ε∈[0,1] associated to (1.2) is spectrally stable provided
that α > 5/2.
The main result of this article, see Thm.1, is the analysis of the case α ≤ 5/2. We
prove that there are three di�erent cases depending on α, that can be summarised
as follows

(i) if α ∈
(

3
2 ,

5
2

)
the eigenvalues λj(Ωε) of (1.2) converge in the limit to the

eigenvalues of (−∆)3 + I with mixed WBC-SBC.
(ii) if α ∈ (0, 1), the limiting operator (−∆)3 + I satis�es mixed boundary

conditions of type WBC-Dirichlet.
(iii) if α = 5

2 the limiting boundary value problem features a 'strange' boundary
conditions which keeps track of the shape of the periodic function b in (1.1).

The case α ∈ (1, 3/2] is not considered in this article and it is left as an open
problem, see Remark 2 for further explanations of why this range of values does
not seem treatable with our method of proof.
While Theorem 1 look similar to [21, Theorem 7], we point out that we had to face
several new technical di�culties due to the extreme singularity of the perturbation
Ω 7→ Ωε when α ≤ 5/2. Indeed, the di�eomorphism Φε : Ω 7→ Ωε that we use in
the proof of the main theorem has derivatives with strongly divergent L2-norms as
ε→ 0. Furthermore, it is not possible to balance this unboundedness of the deriva-
tives as in [21], where it was pivotal to exploit the vanishing of both uε and

∂u
∂n at

the boundary. Finally, the proof of [21, Theorem 7] in the degenerate case α ≤ 3/2
relies on [10, Lemma 4.3], for which it is fundamental that the critical threshold
for the spectral stability is α = 3/2. This condition is clearly not satis�ed by weak
intermediate problems.
To overcome these additional hurdles, we prove a new, yet rather technical degen-
eration result, see Lemma 4. Its proof involves a careful analysis of the behaviour
of the derivatives of functions uε ∈ H3(Ωε)∩H1

0 (Ωε) close to the oscillating bound-
aries. Broadly speaking, we need a combination of three arguments: (i) the use
of the anisotropic unfolding operator to control the L2-norm of the derivatives of
uε close to the oscillating boundary; (ii) the weighted convergence of the traces of
the unfolded functions ûε to the trace of the weak limit u of the original functions
uε; (iii) the use of the standard unfolding operators (which is equivalent to the
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so-called two-scale convergence) to deduce additional information on the trace of u
when α ≤ 1 and 1 < α < 2.
We refer the reader to [14] for more details about homogenisation techniques and
to [13] for the unfolding operator. The use of the anisotropic unfolding operator
and some of the techniques used in the proof of Lemma 4 were inspired by a careful
reading of [10, 11] and by some classical asymptotic analysis techniques in the spirit
of [28, 29].
This article is organised in the following way. In Section 2 we introduce the weak
intermediate boundary conditions for the triharmonic operator −∆3, and we state
the main result of the paper, Theorem 1. In Section 3 we collect some standard
results about the unfolding operator and the tangential calculus. In Section 4 we
recall some de�nitions and results about the convergence of bounded operators on
varying Hilbert spaces, and we give the de�nitions of spectral exactness and spec-
tral stability. In Section 5 we prove statements (iii) and (iv) of Theorem 1. Section
6 is devoted to the proof of Theorem 1(ii), which requires several results from ho-
mogenisation theory. In the Appendices we collect some auxiliary results among
which the proof of the Triharmonic Green Formula, which is of general interest.

2. Main result

2.1. Boundary conditions. Given a bounded domain Ω ⊂ RN , we consider the
quadratic form de�ned by

QΩ(u, v) =

∫
Ω

D3u : D3v dx+

∫
Ω

uv dx, (2.1)

for all u, v ∈ V (Ω), where V (Ω) is a linear subspace of H3(Ω), H3
0 (Ω) ⊂ V (Ω)

and V is complete with respect to the H3-norm. By the second representation
theorem [27, Theorem 2.23, VI.2], there exists a densely de�ned, non-negative and
self-adjoint operator AV (Ω) with domain dom(AV (Ω)) ⊂ H3(Ω) such that

QΩ(u, v) = (A
1/2
V (Ω)u, A

1/2
V (Ω)v),

for all u, v ∈ V (Ω). Assume that the embedding of V (Ω) in L2(Ω) is compact.
Then, AV (Ω) has compact resolvent, hence it has purely discrete spectrum, made
of an increasing sequence of eigenvalues diverging to +∞. Let us consider the
eigenvalue problem ∫

Ω

D3u : D3v dx+

∫
Ω

uv dx = λ

∫
Ω

uv dx, (2.2)

in the unknowns λ, u ∈ V (Ω) for all v ∈ V (Ω). We brie�y recall the boundary
conditions we are interested in. Their identi�cation is achieved via the Triharmonic
Green Formula, stated and proved in Theorem 7. Let k ∈ N, 0 ≤ k ≤ 3 and let us
set V (Ω) = H3(Ω) ∩Hk

0 (Ω). If k = 3 then V (Ω) = H3
0 (Ω) in (2.1). Formula (7.4)

implies that AV (Ω) is the Dirichlet triharmonic operator associated with{
−∆3u+ u = λu, in Ω,

u = ∂u
∂n = ∂2u

∂n2 = 0, on ∂Ω.
(2.3)

When k = 2, V (Ω) = H3(Ω) ∩ H2
0 (Ω). By (7.4) we deduce that the classical

eigenvalue problem associated with (2.2) on V (Ω) is de�ned by
−∆3u+ u = λu, in Ω,

u = ∂u
∂n = 0, on ∂Ω,

∂3u
∂n3 = 0, on ∂Ω.

(2.4)
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In this case we say that the classical operator −∆3u + u associated with problem
(2.4) satis�es strong intermediate boundary conditions on ∂Ω.

Finally, when k = 1, V (Ω) = H3(Ω) ∩H1
0 (Ω). By (7.4) we deduce that

−∆3u+ u = λu, in Ω,

u = 0, on ∂Ω,(
(nTD3u)∂Ω : D∂Ωn

)
− ∂2(∆u)

∂n2 − 2 div∂Ω(D3u[n⊗ n])∂Ω = 0, on ∂Ω,
∂3u
∂n3 = 0, on ∂Ω,

(2.5)

where we have denoted by (·)∂Ω the tangential part of a tensor (which can be de�ned
formally exactly as the tangential Hessian, see Def. 3 below) , D∂Ω is the tangential
Jacobian, n is the outer unit normal to ∂Ω, div∂Ω is the tangential divergence,
[n⊗n] = (ninj)i,j=1,...,N . In this case, we say that the classical operator −∆3u+u
associated with problem (2.4) satis�es weak intermediate boundary conditions on
∂Ω. Note that the curvature tensor D∂Ωn appears non-trivially in the second
boundary condition. To the best of our knowledge these boundary conditions were
never de�ned before in this form.

2.2. Main theorem. Let Ωε, ε > 0 and Ω be as in (1.1). Set Γ := W × {0}. Let
AΩε be the operator associated to (1.2), ε > 0, and de�ne AΩ in a analogous way
by replacing Ωε with Ω. Let AΩ,S be the operator associated to

AΩ,Su := −∆3u+ u = λu, in Ω,

(WBC), on ∂Ω \ Γ

(SBC), on Γ,

(2.6)

where (WBC) are the boundary conditions in (2.5), (SBC) those in (2.4). Let
AΩ,D be the operator associated to

AΩ,Du := −∆3u+ u = λu, in Ω,

(WBC), on ∂Ω \ Γ

(DBC), on Γ,

(2.7)

where (DBC) are the Dirichlet boundary conditions de�ned in (2.3). Finally, let

ÂΩ be the operator associated to
ÂΩu := −∆3u+ u = λu, in Ω,

(WBC), on ∂Ω \ Γ

u = ∂x3
N
u = 0, on Γ,

∆(∂x2
N
u) + 2∆N−1(∂x2

N
u) +K1∂xNu = 0, on Γ,

(2.8)

where K1 > 0 is given by

K1 =

∫
Y

(
∆2

(
∂V

∂yN

)
+ ∆N−1

(
∂(∆V )

∂yN

)
+ ∆2

N−1

(
∂V

∂yN

))
b(ȳ)dȳ

=

∫
Y×(−∞,0)

|D3V |2 dy,

(2.9)

where the function V is Y -periodic in the variables ȳ and satis�es the following
microscopic problem

∆3V = 0, in Y × (−∞, 0),

V (ȳ, 0) = b(ȳ), on Y ,

−∂y2N (∆V ) + 2∂y2N (∆N−1V ) = 0, on Y ,

∂y3NV = 0, on Y .

(2.10)

Then we have the following
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Theorem 1. For ε ≥ 0 let Ωε ⊂ RN be de�ned by (1.1). Let AΩε , ε > 0, AΩ,

AΩ,S, AΩ,D, ÂΩ be the operators de�ned above in (2.6), (2.7), (2.8). Then:

(i) [Spectral stability] If α > 5/2, then A−1
Ωε

C→ A−1
Ω .

(ii) [Strange term] If α = 5/2, then A−1
Ωε

C→ Â−1
Ω .

(iii) [Mild instability] If 3/2 < α < 5/2, then A−1
Ωε

C→ A−1
Ω,S.

(iv) [Strong instability] If α ≤ 1, then A−1
Ωε

C→ A−1
Ω,D.

In particular, the eigenvalues λj(Ωε), j ≥ 1, of (1.2) converge as ε → 0 to the

eigenvalues of AΩ in case (i), ÂΩ in case (ii), AΩ,S in case (iii) and AΩ,D in case
(iv).

The compact convergence
C→ in the previous theorem is de�ned in De�nition 4.

The novelty of Theorem 1 lies in the identi�cation of the double instability e�ect,
namely a �rst degeneration to SBC when α ∈ ( 3

2 ,
5
2 ) and a further degeneration to

Dirichlet when α ≤ 1. We immediately give a proof of item (i):

Proof of Thm 1(i). The follows from [21, Theorem 4], with m = 3, k = 1. �

Remark 1. The results in Theorem 1 can be easily generalised to the case where Ω
has a piecewise �at boundary, Ωε, Ω belong to the same atlas class in the sense of
[9, De�nition 2.4] for all ε > 0, and have an oscillating boundary locally described by
(1.1). Indeed, if V is one of the chart in the common atlas class, using a partition
of unity we can directly assume that

Ωε ∩ V = {(x̄, xN ) ∈ RN : x̄ ∈W, −1 < xN < gV,ε(x̄)}.

It is clear that if we allow α > 0 to be chart dependent, we may �nd a limiting
boundary value problem with mixed boundary conditions. Nevertheless, the passage
to the limit can be treated locally exactly as in Theorem 1. As an example, assume
that the sequence of open sets (Ωε)ε>0 has a common atlas given by three charts V1,
V2 and V3. Then up to a possible rotation and translation

Ωε ∩ V1 = {(x̄, xN ) ∈ RN : x̄ ∈W, −1 < xN < εα1b1(x̄/ε)},

Ωε ∩ V2 = {(x̄, xN ) ∈ RN : x̄ ∈W, −1 < xN < εα2b2(x̄/ε)},

Ωε ∩ V3 = Ω ∩ V3, ε > 0,

with α1 > 5/2, α2 ≤ 1. Then the limiting boundary value problem in Ω will be in
the form 

−∆3u+ u = λu, in Ω,

(WBC), in Γ1 ∪ Γ3,

(DBC), in Γ2,

where ∂Ω = Γ1 ∪ Γ2 ∪ Γ3, Γj being the boundary of Ω inside Vj, j = 1, 2, 3.

Remark 2. The case α ∈ (1, 3/2) in Theorem 1 remains at the moment open. The
proof of Theorem 1 seems to suggest that α = 3/2 is not a critical threshold; in
other words, we do not expect degeneration to the Dirichlet problem at α = 3/2.
The main di�culty is that the derivatives of Tεϕ, ϕ ∈ L2(Ω), where Tε is the
pullback operator de�ned in (3.2) have singularities that are balanced by neither the
shrinking of the set Ωε when α ∈ (1, 3/2), nor by the vanishing of the traces of
the eigenfunctions at the boundary. The construction of a more e�cient extension
operator Tε : H3(Ω)∩H1

0 (Ω)→ H3(Ωε)∩H1
0 (Ωε) is however even more challenging:

note that the classically used Sobolev extension operators do not work here since they
do not preserve the boundary conditions.
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3. Auxiliary results

• A di�eomorphism between Ω and Ωε.
Let us de�ne a di�eomorphism Φε from Ωε to Ω by

Φε(x̄, xN ) = (x̄, xN − hε(x̄, xN )), for all x = (x̄, xN ) ∈ Ωε, (3.1)

where hε is de�ned by

hε(x̄, xN ) =

0, if −1 ≤ xN ≤ −ε,

gε(x̄)
(

xN+ε
gε(x̄)+ε

)4

, if −ε ≤ xN ≤ gε(x̄).

By standard calculus one can prove the following

Lemma 1. The map Φε is a di�eomorphism of class C3 and there exists a constant
c > 0 independent of ε such that |hε| ≤ cεα and

∣∣Dlhε
∣∣ ≤ cεα−l, for all l = 1, . . . , 3,

ε > 0 su�ciently small.

We then introduce the pullback operator

Tε : L2(Ω)→ L2(Ωε), Tεu = u ◦ Φε (3.2)

for all u ∈ L2(Ω).

• Unfolding method.
We recall the following notation and results from [21] regarding the unfolding
method. For any k ∈ ZN−1 and ε > 0 we de�ne

Ckε = εk + εY,

IW,ε = {k ∈ ZN−1 : Ckε ⊂W},

Ŵε =
⋃

k∈IW,ε

Ckε .
(3.3)

De�nition 1. Let u be a real-valued function de�ned in Ω. For any ε > 0 su�-

ciently small the unfolding û of u is the real-valued function de�ned on Ŵε × Y ×
(−1/ε, 0) by

û(x̄, ȳ, yN ) = u
(
ε
[ x̄
ε

]
+ εȳ, εyN

)
,

for almost all (x̄, ȳ, yN )) ∈ Ŵε × Y × (−1/ε, 0), where [x̄ε−1] denotes the integer
part of the vector x̄ε−1 with respect to Y , i.e., [x̄ε−1] = k if and only if x̄ ∈ Ckε .

The following lemma will be often used in the sequel. For a proof we refer to
[12, Proposition 2.5(i)].

Lemma 2. Let a ∈ [−1, 0[ be �xed. Then∫
Ŵε×(a,0)

u(x)dx = ε

∫
Ŵε×Y×(a/ε,0)

û(x̄, y)dx̄dy (3.4)

for all u ∈ L1(Ω) and ε > 0 su�ciently small. Moreover∫
Ŵε×(a,0)

∣∣∣∣ ∂lu(x)

∂xi1 · · · ∂xil

∣∣∣∣2 dx = ε1−2l

∫
Ŵε×Y×(a/ε,0)

∣∣∣∣ ∂lû

∂yi1 · · · ∂yil
(x̄, y)dx̄

∣∣∣∣2 dy,
for all l ≤ 3, u ∈ H3(Ω) and ε > 0 su�ciently small.

Let H3
PerY ,loc(Y × (−∞, 0)) be the subspace of H3

loc(RN−1× (−∞, 0)) containing

Y -periodic functions in the �rst (N − 1) variables ȳ. We then de�ne H3
loc(Y ×
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(−∞, 0)) to be the space of functions in H3
PerY ,loc(Y × (−∞, 0)) restricted to Y ×

(−∞, 0). Finally we set

w3,2
PerY

(Y × (−∞, 0)) :=
{
u ∈ H3

PerY ,loc(Y × (−∞, 0))

: ‖Dγu‖L2(Y×(−∞,0)) <∞,∀|γ| = 3
}
. (3.5)

For any d < 0, let P lhom,y(Y × (d, 0)) be the space of homogeneous polynomials of

degree at most l restricted to the domain (Y ×(d, 0)). Let ε > 0 be �xed. We de�ne

the projectors Pi from L2(Ŵε, H
3(Y × (−1/ε, 0))) to L2(Ŵε,Pihom,y(−1/ε, 0)) by

setting

Pi(ψ) =
∑
|η|=i

∫
Y

Dηψ(x̄, ζ̄, 0)dζ̄
yη

η!

for all i = 0, 1, 2. We now set Q2 = P2, Q1 = P1(I − Q1),Q0 = P0

(
I −

∑2
j=1Qj

)
.

Note that Q3−j , j = 1, . . . , 3 is a projection on the space of homogeneous polyno-
mials of degree 3− j, with the property that Q3−k(p) = 0 for all polynomials p of
degree 3− k with k 6= j. We �nally set

P = Q0 +Q1 +Q2, (3.6)

which is a projector on the space of polynomials in y of degree at most 2. Note
that Dβ

yP(ψ)(x̄, ȳ, 0) =
∫
Y
Dβ
yψ(x̄, ȳ, 0)dȳ for all |β| = 0, . . . , 2.

Lemma 3. The following statements hold:

(i) Let vε ∈ H3(Ω) with ‖v̂ε‖H3(Ω) ≤M , for all ε > 0. Let Vε be de�ned by

Vε(x̄, y) =v̂ε(x̄, y)− P(vε)(x̄, y),

for (x̄, y) ∈ Ŵε × Y × (−1/ε, 0), where P is de�ned by (3.6) . Then there

exists a function v̂ ∈ L2(W,w3,2
PerY

(Y × (−∞, 0))) such that for every d < 0

(a)
DγyVε

ε5/2
⇀ Dγ

y v̂ in L2(W ×Y × (d, 0)) as ε→ 0, for any γ ∈ NN0 , |γ| ≤ 2.

(b)
DγyVε

ε5/2
⇀ Dγ

y v̂ in L2(W × Y × (−∞, 0)) as ε → 0, for any γ ∈ NN0 ,

|γ| = 3,
where it is understood that the functions Vε, D

γ
yVε are extended by zero to

the whole of W × Y × (−∞, 0) outside their natural domain of de�nition

Ŵε × Y × (−1/ε, 0).

(ii) If ψ ∈W 1,2(Ω), then limε→0
̂(Tεψ)|Ω = ψ(x̄, 0) in L2(W × Y × (−1, 0)).

• Tangential Calculus.
Recall now the following standard de�nitions of the tangential di�erential operators.
We refer to [19, Chapter 9] for details and further information. Given A ⊂ RN let
dA be the Euclidean distance function from A, de�ned by dA(x) = infy∈A |x − y|.
We de�ne the oriented distance function bA from A by

bA(x) = dA(x)− dAC (x),

for all x ∈ RN . Let now Ω be an bounded open set of class C2. In this case bΩ
coincides with the signed distance from ∂Ω. It is well-known that there exists h > 0
and a tubular neighbourhood S2h(∂Ω) of radius h such that bΩ ∈ C2(S2h(∂Ω)), see
[20]. We de�ne the projection of a point x to ∂Ω by

p(x) = x− bΩ(x)∇bΩ(x), (3.7)

for all x ∈ S2h(∂Ω). If f ∈ C0(∂Ω) we write (f)∂Ω = (f ◦ p)|∂Ω.
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De�nition 2. Let Ω be an bounded open set of class C2 and let h > 0 be such that
bΩ ∈ C2(S2h(∂Ω)). Let f ∈ C1(∂Ω) and let F ∈ C1(S2h(∂Ω)) be a C1 extension of
f to S2h(∂Ω) (that is, F |∂Ω = f). We de�ne the tangential gradient of f on ∂Ω by

∇∂Ωf = ∇F |∂Ω −
∂F

∂n
n.

De�nition 3. Let N ≥ 1, v ∈ C1(∂Ω)N . We de�ne the tangential Jacobian matrix
of v by D∂Ωv = D(v ◦ p)|∂Ω and the tangential divergence of v by div∂Ω(v ◦ p)|∂Ω =
tr(D∂Ωv). Assume now Ω is of class C3 and f ∈ C2(∂Ω). We de�ne the Laplace-
Beltrami operator of f by

∆∂Ωf = ∆(f ◦ p)|∂Ω = div∂Ω(∇∂Ωf),

and similarly we de�ne the tangential Hessian matrix by D2
∂Ωf = D∂Ω(∇∂Ωf).

We conclude this section recalling the following important

Theorem 2 (Tangential Divergence Theorem). Let Ω be a bounded open set of
class C2 and let v ∈ C1(∂Ω)N . Let H be the trace of the second fundamental form
of ∂Ω. Then ∫

∂Ω

div∂Ωv dS =

∫
∂Ω

H (v · n) dS. (3.8)

Let f ∈ C1(∂Ω). Then∫
∂Ω

(f div∂Ωv +∇∂Ωf · v) dS =

∫
∂Ω

H f (v · n) dS. (3.9)

Proof. We refer to [19, �5.5 Chapter 9]. �

4. Spectral exactness and spectral stability

Let (Hε)ε∈[0,1] be a family of Hilbert spaces. Let ( Eε)ε∈(0,1] be a connecting
system for (Hε)ε∈[0,1], that is, Eε ∈ L(H0,Hε), ε ∈ (0, 1], and

lim
ε→0
‖ Eεu‖Hε = ‖u‖H0

for every u ∈ H0.
We recall the following de�nitions.

De�nition 4. Let (Hε)ε∈[0,1] and Eε be as above.

(i) Let uε ∈ Hε, ε > 0. We say that uε E -converges to u as ε → 0 if ‖uε −
Eεu‖Hε → 0 as ε→ 0. We write uε

E−→ u.
(ii) Let Bε ∈ L(Hε), ε > 0. We say that Bε E E -converges to a linear operator

B0 ∈ L(H0) if Bεuε
E−→ B0u whenever uε

E−→ u ∈ H0. We write Bε
E E−→

B0.
(iii) Let Bε ∈ L(Hε), ε > 0. We say that Bε compactly converges to B0 ∈ L(H0)

(and we write Bε
C→ B0) if the following two conditions are satis�ed:

(a) Bε
E E−→ B0 as ε→ 0;

(b) for any family uε ∈ Hε, ε > 0, such that ‖uε‖Hε = 1 for all ε ∈
(0, 1), there exists a subsequence Bεkuεk of Bεuε and ū ∈ H0 such that

Bεkuεk
E−→ ū as k →∞.

De�nition 5. Let T , Tn be closed operators in H, Hn respectively, n ∈ N.
(1) The sequence (Tn)n∈N is called spectrally inclusive if for every λ ∈ σ(T ),

there exists a sequence (λn)n∈N, λn ∈ σ(Tn), n ∈ N such that λn → λ.
(2) We say that spectral pollution occurs for (Tn)n∈N if there exists λ ∈ %(T )

and λn ∈ σ(Tn), n ∈ N such that λn → λ.



10 F. FERRARESSO

(3) The sequence (Tn)n∈N is called spectrally exact if it is spectrally inclusive
and no spectral pollution occurs.

Let (Aε)ε∈[0,1] be a family of closed densely de�ned linear operators, Aε ∈ C(Hε),
ε ∈ [0, 1]. Assume that:

(A1)(a): ∃λ0 ∈
⋂

ε∈[0,1]

%(Aε), (Aε − λ0)−1 compact ε ∈ [0, 1],

(A1)(b) (Aε − λ0)−1 C→ (A0 − λ0)−1 as ε→ 0.

Then [6, Theorem 2.6] implies that (Aε)ε∈(0,1] is a spectrally exact approximation
of A0. Consider now the following setting. Let m ∈ N, and let Ω be an open set
of RN . Let M be the number of multi-indices α = (α1, . . . , αN ) ∈ NN0 with length
|α| = |α1| + · · · + |αN | = m. For all α, β ∈ NN0 with |α| = |β| = m let cαβ be
bounded measureable real-valued functions de�ned on RN , cαβ = cβα such that∑

|α|=|β|=m

cαβ(x)ξαξβ ≥ 0,

for all x ∈ RN , (ξα)|α|=m ∈ Rm. For all measurable open sets Ω ∈ RN we de�ne

QΩ(u, v) =

∫
Ω

(
cαβD

αuDβv + uv

)
dx (4.1)

Let V (Ω) be a linear subspace of Hm(Ω) containing Hm
0 (Ω). Assume that V (Ω)

endowed with the normQΩ(·)1/2 is complete. Then there exists a unique self-adjoint
operator AV (Ω) such that

QΩ(u, v) = (A
1/2
V (Ω)u,A

1/2
V (Ω)v) (4.2)

for all u, v ∈ V (Ω).
For ε ≥ 0, let Ωε be a bounded domain of RN . In this setting we can give the

following

De�nition 6. Let W (Ω0) be a linear subspace of Hm(Ω0) containing Hm
0 (Ω0).

Assume that W (Ω0) endowed with the norm Q
1/2
Ω0

is complete. The sequence of

operators (AV (Ωε))ε>0 ∪ {AW (Ω0)}, de�ned as in (4.2) with Ω replaced by Ωε, and
QΩε as in (4.1) for all ε > 0, is said to be spectrally stable if (AV (Ωε))ε>0 is a
spectrally exact approximation of AW (Ω0) and W (Ω0) = V (Ω0).

With De�nition 6, [2, Theorem 3.5] can be rephrased as:

Theorem 3. Assume that Condition (C), see [2, De�nition 3.1], is satis�ed by the
sequence of operators AV (Ωε), AV (Ω) associated with the quadratic forms QΩε , QΩ.
Then the sequence of operators (AV (Ωε))ε>0 is spectrally stable.

5. Proof of Theorem 1(iii), (iv)

To prove (iii) and (iv) in Theorem 1, we will show that Condition (C), see [2,
De�nition 3.1], holds for the operators AΩε associated to (1.2). An application of
Theorem 3 will then prove the claims.

Establishing Condition (C) will require several lemmata. We �rst establish a
general lemma concerning the limiting boundary behaviour of sequences (uε)ε such
that uε ∈ H3(Ωε) ∩H1

0 (Ωε) and ‖uε‖H3(Ωε) <∞, for all ε > 0.
For ε > 0, we de�ne

Ω]ε = {(x̄, xN ) ∈ RN : x̄ ∈W,−1 ≤ xN < gε(x̄)}, Ω] = W × [−1, 0),
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and for any l ∈ N, ε > 0 we set

H l
0,∗(Ωε) = C∞c (Ω]ε)

Hl(Ωε)

, H l
0,∗(Ω) = C∞c (Ω])

Hl(Ω)
.

In the case of sequence of functions in (uε)ε>0, uε ∈ H3(Ωε) ∩H1
0 (Ωε), we have

the following result

Lemma 4. Let Y = [−1/2, 1/2]N−1, α ∈ R, α > 0. Let Ω = W × (−1, 0), where
W ⊂ RN−1 is bounded domain of class C3. Let Ωε be as in (1.1). Let (uε)ε>0 be
such that H3(Ωε) ∩H1

0,∗(Ωε) for all ε > 0 and uε|Ω → u weakly in H3(Ω). Let also

û ∈ L2(W,H3(Y × (−1, 0))) be de�ned by (5.18). Then:

(i) If α > 5/2 then u ∈ H3(Ω) ∩H1
0,∗(Ω);

(ii) If α = 5/2 then u ∈ H3(Ω) ∩H1
0,∗(Ω) and for i, j ∈ {1, . . . , N − 1},

∂2û

∂yi∂yj
(x̄, ȳ, 0) = − ∂u

∂xN
(x̄, ȳ, 0)

∂2b(ȳ)

∂yi∂yj
. (5.1)

(iii) If 0 < α < 5/2 then u ∈ H3(Ω) ∩H2
0,∗(Ω);

(iv) If 0 < α ≤ 1 then u ∈ H3
0,∗(Ω)

Proof. Fix 0 < ε < 1. We �nd convenient to treat �rst the case α ≥ 3/2. Since
uε ∈ H1

0 (Ωε)

uε(x̄, gε(x̄)) = 0, for a.e. x̄ ∈W . (5.2)

Note that the function uε(·, gε(·)) ∈ H5/2(W ) ⊂ H2(W ). Di�erentiation (5.2) with
respect to xi and then with respect to xj , i, j ∈ {1, . . . , N − 1} gives

∂2uε
∂xi∂xj

(x̄, gε(x̄)) +
∂2uε

∂xi∂xN
(x̄, gε(x̄))

∂gε(x̄)

∂xj
+

∂2uε
∂xj∂xN

(x̄, gε(x̄))
∂gε(x̄)

∂xi

+
∂2uε
∂x2

N

(x̄, gε(x̄))
∂gε(x̄)

∂xi

∂gε(x̄)

∂xj
+

∂uε
∂xN

(x̄, gε(x̄))
∂2gε(x̄)

∂xi∂xj
= 0,

(5.3)

for a.e. x̄ ∈ W . For v ∈ H1(Ωε), let v̂(x̄, y) for all x̄ ∈ Ŵε, ȳ ∈ Y , yN ∈
(−1/ε, εα−1b(ȳ)) be as in De�nition 1. It is understood that v̂ is set to be zero for

all x̄ ∈W \ Ŵε.
To shorten the notation, de�ne yε := εα−1b(ȳ), ε > 0, ȳ ∈ W , and note that by
periodicity of b, b(ȳ) = b([x̄/ε] + ȳ) = ε−αĝε(x̄, ȳ) for all (x̄, ȳ) ∈ Ckε × Y .

An application of the unfolding operator to equality (5.3), with the help of
Lemma 2 gives

1

ε2
∂2ûε
∂yi∂yj

(x̄, ȳ, yε) +
εα−1

ε2
∂2ûε
∂yi∂yN

(x̄, ȳ, yε)
∂b(ȳ)

∂yj
+
εα−1

ε2
∂2ûε

∂yj∂yN
(x̄, ȳ, yε)

∂b(ȳ)

∂yi

+
ε2α−2

ε2
∂2ûε
∂y2

N

(x̄, ȳ, yε)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+
εα−2

ε

∂ûε
∂yN

(x̄, ȳ, yε)
∂2b(ȳ)

∂yi∂yj
= 0,

for a.e. x̄ ∈W , for a.e. ȳ ∈ Y . De�ne

Ψ̂ε(x̄, y) =
1

ε2
∂2ûε
∂yi∂yj

(x̄, y) +
εα−1

ε2
∂2ûε
∂yi∂yN

(x̄, y)
∂b(ȳ)

∂yj
+
εα−1

ε2
∂2ûε

∂yj∂yN
(x̄, y)

∂b(ȳ)

∂yi

+
ε2α−2

ε2
∂2ûε
∂y2

N

(x̄, y)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+
εα−2

ε

∂ûε
∂yN

(x̄, y)
∂2b(ȳ)

∂yi∂yj
,

for a.e. x̄ ∈ W , for a.e. ȳ ∈ Y . Let also Ŷ := {y ∈ RN : ȳ ∈ Y,−1 < yN <

εα−1b(ȳ)}. Then Ψ̂ε ∈ L2(W,H1(Ŷ )).
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Since Ψ̂ε(x̄, y, yε) = 0 we have that |Ψ̂ε(x̄, ȳ, 0)| ≤
∫ yε

0
|∂yN Ψ̂ε(x̄, ȳ, t)| dt for a.e.

x̄ ∈W , ȳ ∈ Y , from which we deduce

|Ψ̂ε(x̄, ȳ, 0)| ≤
(
εα−1‖b‖∞

)1/2[ 1

ε2

∥∥∥∥ ∂3ûε
∂yi∂yj∂yN

(x̄, ȳ, ·)
∥∥∥∥
L2(0,yε)

+
εα−1

ε2
‖∇b‖∞

∥∥∥∥ ∂3ûε
∂yi∂y2

N

(x̄, ȳ, ·)
∥∥∥∥
L2(0,yε)

+
εα−1

ε2
‖∇b‖∞

∥∥∥∥ ∂3ûε
∂yj∂y2

N

(x̄, ȳ, ·)
∥∥∥∥
L2(0,yε)

+
ε2α−2

ε2
‖∇b‖2∞

∥∥∥∥∂3ûε
∂y3

N

(x̄, ȳ, ·)
∥∥∥∥
L2(0,yε)

+
εα−2

ε
‖D2b‖∞

∥∥∥∥∂2ûε
∂y2

N

(x̄, ȳ, ·)
∥∥∥∥
L2(0,yε)

]
,

(5.4)

Let us de�ne Ŷ>0 := Ŷ ∩ {yN ∈ R : yN > 0}. We square both hand sides of (5.4)
and integrate over W × Y to get

∫
W

∫
Y

|Ψ̂ε(x̄, ȳ, 0)|2dȳdx̄ ≤ C(‖b‖2C2(Y ) + ‖∇b‖4∞)εα−1

[
1

ε4
‖D3

yûε‖2L2(W×Ŷ>0)

+
ε2α−2

ε4
‖D3

yûε‖2L2(W×Ŷ>0)
+
ε4α−4

ε4
‖D3

yûε‖2L2(W×Ŷ>0)
+
ε2α−4

ε2

∥∥∥∂2ûε
∂y2

N

∥∥∥2

L2(W×Ŷ>0)

]
,

(5.5)

Due to (3.4) and some basic estimates, (5.5) implies that

‖Ψ̂ε(x̄, ȳ, 0)‖2L2(W×Y )

≤ C‖D3uε‖2L2(Ωε)
(εα + ε3α−2 + ε5α−4) + Cε3α−4

∥∥∥∥∥∂2uε
∂x2

N

∥∥∥∥∥
2

L2(Ωε\Ω)

≤ C(εα + ε4α−4) + o(εα)

(5.6)

where in the last inequality we used the classical one-dimensional Sobolev estimate
‖∂2
x2
N
uε‖2L2(Ωε\Ω) ≤ C|Ωε \ Ω|‖∂2

x2
N
uε‖2W 1,2(Ωε)

, for some C > 0, which holds since

∂2
x2
N
uε is in H1(Ωε), ε > 0, with uniformly bounded norm. Note that since α ≥

3/2 > 1, (5.6) implies

∫
W

∫
Y

ε−1

∣∣∣∣∣Ψ̂ε(x̄, ȳ, 0)−
∫
Y

Ψ̂ε(x̄, z̄, 0)dz̄

∣∣∣∣∣
2

dȳdx̄ = O(εα−1)→ 0, (5.7)

as ε→ 0. We can rewrite (5.7) as

∫
W

∫
Y

∣∣T1 + · · ·+ T5

∣∣2dȳdx̄→ 0, as ε→ 0, (5.8)
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where

T1 =
1

ε5/2

(
∂2ûε
∂yi∂yj

(x̄, ȳ, 0)−
∫
Y

∂2ûε
∂yi∂yj

(x̄, z̄, 0)dz̄

)
;

T2 =
εα−1

ε5/2

(
∂2ûε
∂yi∂yN

(x̄, ȳ, 0)
∂b(ȳ)

∂yj
−
∫
Y

∂2ûε
∂yi∂yN

(x̄, z̄, 0)
∂b(z̄)

∂yj
dz̄

)
;

T3 =
εα−1

ε5/2

(
∂2ûε

∂yj∂yN
(x̄, ȳ, 0)

∂b(ȳ)

∂yi
−
∫
Y

∂2ûε
∂yj∂yN

(x̄, z̄, 0)
∂b(z̄)

∂yi
dz̄

)
;

T4 =
ε2α−2

ε5/2

(
∂2ûε
∂y2

N

(x̄, ȳ, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
−
∫
Y

∂2ûε
∂y2

N

(x̄, z̄, 0)
∂b(z̄)

∂yi

∂b(z̄)

∂yj
dz̄

)
;

T5 =
εα−2

ε3/2

(
∂ûε
∂yN

(x̄, ȳ, 0)
∂2b(ȳ)

∂yi∂yj
−
∫
Y

∂ûε
∂yN

(x̄, z̄, 0)
∂2b(z̄)

∂yi∂yj
dz̄

)
.

Recall that the function Uε de�ned by

Uε(x̄, y) = ûε(x̄, y)−
∫
Y

(
ûε(x̄, ζ̄, 0)−

∑
|η|=2

∫
Y

Dη
y ûε(x̄, ζ̄, 0) dζ̄

)
ζ̄η

η!
dζ̄

−
∫
Y

∇yûε(x̄, ζ̄, 0) dζ̄ · y −
∑
|η|=2

∫
Y

Dη
y ûε(x̄, ζ̄, 0) dζ̄

yη

η!
,

is such that the sequence (ε−5/2Uε) is uniformly bounded in L2(W,H3(Y × (d, 0)),
for any d < 0, see Lemma 3. Note also that Dη

yUε = Dη
y ûε −

∫
Y
Dη
y ûε(·, z̄, ·)dz̄ for

any |η| = 2. Using these facts we deduce that∫
W

∫
Y

|T1|2dȳdx̄ =

∫
W

∫
Y

∣∣∣∣∣ε−5/2 ∂2Uε
∂yi∂yj

(x̄, ȳ, 0)

∣∣∣∣∣
2

dȳdx̄

≤ C
∥∥∥ε−5/2 ∂2Uε

∂yi∂yj

∥∥∥2

L2(W,H1(Y×(−1,0))

≤ C‖ε−5/2D3
yûε‖2L2(W×Y×(−1,0)) ≤ C‖D

3uε‖2L2(Ω),

where we have used a trace inequality, the Poincaré-Wirtinger inequality, and the
exact integration formula (3.4). Hence T1 is bounded in L2(W × Y ), uniformly in
ε > 0.

Consider now T2. Note that the function
∂b
∂yj

has null average over Y because of

periodicity. Hence,∫
Y

∂2ûε
∂yi∂yN

(x̄, z̄, 0)
∂b(z̄)

∂yj
dz̄ =

∫
Y

∂b(z̄)

∂yj

(
∂2ûε
∂yi∂yN

(x̄, z̄, 0)−
∫
Y

∂2ûε
∂yi∂yN

(x̄, t̄, 0)dt̄

)
dz̄

and∫
W

∫
Y

ε2α−2−5

∣∣∣∣∣
∫
Y

∂b(z̄)

∂yj

(
∂2ûε
∂yi∂yN

(x̄, z̄, 0)−
∫
Y

∂2ûε
∂yi∂yN

(x̄, t̄, 0)dt̄

)
dz̄

∣∣∣∣∣
2

dȳdx̄

≤ C ε
2α

ε2

∫
W

∫
Y

∫
Y

∣∣∣∣∣ε−5/2

(
∂2ûε
∂yi∂yN

(x̄, z̄, 0)−
∫
Y

∂2ûε
∂yi∂yN

(x̄, t̄, 0)dt̄

)∣∣∣∣∣
2

dz̄dȳdx̄

≤ Cε2α−2‖ε−5/2∂2
yiyNUε(·, ·, 0)‖2L2(W×Y )

≤ Cε2α−2‖ε−5/2D3
yûε‖2L2(W×Y×(−1,0)) → 0,

(5.9)
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as ε→ 0, for all α > 1. We deduce that∫
W

∫
Y

|T2|2dȳdx̄ ≤ C
∫
W

∫
Y

∣∣∣∣∣εα−1

ε5/2

(
∂2ûε
∂yi∂yN

(x̄, ȳ, 0)
∂b(ȳ)

∂yj

)∣∣∣∣∣
2

dȳdx̄

+ C

∫
W

∫
Y

∣∣∣∣∣
∫
Y

εα−1−5/2 ∂2ûε
∂yi∂yN

(x̄, z̄, 0)
∂b(z̄)

∂yj
dz̄

∣∣∣∣∣
2

dȳdx̄

≤ C
∫
W

∫
Y

∣∣∣∣∣ εαε3/2
(

1

ε2
∂2ûε
∂yi∂yN

(x̄, ȳ, 0)
∂b(ȳ)

∂yj

)∣∣∣∣∣
2

dȳdx̄+ o(1),

(5.10)

as ε→ 0. We claim that

1

ε2
∂2ûε
∂yi∂yN

(x̄, ȳ, 0)
∂b(ȳ)

∂yj
→ ∂2u

∂xi∂xN
(x̄, 0)

∂b(ȳ)

∂yj
, (5.11)

in L2(W × Y ) as ε → 0. Since uε|Ω → u weakly in H3(Ω), by the compactness of
the trace operator we have that

∂2uε
∂xi∂xN

(x̄, 0)→ ∂2u

∂xi∂xN
(x̄, 0), (5.12)

in L2(W ), as ε→ 0. Now de�ne

∂2uε
∂xi∂xN

(x̄) :=
1

εN−1

∫
Cε(x̄)

∂2uε
∂xi∂xN

(t̄, 0) dt̄,

where Cε(x̄) is as in (3.3). Note that, by a change of variable,

∂2uε
∂xi∂xN

(x̄) =

∫
Y

∂̂2uε
∂xi∂xN

(x̄, z̄, 0)dz̄ =
1

ε2

∫
Y

∂2ûε
∂yi∂yN

(x̄, z̄, 0) dz̄.

By (5.12) we deduce that

∂2uε
∂xi∂xN

→ ∂2u

∂xi∂xN
(·, 0),

strongly in L2(W ) as ε → 0. Here, we have used the fact that if a sequence of
functions vε converges strongly in L2 to v then vε converges strongly in L2 to
v. We give a proof of this in Lemma 8 in Appendix (B). Since ε−5/2∂yiyNUε is
uniformly bounded in L2(W × Y ), for all ε > 0 due to Lemma 2, it follows that

1

ε2

(
∂2ûε
∂yi∂yN

(·, ·, 0)−
∫
Y

∂2ûε
∂yi∂yN

(·, z̄, 0)dz̄

)
→ 0,

in L2(W × Y ) as ε→ 0. Hence, 1
ε2

∂2ûε
∂yi∂yN

(x̄, ȳ, 0)→ ∂2u
∂xi∂xN

(x̄, 0) in L2(W × Y ) as

ε → 0, which proves the claim. Since α > 3/2, by recalling (5.10) we then deduce
that T2 vanishes in L2(W × Y ) as ε→ 0.
T3 is exactly T2 with swapped indexes i and j, hence also T3 vanishes in L2(W ×

Y ) as ε→ 0.
We then consider T4. By arguing as in (5.11) we deduce that

1

ε2
∂2ûε
∂y2

N

(x̄, ȳ, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
→ ∂2u

∂y2
N

(x̄, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
, (5.13)
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in L2(W × Y ) as ε → 0, so the integral in Y of the left-hand side of (5.13) is
convergent. Thus,

T4 =
ε2α

ε5/2

(
1

ε2
∂2ûε
∂y2

N

(x̄, ȳ, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
−
∫
Y

1

ε2
∂2ûε
∂y2

N

(x̄, z̄, 0)
∂b(z̄)

∂yi

∂b(z̄)

∂yj
dz̄

)
→ 0,

(5.14)
in L2(W × Y ) as ε→ 0 for all α > 5/4, hence in particular for any α ≥ 3/2.
Finally, we consider T5. Arguing as in the proof of Claim (5.11) we can prove that

1

ε

∂ûε
∂yN

(x̄, ȳ, 0)
∂2b(ȳ)

∂yi∂yj
→ ∂u

∂yN
(x̄, 0)

∂2b(ȳ)

∂yi∂yj
, (5.15)

in L2(W × Y ) as ε→ 0 and∫
Y

1

ε

∂ûε
∂yN

(x̄, z̄, 0)
∂2b(z̄)

∂yi∂yj
dz̄ → ∂u

∂yN
(x̄, 0)

∫
Y

∂2b(z̄)

∂yi∂yj
dz̄ = 0, (5.16)

in L2(W×Y ) as ε→ 0, where the right-hand side of (5.16) is zero due to periodicity
of b. We now consider di�erent cases according to the value of α.

Case 3/2 < α < 5/2. In this case, by summarising the previous results we have
that T1 is uniformly bounded in L2(W × Y ) as ε → 0, whereas T2, T3, T4 tend to
zero in L2(W ×Y ) as ε→ 0. Then (5.8) implies that there exists a constantM > 0
such that(∫

W

∫
Y

|T5|2dȳdx̄

)1/2

≤

(∫
W

∫
Y

|T1 + T2 + T3 + T4|2dȳdx̄

)1/2

+ o(1) ≤M,

as ε→ 0. Thus,∥∥∥∥∥1

ε

∂ûε
∂yN

(x̄, ȳ, 0)
∂2b(ȳ)

∂yi∂yj
−
∫
Y

1

ε

∂ûε
∂yN

(x̄, z̄, 0)
∂2b(z̄)

∂yi∂yj
dz̄

∥∥∥∥∥
L2(W×Y )

= O(ε5/2−α),

as ε → 0. By letting ε → 0 and recalling (5.15) and (5.16) we deduce that
∂u
∂yN

(x̄, 0) ∂
2b(ȳ)

∂yi∂yj
= 0, for a.e. x̄ ∈ W , for a.e. ȳ ∈ Y , and since b is not a�ne

we deduce that
∂u

∂xN
(x̄, 0) = 0, (5.17)

for a.e. x̄ ∈W . We conclude that u ∈ H3(Ω) ∩H2
0,∗.

Case α = 5/2. In this case, we have the estimate(∫
W

∫
Y

|T1 + T5|2dȳdx̄

)1/2

≤

(∫
W

∫
Y

|T2 + T3 + T4|2dȳdx̄

)1/2

+ o(1) = o(1),

as ε→ 0. Thus,

1

ε5/2

(
∂2ûε
∂yi∂yj

(x̄, ȳ, 0)−
∫
Y

∂2ûε
∂yi∂yj

(x̄, z̄, 0)dz̄

)
+

1

ε

∂ûε
∂yN

(x̄, ȳ, 0)
∂2b(ȳ)

∂yi∂yj
→ 0,

as ε → 0. Now since (ε−5/2Uε) is uniformly bounded in L2(W × Y × (d, 0)), there
exists a subsequence of (ε−5/2Uε) and a function û ∈ L2(W,H3(Y × (d, 0))) such
that

ε−5/2Uε ⇀ û, (5.18)

in L2(W,H3(Y × (d, 0))). (5.18) implies that

1

ε5/2

(
∂2ûε
∂yi∂yj

(x̄, ȳ, 0)−
∫
Y

∂2ûε
∂yi∂yj

(x̄, z̄, 0)dz̄

)
→ ∂2û

∂yi∂yj
(x̄, ȳ, 0),
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strongly in L2(W × Y ) as ε→ 0. Moreover, according to (5.15) we deduce that

∂2û

∂yi∂yj
(x̄, ȳ, 0) = − ∂u

∂yN
(x̄, 0)

∂2b(ȳ)

∂yi∂yj
, (5.19)

for a.e. x̄ ∈W , a.e. ȳ ∈ Y , which is (5.1).

Case α ≤ 1. In this case we give a more direct proof based on a di�erent de�nition
of the unfolding operator. We de�ne

Ŷ = {(ȳ, yN ) : ȳ ∈ Y,−1 < yN < b(ȳ)}, (5.20)

and

ûε(x̄, ȳ, yN ) := uε

(
ε
[ x̄
ε

]
+ εȳ, εαyN

)
, (5.21)

for all (x̄, y) ∈ W × Ŷ , for all uε ∈ H3(Ωε). Note that ûε, ε ∈ (0, 1], are de�ned
on a �xed domain of RN . Then, starting from the identity (5.2) we deduce the
analogous of (5.3), which namely reads

1

ε2
∂2ûε
∂yi∂yj

(x̄, ȳ, b(ȳ)) +
εα−1

εα+1

∂2ûε
∂yi∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yj

+
εα−1

εα+1

∂2ûε
∂yj∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi
+
ε2α−2

ε2α
∂2ûε
∂y2

N

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj

+
εα−2

εα
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b(ȳ)

∂yi∂yj
= 0.

(5.22)

If α = 1, by arguing as in (8.4) below, we have

1

ε2
∂2ûε
∂yi∂yj

(x̄, ȳ, b(ȳ))→ ∂2u

∂xi∂xj
(x̄, 0),

1

ε2
∂2ûε
∂yi∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yj
→ ∂2u

∂xi∂xN
(x̄, 0)

∂b(ȳ)

∂yj
,

1

ε2
∂2ûε
∂y2

N

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
→ ∂2u

∂x2
N

(x̄, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
,

as ε → 0, where the limits are taken in L2(W × Y ). According to (5.22), we
immediately discover that∥∥∥∥∥1

ε

∂ûε
∂yN

(x̄, ȳ, b(ȳ))

∥∥∥∥∥
L2(W×Ŷ )

≤ Cε, (5.23)

for all ε > 0. By (5.23) we deduce that

∂u

∂xN
(x̄, 0) = 0, (5.24)

and that there exists a function ζ ∈ L2(W ) such that, up to a subsequence,

1

ε2
∂ûε
∂yN

(x̄, ȳ, b(ȳ)) ⇀ ζ(x̄),

in L2(W×Y ) as ε→ 0. The fact that ζ does not depend on ȳ is an easy consequence
of the following argument. Let ϕ ∈ C∞c (W × Y ). Then∫

W×Y

1

ε2
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂ϕ

∂yi
dx̄dȳ = −

∫
W×Y

1

ε2
∂2ûε
∂yN∂yi

(x̄, ȳ, b(ȳ))ϕdx̄dȳ,
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and passing to the limit as ε→ 0 we deduce that∫
W×Y

ζ
∂ϕ

∂yi
dx̄dȳ = −

∫
W×Y

∂2u

∂xN∂xi
(x̄, 0)ϕdx̄dȳ = 0, (5.25)

where we have used that ∂2u
∂xN∂xi

(x̄, 0) = 0 because of (5.24). Equation(5.25) implies

that ζ is weakly di�erentiable in yi and that ∂ζ
∂yi

= 0.

Taking the limit as ε→ 0 in L2(W × Y ) in (5.22) we deduce that

∂2u

∂xi∂xj
(x̄, 0) +

∂2u

∂xi∂xN
(x̄, 0)

∂b(ȳ)

∂yj
+

∂2u

∂xj∂xN
(x̄, 0)

∂b(ȳ)

∂yi

+
∂2u

∂x2
N

(x̄, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+ ζ(x̄)

∂2b(ȳ)

∂yi∂yj
= 0.

(5.26)

Because of (5.24) the �rst three summands in (5.26) are zero. Hence, (5.26) implies
that

∂2u

∂x2
N

(x̄, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+ ζ(x̄)

∂2b(ȳ)

∂yi∂yj
= 0. (5.27)

Recall now that since b is Y -periodic, its derivatives are periodic and with null
average on Y . An integration in Y in (5.27) yields

∂2u

∂x2
N

(x̄, 0)

∫
Y

∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
dȳ = 0,

for almost all x̄ ∈W . Since this holds for all i, j = 1, . . . , N−1 we can in particular

choose i = j so that ∂2u
∂x2
N

(x̄, 0)
∫
Y
|∇b|2dȳ = 0, and since b is non constant it must

be ∂2u
∂x2
N

(x̄, 0) = 0 for almost all x̄ ∈W .

If α < 1 we can argue in a similar way. Namely, we multiply each side of (5.22)
by ε2−2α in order to obtain

1

ε2α
∂2ûε
∂yi∂yj

(x̄, ȳ, b(ȳ)) +
ε1−α

εα+1

∂2ûε
∂yi∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yj

+
ε1−α

εα+1

∂2ûε
∂yj∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi
+

1

ε2α
∂2ûε
∂y2

N

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj

+
1

ε2α
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b(ȳ)

∂yi∂yj
= 0.

(5.28)

Since u(x̄, 0) = 0, a.a x ∈ W , the �rst three summands in (5.28) are vanishing as
ε→ 0. Then we deduce that

∂2u

∂x2
N

(x̄, 0)
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+ lim
ε→0

1

ε2α
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b(ȳ)

∂yi∂yj
= 0.

This �rst implies that∥∥∥∥∥ 1

εα
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b

∂yi∂yj

∥∥∥∥∥
L2(W×Y )

≤ Cεα,

hence ∂u
∂xN

(x̄, 0) = 0. Moreover, we deduce that up to a subsequence there exists

ζ ∈ L2(W ) such that 1
ε2α

∂ûε
∂yN

(x̄, ȳ, b(ȳ)) ⇀ ζ(x̄) in L2(W × Y ) as ε → 0. Then

arguing as in the case α = 1 we deduce that ∂2u
∂x2
N

(x̄, 0) = 0. �

Proof of Theorem 1(iii),(iv). We �rst prove Claim (iii). We will show that the
Condition (C), de�ned in [2, Def. 3.1] holds with V (Ωε) = H3(Ωε) ∩H1

0 (Ωε) and
V (Ω) = H3(Ω) ∩H1

0 (Ω) ∩H2
0,∗(Ω). In [2, Def. 3.1] we choose

Kε = {x ∈ Ω : xN < −ε},
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ε ∈ (0, 1], Tε : V (Ω) → V (Ωε) as in (3.2) and Eε : V (Ωε) → Hm(Ω) as the
restriction operator Eεuε = uε|Ω, ε ∈ (0, 1]. With this choices it is not di�cult to
verify that conditions (C1), (C2)(i), (C2)(iii), (C3)(i) and (C3)(ii) hold true. Then
it is su�cient to prove the validity of conditions (C2)(ii) and (C3)(iii).

In order to show that (C2)(ii) holds it is su�cient to use Lemma 4(iii) and its
proof. Indeed, if α > 3/2 then limε→0‖Tεϕ‖H3(Ωε\Kε) = 0 for all ϕ ∈ V (Ω).

Condition (C3)(iii) now follows directly from Lemma 4(iii), since we have proved
that if uε ∈ V (Ωε) is such that uε|Ω ⇀ u and 3/2 < α < 5/2, then u ∈ V (Ω).

Hence Condition (C) holds and [2, Thm 3.5] now yields the claim.
The proof of Claim (iv) is similar. We show that Condition (C) holds with V (Ωε) =
H3(Ωε) ∩H1

0 (Ωε), ε ∈ (0, 1], V (Ω) = H3(Ω) ∩H1
0 (Ω) ∩H3

0,∗(Ω), Tε the extension-
by-zero operator, and Eε the restriction operator de�ned above. Then conditions
(C1)-(C3) hold true. Note that Condition (C3)(iii) follows directly from Lemma
4(iv).

�

6. Proof of Theorem 1(ii)

In this section, we shall consider the case α = 5/2 of Theorem 1. We refer to

Section 3 for the notation about Φε, hε, Tε, C
k
ε , û, w

3,2
PerY

(Y × (−∞, 0)). We divide
the proof in two subsections. Since the proof follows the same strategy as [21], [2],
we will only sketch the proofs and refer to [2] for further details in the case of the
biharmonic operator with SBC.

6.1. Macroscopic limit. Let fε ∈ L2(Ωε) and f ∈ L2(Ω) be such that fε ⇀ f in
L2(RN ) as ε→ 0, with the understanding that the functions are extended by zero
outside their natural domains. Let vε ∈ V (Ωε) = H3(Ωε) ∩H1

0 (Ωε) be such that

AΩεvε = fε, (6.1)

for all ε > 0 small enough. Then ‖vε‖H3(Ωε) ≤ M for all ε > 0 su�ciently small,

hence, possibly passing to a subsequence there exists v ∈ H3(Ω)∩H1
0 (Ω) such that

vε ⇀ v in H3(Ω) and vε → v in L2(Ω).
Let ϕ ∈ V (Ω) = H3(Ω) ∩H1

0 (Ω) be a �xed test function. Since Tεϕ ∈ V (Ωε), by
(6.1) we get ∫

Ωε

D3vε : D3(Tεϕ) dx+

∫
Ωε

vεTεϕdx =

∫
Ωε

fεTεϕdx, (6.2)

and passing to the limit as ε→ 0 we have that∫
Ωε

vεTεϕdx→
∫

Ω

vϕdx,

∫
Ωε

fεTεϕdx→
∫

Ω

fϕdx.

Now consider the �rst integral in the right-hand side of (6.2). Let us de�ne
Kε = W × (−1,−ε). By splitting the integral in three terms corresponding to
Ωε \ Ω, Ω \Kε and Kε and by arguing as in [2, Section 8.3] one can show that∫

Kε

D3vε : D3(Tεϕ) dx→
∫

Ω

D3v : D3ϕdx,

∫
Ωε\Ω

D3vε : D3(Tεϕ) dx→ 0,

as ε → 0. Let Qε = Ŵε × (−ε, 0). We split again the remaining integral in two
summands,∫

Ωε\Kε
D3vε : D3(Tεϕ) dx =

∫
Ωε\(Kε∪Qε)

D3vε : D3(Tεϕ) dx+

∫
Qε

D3vε : D3(Tεϕ) dx.

(6.3)
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Again, by arguing as in [2, Section 8.3] it is possible to prove that∫
Ωε\(Kε∪Qε)

D3vε : D3(Tεϕ) dx→ 0,

as ε→ 0. We now require two technical lemmata.

Lemma 5. For all y ∈ Y × (−1, 0) and i, j, k = 1, . . . , N the functions ĥε(x̄, y),
∂̂hε
∂xi

(x̄, y), ∂̂2hε
∂xi∂xj

(x̄, y) and ∂̂3hε
∂xi∂xj∂xk

(x̄, y) are independent of x̄. Moreover,

ĥε(x̄, y) = O(ε5/2),
∂̂hε
∂xi

(x̄, y) = O(ε3/2),
∂̂2hε
∂xi∂xj

(x̄, y) = O(ε1/2),

as ε→ 0, for all i, j = 1, . . . , N , uniformly in y ∈ Y × (−1, 0), and

ε1/2
∂̂3hε

∂xi∂xj∂xk
(x̄, y)→ ∂3(b(ȳ)(yN + 1)4)

∂yi∂yj∂yk
,

as ε→ 0, for all i, j, k = 1, . . . , N , uniformly in y ∈ Y × (−1, 0).

Proof. We refer to [21, Lemma 4] and [2, Lemma 8.27], where similar computations
were carried out in the case of strong intermediate boundary conditions. �

Lemma 6. Let vε ∈ V (Ωε) = H3(Ωε) ∩H1
0 (Ωε) be such that ‖vε‖H3(Ωε) ≤ M for

all ε > 0. Assume that up to a subsequence vε|Ω ⇀ v in H3(Ω). Let ϕ be a �xed

function in V (Ω). Let v̂ ∈ L2(W,w3,2
PerY

(Y × (−∞, 0))) be as in Lemma 3. Then∫
Qε

D3vε : D3(Tεϕ) dx→

−
∫
W

∫
Y×(−1,0)

(D3
y(v̂) : D3(b(ȳ)(1 + yN )4) dy

∂ϕ

∂xN
(x̄, 0)dx̄.

(6.4)

Proof. In the following calculations we use the index notation and we drop the
summation symbols. We calculate∫

Qε

D3vε : D3(Tεϕ) dx =

∫
Qε

∂3vε
∂xi∂xj∂xh

∂3(ϕ ◦ Φε)

∂xi∂xj∂xh
dx

=

∫
Qε

∂3vε
∂xi∂xj∂xh

∂3ϕ

∂xk∂xl∂xm
(Φε(x))

∂Φ
(k)
ε

∂xi

∂Φ
(l)
ε

∂xj

∂Φ
(m)
ε

∂xh
dx

+

∫
Qε

∂3vε
∂xi∂xj∂xh

∂2ϕ

∂xk∂xl
(Φε(x))

[∂Φ
(k)
ε

∂xi

∂2Φ
(l)
ε

∂xj∂xh
+
∂Φ

(k)
ε

∂xj

∂2Φ
(l)
ε

∂xi∂xh
+
∂Φ

(k)
ε

∂xh

∂2Φ
(l)
ε

∂xi∂xj

]
dx,

+

∫
Qε

∂3vε
∂xi∂xj∂xh

∂ϕ

∂xk
(Φε(x))

∂3Φ
(k)
ε

∂xi∂xj∂xh
dx.

(6.5)

It is not di�cult to prove that the �rst integral in the right-hand side of (6.5)
vanishes as ε→ 0, see the proof of [21, Proposition 2]. We then consider the second
integral in the right hand side of (6.5). Note that all the terms with l 6= N vanish.
Thus, without loss of generality we set l = N . Consider separately the case k 6= N ,
and k = N .
Case k 6= N : by the exact integration formula (3.4) we obtain∣∣∣∣∣

∫
Qε

∂3vε
∂xi∂xj∂xh

∂2ϕ

∂xk∂xN
(Φε(x)) δki

∂2Φ
(N)
ε

∂xj∂xh
dx

∣∣∣∣∣
≤ Cε1/2‖ε−5/2v̂ε‖W 3,2(Ŵε×Y×(−1,0))

∥∥∥∥ ∂ϕ

∂xk∂xN

∥∥∥∥
L2(Qε)

→ 0,
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as ε→ 0.
Case k = N : in this case (3.4) applied to (6.5) gives∫

Qε

D3vε : D3(Tεϕ) dx = ε−5

∫
Ŵε×Y×(−1,0)

∂3v̂ε
∂yi∂yj∂yh

∂2ϕ

∂x2
N

(Φ̂ε(y)) ·

·

[
∂Φ̂ε

(N)

∂yi

∂2Φ̂ε
(N)

∂yj∂yh
+
∂Φ̂ε

(N)

∂yj

∂2Φ̂ε
(N)

∂yi∂yh
+
∂Φ̂ε

(N)

∂yh

∂2Φ̂ε
(N)

∂yi∂yj

]
dx̄dy,

(6.6)

and since we are summing on the indexes i, j, h ∈ 1, . . . , N , (6.6) equals

3ε−5

∫
Ŵε×Y×(−1,0)

∂3v̂ε
∂yi∂yj∂yh

∂2(ϕ(Φ̂ε(y)))

∂x2
N

∂Φ̂ε
(N)

∂yi

∂2Φ̂ε
(N)

∂yj∂yh
dx̄dy.

Note now that

∂Φ̂ε
(k)

∂yi
=

{
εδki, if k 6= N,

εδNi − ε ∂̂hε∂xi
, if k = N.

∂2Φ̂ε
(k)

∂yi∂yj
=

{
0, if k 6= N,

−ε2 ∂̂2hε
∂xi∂xj

, if k = N.

Thus, we have

3ε−5

∫
Ŵε×Y×(−1,0)

∂3v̂ε
∂yi∂yj∂yh

∂2(ϕ(Φ̂ε(y)))

∂x2
N

∂Φ̂ε
(N)

∂yi

∂2Φ̂ε
(N)

∂yj∂yh
dx̄dy

= −3ε−2

∫
Ŵε×Y×(−1,0)

∂3v̂ε
∂yi∂yj∂yh

∂2(ϕ(Φ̂ε(y)))

∂x2
N

(
δNi −

∂̂hε
∂xi

)
∂̂2hε
∂xj∂xh

dx̄dy.

(6.7)

It is not di�cult to see that the right-hand side of (6.7) vanishes as ε→ 0, due to
(3.4) and Lemma 5. It remains to treat only the third integral in the right hand
side of (6.5). We apply the exact integration formula (3.4) in order to obtain

ε

∫
Ŵε×Y×(−1,0)

∂̂3vε
∂xi∂xj∂xh

∂ϕ

∂xN
(Φ̂ε(y))

∂̂3Φ
(N)
ε

∂xi∂xj∂xh
dx̄dy

= −
∫
Ŵε×Y×(−1,0)

[
ε−5/2 ∂3v̂ε

∂yi∂yj∂yh

] [
∂ϕ

∂xN
(Φ̂ε(y))

] [
ε1/2

∂̂3hε
∂xi∂xj∂xh

]
dx̄dy.

By Lemma 3 it is clear that ε−5/2 ∂3v̂ε
∂yi∂yj∂yh

→ ∂3v̂
∂yi∂yj∂yh

, weakly in L2(W × Y ×

(−∞, 0)) as ε → 0. Moreover, by Lemma 5 ε1/2 ∂̂3Φ
(N)
ε

∂xi∂xj∂xh
→ −∂

3(b(ȳ)(1+yN )4)
∂yi∂yj∂yh

,

uniformly in W × Y × (−1, 0) as ε→ 0. Hence,∫
Ŵε×Y×(−1,0)

[
ε−5/2 ∂3v̂ε

∂yi∂yj∂yh

] [
∂ϕ

∂xN
(Φ̂ε(y))

] [
ε1/2

∂̂3Φ
(N)
ε

∂xi∂xj∂xh

]
dx̄dy

→ −
∫
W×Y×(−1,0)

∂3v̂

∂yi∂yj∂yh

∂ϕ

∂xN
(x̄, 0)

∂3(b(ȳ)(1 + yN )4)

∂yi∂yj∂yh
dx̄dy.

as ε→ 0. �

The previous discussion yields the following

Theorem 4. Let fε ∈ L2(Ωε) and f ∈ L2(Ω) be such that fε|Ω ⇀ f in L2(Ω). Let
vε ∈ H3(Ωε) ∩H1

0 (Ωε) be the solutions to AΩεvε = fε. Then, possibly passing to a

subsequence, there exists v ∈ H3(Ω) ∩ H1
0 (Ω) and v̂ ∈ L2(W,w3,2

PerY
(Y × (∞, 0)))
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such that vε|Ω ⇀ v in H3(Ω), vε|Ω → v in L2(Ω) and such that statements (a) and
(b) in Lemma 3 hold. Moreover,

−
∫
W

∫
Y×(−1,0)

(D3
y(v̂) : D3(b(ȳ)(1 + yN )4) dy

∂ϕ

∂xN
(x̄, 0)dx̄

+

∫
Ω

D3v : D3ϕ+ uϕdx =

∫
Ω

fϕdx,

for all ϕ ∈ H3(Ω) ∩H1
0 (Ω).

6.2. Microscopic limit. Let ψ ∈ C∞(W×Y×]−∞, 0]) be such that suppψ ⊂ C×
Y × [d, 0] for some compact set C ⊂W , d ∈]−∞, 0[, and assume that ψ(x̄, ȳ, 0) = 0
for all (x̄, ȳ) ∈W × Y . Let ψ be Y -periodic in the variable ȳ. We set

ψε(x) = ε
5
2ψ
(
x̄,
x̄

ε
,
xN
ε

)
,

for all ε > 0, x ∈ W×] −∞, 0]. Then Tεψε ∈ V (Ωε) for su�ciently small ε, hence
we can plug it in the weak formulation of the problem in Ωε in order to get∫

Ωε

D3vε : D3(Tεψε) dx+

∫
Ωε

vεTεψε dx =

∫
Ωε

fεTεψε dx. (6.8)

It is not di�cult to prove that∫
Ωε

vεTεψε dx→ 0,

∫
Ωε

fεTεψε dx→ 0, (6.9)

as ε→ 0, and by arguing as in [2, Eq. (8.20), p. 29] we deduce that∫
Ωε\Ω

D3vε : D3(Tεψε) dx→ 0, (6.10)

as ε→ 0. Moreover, by arguing as in [2, Lemma 8.47] it is possible to prove that∫
Ω

D3vε : D3(Tεψε) dx→
∫
W×Y×(−∞,0)

D3
y v̂(x̄, y) : D3

yψ(x̄, y) dx̄dy, (6.11)

as ε→ 0. Then we have the following

Theorem 5. Let v̂ ∈ L2(W,w3,2
PerY

(Y × (−∞, 0))) be the function from Theorem 4.
Then ∫

W×Y×(−∞,0)

D3
y v̂(x̄, y) : D3

yψ(x̄, y)dx̄dy = 0,

for all ψ ∈ L2(W,w3,2
PerY

(Y × (−∞, 0))) such that ψ(x̄, ȳ, 0) = 0 on W × Y . More-
over, for any i, j = 1, . . . , N − 1, we have

∂2v̂

∂yi∂yj
(x̄, ȳ, 0) = − ∂2b

∂yi∂yj
(ȳ)

∂v

∂xN
(x̄, 0) on W × Y , (6.12)

Proof. We need only to prove (6.12) since the �rst part of the statement follows from
(6.8), (6.9), (6.10), (6.11) (see also the proof of [2, Theorem 8.53]). By applying
Lemma 4, case α = 5/2 to vε ∈ H3(Ωε) ∩H1

0 (Ωε) we deduce the validity of (6.12).
�

Lemma 7. There exists V ∈ w3,2
PerY

(Y × (−∞, 0)) satisfying the equation∫
Y×(−∞,0)

D3V : D3ψ dy = 0, (6.13)

for all ψ ∈ w3,2
PerY

(Y × (−∞, 0)) such that ψ(ȳ, 0) = 0 on Y , and the boundary
condition

V (ȳ, 0) = b(ȳ), on Y .
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Function V is unique up to a sum of a monomial in yN of the form ay2
N . Moreover

V ∈W 6,2
PerY

(Y × (d, 0)) for any d < 0 and it satis�es the equation

∆3V = 0, in Y × (d, 0),

subject to the boundary conditions
∂2(∆V )
∂y2N

+ 2 ∂2

∂y2N
(∆N−1V ) = 0, on Y ,

∂3V
∂y3N

(ȳ, 0) = 0, on Y .

Proof. Existence, uniqueness and regularity of V follows as in [2, Lemma 8.60].
Note that in order to �nd the boundary conditions satis�ed by V on Y we need to
use the Triharmonic Green Formula (7.4) with V in place of f and ψ in place of
ϕ. We choose test functions ψ as in the statement with bounded support in the
yN -direction. We then deduce that∫

Y×(−∞,0)

D3V : D3ψ dy = −
∫
Y×(−∞,0)

∆3V ψ dy +

∫
Y

∂3V

∂y3
N

∂2ψ

∂y2
N

dȳ

−
∫
Y

(
∂2(∆V )

∂y2
N

+ 2∆N−1

(
∂2V

∂y2
N

))
∂ψ

∂yN
dȳ,

hence V is triharmonic and satis�es the boundary conditions in the statement. �

Theorem 6 (Characterisation of the strange term). Let V be the function de�ned
in Lemma 7. Let v, v̂ be as in Theorem 4. Then

v̂(x̄, y) = −V (y)
∂v

∂xN
(x̄, 0) + a(x̄)y2

N .

for some function a ∈ L2(W ). Moreover we have the following equalities:∫
Y×(−∞,0)

|D3V |2dy =

∫
Y×(−∞,0)

D3V : D3(b(ȳ)(1 + y4
N ))dy

=

∫
Y

(
∂(∆2V )

∂yN
+ ∆N−1

(
∂∆V

∂yN

)
+ ∆2

N−1

(
∂V

∂yN

))
b(ȳ)dȳ. (6.14)

Proof. Let φ be the real-valued function de�ned on Y×]−∞, 0] by

φ(y) =

{
b(ȳ)(1 + yN )4, if −1 ≤ yN ≤ 0,

0, if yN < −1.

Then φ ∈ H3(Y × (−∞, 0)), and φ(ȳ, 0) = 0 for all ȳ ∈ Y . Now note that the
function ψ = V − φ is a suitable test-function in equation (6.13); by plugging it in
we get ∫

Y×(−∞,0)

|D3V |2 dy =

∫
Y×(−∞,0)

D3V : D3(b(ȳ)(1 + yN )4) dy

By applying (7.4) on the right-hand side of the former equation, and by keeping in
account that V is as in Lemma 7, so ∆3V = 0 in Y × (d, 0) for all d < 0, we deduce
that∫

Y×(−∞,0)

D3V : D3(b(ȳ)(1 + yN )4) dy =

∫
Y

(
∂(∆2V )

∂yN
+ ∆N−1

(
∂(∆V )

∂yN

)
+ ∆2

N−1

(
∂V

∂yN

))
b(ȳ) dȳ.

�
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By Lemma 7 and Theorem 6 it is now easy to deduce (iii) of Theorem 1.

Proof of Theorem 1(iii). Note that the function v of Theorem 4 satis�es

−
∫
W

∫
Y×(−1,0)

(D3
y(v̂) : D3(b(ȳ)(1 + yN )4) dy

∂ϕ

∂xN
(x̄, 0)dx̄

+

∫
Ω

D3v : D3ϕ+ uϕdx =

∫
Ω

fϕdx, (6.15)

for all ϕ ∈ H3(Ω)∩H1
0 (Ω). By Theorem 6 the �rst integral in the left-hand side of

(6.15) can be equivalently rewritten as∫
W

(∫
Y×(−∞,0)

|D3V |2 dy

)
∂v

∂xN
(x̄, 0)

∂ϕ

∂xN
(x̄, 0)dx̄,

where V is de�ned in Lemma 7. By (7.4)∫
Ω

D3v : D3ϕdx = −
∫

Ω

∆3v ϕ dx+

∫
∂Ω

∂3f

∂n3

∂2ϕ

∂n2
dS

+

∫
∂Ω

((
(nTD3v)∂Ω : D∂Ωn

)
− ∂2(∆v)

∂n2
− 2 div∂Ω(D3v[n⊗ n])∂Ω

)
∂ϕ

∂n
dS,

(6.16)

for all ϕ ∈ H3(Ω) ∩H1
0 (Ω). In particular, we deduce that on W × {0} we have the

following boundary integral∫
W

(
− ∂2(∆v)

∂x2
N

(x̄, 0)− 2∆N−1

(
∂2v

∂x2
N

)
(x̄, 0) +K1

∂v

∂xN
(x̄, 0)

)
∂ϕ

∂xN
(x̄, 0)dx̄, (6.17)

whereK1 =
∫
Y×(−∞,0)

|D3V |2. Then, by (6.15), (6.16), (6.17) and the arbitrariness
of ϕ we deduce the statement of Theorem 1, part (iii). �

7. Appendix (A)

We give here a proof of the Triharmonic Green Formula. We refer to Section 3
for the tangential calculus notation and related results. We �rst note that by using
tangential calculus it is possible to prove that

D2f(x) =

(
D2
∂Ωf(x) +

∂

∂n

(
∇∂Ωf(x)

)
⊗ n(x) + n(x)⊗∇∂Ω

(
∂f(x)

∂n

)
+
∂2f(x)

∂n2
n(x)⊗ n(x)

)
+
∂f(x)

∂n
D∂Ωn(x), (7.1)

for all x ∈ ∂Ω. Then formula (7.1) can be equivalently rewritten as

D2f(x) =

(
D2
∂Ωf(x) +∇∂Ω

(
∂f(x)

∂n

)
⊗ n(x) + n(x)⊗∇∂Ω

(
∂f(x)

∂n

)
+
∂2f(x)

∂n2
n(x)⊗ n(x)

)
− (D∂Ωn(x))(∇∂Ωf(x))⊗ n(x) +

∂f(x)

∂n
D∂Ωn(x), (7.2)

for all x ∈ ∂Ω. Finally, note that if we take the trace on both hand sides of (7.2)
we recover the classical decomposition formula for the Laplacian at the boundary

∆f(x) = ∆∂Ωf(x) +
∂2f(x)

∂n2
+H(x)

∂f(x)

∂n
,

for all x ∈ ∂Ω, where H is the curvature of ∂Ω.
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Theorem 7 (Triharmonic Green Formula - general domain). Let Ω be a bounded
domain of RN of class C0,1. Let f ∈ C6(Ω), ϕ ∈ C3(Ω). Then∫

Ω

D3f : D3ϕdx = −
∫

Ω

∆3f ϕ dx+

∫
∂Ω

(nTD3f) : D2ϕdS

−
∫
∂Ω

(nTD2(∆f))∂Ω · ∇∂ΩϕdS −
∫
∂Ω

∂2(∆f)

∂n2

∂ϕ

∂n
dS +

∫
∂Ω

∂(∆2f)

∂n
ϕdS. (7.3)

If moreover Ω is of class C3 then∫
Ω

D3f : D3ϕdx = −
∫

Ω

∆3f ϕ dx+

∫
∂Ω

∂3f

∂n3

∂2ϕ

∂n2
dS

+

∫
∂Ω

((
(nTD3f)∂Ω : D∂Ωn

)
− ∂2(∆f)

∂n2
− 2 div∂Ω(D3f [n⊗ n])∂Ω

)
∂ϕ

∂n
dS

+

∫
∂Ω

(
div2

∂Ω

(
(nTD3f)∂Ω

)
+ div∂Ω

(
D∂Ωn(D3f [n⊗ n])∂Ω

)
+
∂(∆2f)

∂n
+ div∂Ω

(
nTD2(∆f)

)
∂Ω

)
ϕdS.

(7.4)

Proof. Repeated integrations by parts establish that∫
Ω

D3f : D3ϕdx =

∫
Ω

∂3f

∂xi∂xj∂xk

∂3ϕ

∂xi∂xj∂xk
dx

= −
∫

Ω

∆3fϕ dx+

∫
∂Ω

(nTD3f) : D2ϕdS −
∫
∂Ω

(nTD2(∆f)) · ∇ϕdS +

∫
∂Ω

∂(∆2f)

∂n
ϕdS,

(7.5)

where summation symbols on i, j, k from 1 to N have been dropped. Then (7.3)
follows from (7.5) by decomposing the gradient appearing in the third integral on
the right-hand side of (7.5) in tangential and normal components, see De�nition 2.
In order to prove (7.4) we need �rst to decompose the hessian matrix appearing in
the �rst boundary integral on the right-hand side of (7.3). By using formula (7.2)
on D2ϕ we deduce that∫

∂Ω

(nTD3f) : D2ϕdS =

∫
∂Ω

(nTD3f)∂Ω : D2
∂ΩϕdS

+ 2

∫
∂Ω

(D3f [n⊗ n])∂Ω · ∇∂Ω

(
∂ϕ

∂n

)
dS

−
∫
∂Ω

(
D∂Ωn(D3f [n⊗ n])∂Ω

)
· ∇∂ΩϕdS

+

∫
∂Ω

(
(nTD3f)∂Ω : D∂Ωn

)∂ϕ
∂n

dS +

∫
∂Ω

∂3f

∂n3

∂2ϕ

∂n2
dS.

(7.6)

In (7.6) the symbol D3f [n ⊗ n] stands for the vector having as i-th component
∂3f

∂xi∂xj∂xk
njnk, where sums over j and k are understood. Note also that the third

integral on the right-hand side of (7.6) is deduced from

−
∫
∂Ω

(nTD3f) :
(
D∂Ωn(∇∂Ωϕ)⊗ n

)
dS,
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by using the following equalities

(nTD3f) :
(
D∂Ωn(∇∂Ωϕ)⊗ n

)
=
(
D∂Ωn(∇∂Ωϕ)

)T
(nTD3f)n

= (∇∂Ωϕ)T
(
(D∂Ωn)T (D3f [n⊗ n])∂Ω

)
=
(
(D∂Ωn)(D3f [n⊗ n])∂Ω

)
· ∇∂Ωϕ.

In the third equality we have used the fact that D∂Ωn is a symmetric matrix. Now,
since Ω is of class C2, we plan to apply the Tangential Divergence theorem (see
Theorem 2) to the �rst, the second, and the third integral in the right-hand side of
(7.6). We consider separately the �rst integral. Let us note that for every matrix
A = (aij(x))ij with coe�cients aij ∈ C2(Ω) and for every function ψ ∈ C2(Ω), we
have ∫

∂Ω

div∂Ω

(
(A)∂Ω(∇∂Ωψ)

)
dS = 0

by (3.8). Here ((A)∂Ω)ij = (aij ◦ p)|∂Ω, where p is de�ned in Section 3. Hence,∫
∂Ω

(div∂Ω(A)∂Ω) · ∇∂Ωψ + (A)∂Ω : D2
∂Ωψ dS = 0. (7.7)

Finally, a further application of the Tangential Green formula (see (3.9)) on the
�rst summand on the right-hand side of (7.7) yields∫

∂Ω

(div2
∂Ω(A)∂Ω)ψ dS =

∫
∂Ω

(A)∂Ω : D2
∂Ωψ dS (7.8)

for all matrix A ∈ C2(Ω)N×N , for every function ψ ∈ C2(Ω). Then, by applying
Formula (7.8) to the �rst integral in the right-hand side of (7.6) with A = (nTD3f)
and ψ = f , and by using (3.9) on the second and third integral in the right-hand
side of (7.6) we deduce that∫

∂Ω

(nTD3f) : D2ϕdS =

∫
∂Ω

div2
∂Ω

(
(nTD3f)∂Ω

)
ϕdS

− 2

∫
∂Ω

div∂Ω

(
(D3f [n⊗ n])∂Ω

)∂ϕ
∂n

dS +

∫
∂Ω

div∂Ω

(
D∂Ωn(D3f [n⊗ n])∂Ω

)
ϕdS

+

∫
∂Ω

(
(nTD3f)∂Ω : D∂Ωn

)∂ϕ
∂n

dS +

∫
∂Ω

∂3f

∂n3

∂2ϕ

∂n2
dS,

(7.9)

where we have denoted with (V )∂Ω the projection of V on the tangent plane to ∂Ω,
as de�ned in �3. By applying the Tangential Divergence Theorem to the second
boundary integral on the right-hand side of (7.3) we �nally deduce that

−
∫
∂Ω

(nTD2(∆f))∂Ω · ∇∂ΩϕdS =

∫
∂Ω

div∂Ω

(
nTD2(∆f)

)
∂Ω
ϕdS. (7.10)

By (7.9) and (7.10) we get (7.4), concluding the proof. �

8. Appendix (B)

Proposition 1. Let u ∈ H3(Ω) ∩H1
0 (Ω) be the function de�ned in the statement

of Lemma (4). If 1 < α < 2 then ∂u
∂xN

(x̄, 0) = 0 for almost all x̄ ∈W .

Proof. In this proof we use the de�nition of Ŷ and û introduced in (5.20) and (5.21).
Note that

εα
∫
W

∫
Ŷ

1

ε2
|∇ȳûε|2 +

1

ε2α

∣∣∣∣ ∂ûε∂yN

∣∣∣∣2 dx̄dy =

∫
Ωε

|∇uε|2 dx, (8.1)

where we have used formula (3.4). Since α < 2 we deduce that ∇yûε → 0 in

L2(W × Ŷ )N . In a similar way one proves that Dβ
y ûε → 0 for all the multiindexes β
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such that 1 ≤ |β| ≤ 3. Now note that
∫
W

∫
Y
|ûε(x̄, ȳ, 0)|2dȳdx̄ =

∫
W
|uε(x̄, 0)|2dx̄ ≤

C, uniformly in ε > 0. Thus,∫
W

∫
Ŷ

|ûε(x̄, y)|2dydx̄

≤ 2

∫
W

∫
Ŷ

|ûε(x̄, y)− ûε(x̄, ȳ, 0)|2dydx̄+ 2(b(ȳ) + 1)

∫
W

∫
Y

|ûε(x̄, ȳ, 0)|2dȳdx̄

≤ 2

∫
W

∫
Ŷ

∫ yN

0

∣∣∣∣ ∂ûε∂yN
(x̄, ȳ, t)

∣∣∣∣2 dt|yN |dydx̄+ C ≤ C ′,

hence ûε is uniformly bounded in L2(W,H3(Ŷ )) and up to a subsequence ûε ⇀ û in

L2(W,H3(Ŷ )), for some function û ∈ L2(W,H3(Ŷ )). Actually û does not depend

on y; indeed ∇yûε → 0 in L2(W × Ŷ )N implies that ∇yû = 0. Since uε → u weakly
in H3(Ω), by the Trace Theorem, uε(x̄, 0)→ u(x̄, 0) strongly in L2(W ). By Lemma
8 below, we deduce that

uε(x̄) =
1

εN−1

∫
Cε(x̄)

uε(t̄, 0)dt̄→ u(x̄, 0), (8.2)

strongly in L2(W ) as ε→ 0. By a change of variable it is easy to see that uε(x̄) =∫
Y
ûε(x̄, z̄, 0) dz̄ for almost all x̄ ∈ W . By Poincaré inequality it is also easy to

prove that ∥∥∥∥ûε − ∫
Y

ûε(·, z̄, 0)dz̄

∥∥∥∥
L2(W×Ŷ )

≤ C‖∇ȳûε‖L2(W×Ŷ ) → 0, (8.3)

as ε→ 0, according to (8.1). Then, by (8.2) and (8.3) we have

‖ûε − u(x̄, 0)‖L2(W×Ŷ )

≤
∥∥∥∥ûε − ∫

Y

ûε(·, z̄, 0)dz̄

∥∥∥∥
L2(W×Ŷ )

+

∥∥∥∥∫
Y

ûε(·, z̄, 0)dz̄ − u(x̄, 0)

∥∥∥∥
L2(W×Ŷ )

→ 0,

(8.4)

as ε → 0, which implies that û(x̄) = u(x̄, 0) for almost all x̄ ∈ W . Now we unfold
the following identity

∂2uε
∂xi∂xj

(x̄, gε(x̄)) +
∂2uε

∂xi∂xN
(x̄, gε(x̄))

∂gε(x̄)

∂xj
+

∂2uε
∂xj∂xN

(x̄, gε(x̄))
∂gε(x̄)

∂xi

+
∂2uε
∂x2

N

(x̄, gε(x̄))
∂gε(x̄)

∂xi

∂gε(x̄)

∂xj
+

∂uε
∂xN

(x̄, gε(x̄))
∂2gε(x̄)

∂xi∂xj
= 0,

in order to obtain

1

ε2
∂2ûε
∂yi∂yj

(x̄, ȳ, b(ȳ)) +
εα−1

εα+1

∂2ûε
∂yi∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yj
+
εα−1

εα+1

∂2ûε
∂yj∂yN

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi

+
ε2α−2

ε2α
∂2ûε
∂y2

N

(x̄, ȳ, b(ȳ))
∂b(ȳ)

∂yi

∂b(ȳ)

∂yj
+
εα−2

εα
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b(ȳ)

∂yi∂yj
= 0.

(8.5)

Note that 1
ε2

∂2ûε
∂yi∂yj

(x̄, ȳ, b(ȳ)) → ∂2u
∂xi∂xj

(x̄, 0) = 0, and 1
εα+1

∂2ûε
∂yi∂yN

(x̄, ȳ, b(ȳ)) →
∂2u

∂xi∂xN
(x̄, 0), 1

ε2α
∂2ûε
∂y2N

(x̄, ȳ, b(ȳ)) → ∂2u
∂x2
N

(x̄, 0) as ε → 0, where the limits are in

L2(W × Y ). Hence, if 1 < α < 2 we deduce that all the summands in (8.5) are

vanishing in L2(W × Y ) with the possible exception of εα−2

εα
∂ûε
∂yN

(x̄, ȳ, b(ȳ)) ∂
2b(ȳ)

∂yi∂yj
.

Since equality (8.5) must hold, this implies that also this last summand is bounded;
hence,

1

εα
∂ûε
∂yN

(x̄, ȳ, b(ȳ))
∂2b(ȳ)

∂yi∂yj
→ 0,
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in L2(W × Y ) as ε → 0, and consequently ∂u
∂xN

(x̄, 0) ∂
2b(ȳ)

∂yi∂yj
= 0 for almost all

(x̄, ȳ) ∈ (W × Y ). Then ∂u
∂xN

(x̄, 0) = 0 for almost all x̄ ∈W , concluding the proof.
�

Lemma 8. Let (vε)ε be a sequence of functions in L2(Θ), for a given bounded open
set Θ ⊂ RN . Let v ∈ L2(Θ), and assume that vε → v in L2(Θ). For all ε > 0 let
Cε(x) = {y ∈ RN : |x− y| < ε} and we de�ne

vε(x) =
1

εN

∫
Cε(x)

vε(y) dy,

for almost all x ∈ Θ. Then vε → v in L2(Θ) as ε→ 0.

Proof. We claim that

v(x) :=
1

εN

∫
Cε(x)

v(y)dy → v(x), (8.6)

strongly in L2(Θ) as ε → 0. Let δ > 0 be �xed and let w ∈ C1(Θ) ∩ L2(Θ) such
that ‖v − w‖L2(Θ) ≤ δ. Then

v(x)− v(x) =
1

εN

∫
Cε(x)

(v(y)− v(x)) dy

=
1

εN

∫
Cε(x)

(v(y)− w(y)) dy + (w(x)− v(x)) +
1

εN

∫
Cε(x)

(w(y)− w(x)) dy.

Let us de�ne Θε = {x ∈ Θ : dist(x, ∂Θ) > ε}. Note that∫
Θε

∣∣∣∣∣ 1

εN

∫
Cε(x)

(v(y)− w(y))dy

∣∣∣∣∣
2

dx ≤
∫

Θε

1

εN

∫
Cε(x)

|v(y)− w(y)|2 dydx

=

∫
Θε
|v(y)− w(y)|2

(
1

εN

∫
Cε(y)

dx

)
dy ≤ Cδ2

where we have used Jensen's inequality and Tonelli Theorem. Moreover, it is clear
that ∥∥∥∥∥ 1

εN

∫
Cε(x)

(w(y)− w(x))dy

∥∥∥∥∥
L2(Θ)

≤ Cε.

Hence, ‖v − v‖L2(Θε) ≤ C(δ + ε) ≤ C ′δ, concluding the proof of claim (8.6). Now
note that

‖vε − v‖L2(Θε) ≤

(∫
Θε

(
1

εN

∫
Cε(x)

|vε(y)− v(y)|2dy

)
dx

)1/2

.

By Tonelli Theorem we can exchange the order of the integrals in order to obtain∫
Θε

(
1

εN

∫
Cε(x)

|vε(y)− v(y)|2dy

)
dx ≤ ‖vε − v‖2L2(Θ)

1

εN

∫
Cε(y)

dx = ‖vε − v‖2L2(Θ).

Hence, ‖vε − v‖L2(Θε) ≤ ‖vε − v‖L2(Θ); consequently,

‖vε − v‖L2(Θε) ≤ ‖vε − v‖L2(Θε) + ‖v − v‖L2(Θε) ≤ ‖vε − v‖L2(Θ) + ‖v − v‖L2(Θε),

and the right-hand side tends to zero as ε→ 0. �
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