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A B S T R A C T   

Closed-loop supply chains (CLSCs) are essential for maximising the value creation over the entire life cycle of a 
product. The design of these networks is increasing due to growing online businesses and rising sustainability 
awareness. This study develops a multi-objective optimisation model for sustainable CLSC network problem 
considering supply chain’s inherent complexity (multi-echelon, multi-product, multi-mode and multi-period 
nature) along with price-sensitive demand, consumer’s incentives and different quality levels of product. The 
proposed model seeks to optimise total cost and carbon emissions generated by production, distribution, 
transportation, and disposal activities. A two-stage algorithm, through the integration of the Non-Dominated 
Sorting Genetic Algorithm (NSGA-II) and Co-Kriging approach is utilised to determine the trade-off between 
costs and carbon emissions in the CLSC network. Data collected from a leading European household appliance 
company was used to analyse and interpret the developed model. The results show that the proposed two-stage 
approach provides robust outcomes and is computationally less expensive than the epsilon constraint approach. 
The study evidences the positive effects of incentive pricing on returned goods in the reverse logistics network 
and provides multiple trade-off solutions for supply chain managers to make informed decisions.   

1. Introduction 

The world’s electronic waste has reached to nearly 60 million tonnes 
by 2021 (Gill, 2021). Increased electric and electronic products con-
sumption rates, improving economies, shorter product lifecycles and 
limited repair options are main reasons behind this rising e-waste (Forti, 
Balde, Kuehr, & Bel, 2020). The global electronic waste in 2019 had a 
material value of almost £46 billion, which is more than the Gross Do-
mestic Product (GDP) of most countries (World economic forum report 
2019). Toxic and hazardous materials in e-waste create several health- 
related problems in people like digestives, neurological, respiratory 
and bone problems. These materials also affect land and sea animals and 
damages environment by producing greenhouse gases. In 2019, only 
17.4% of global e-waste was collected and adequately recycled (Tiseo, 
2021). Clearly, cutting global e-waste is essential to curb the climate 
change impact and achieve Sustainable Development Goals (SDGs) 
(D’Adamo, Gastaldi, & Rosa, 2020; Prajapati, Kant, & Shankar, 2019). 
Several companies have started collecting their end-of-life (EOL) prod-
ucts (to focus on reuse, recycle and repair operations) due to growing 

public awareness and government regulations (Islam & Huda, 2018; 
Peng, Shen, Liao, Xue, & Wang, 2020; Raza, 2020 ). The recovery of the 
used products has received considerable attention due to the value 
creation following the ‘circular economy’ concept (Coenen, van der 
Heijden, & van Riel, 2018; Shekarian, 2020). The closed-loop supply 
chains (CLSC) integrate reverse logistics with the forward logistics 
network (Özceylan, Paksoy, & Bektaş, 2014; Khatami, Mahootchi, & 
Farahani, 2015); and this CLSC approach helps to address rising sus-
tainability pressures by decreasing social and environmental impact 
without affecting profitability (Shekarian, 2020). A considerable 
amount of literature has expanded around sustainability and the CLSC 
due to increasing regulations regarding environmental impact and 
achievement of SDGs (Kazemi, Modak, & Govindan, 2019; Peng et al., 
2020; Raza, 2020; Shekarian, 2020). However, only deterministic de-
mand for return of used products has been considered in previous 
studies, lacking consideration of uncertain markets and conditions of the 
returned items and incentives (Jena & Sarmah, 2016; Fathollahi-Fard 
et al., 2021). 

Reverse Logistics (RL) plays vital role in CLSC while meeting several 
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needs (Taleizadeh, Haghighi, & Niaki, 2019). The performance of RL 
mainly depends on the consumers’ willingness to return back their used 
products (Shaharudin et al., 2015). In any society, very limited numbers 
of people take the proactive approach and practice social responsibility 
of returning used products to the collection centres. This results into the 
low performance of collection centres. The effective collection process 
makes the CLSC network more efficient (Geyer & Doctori Blass, 2010). 
Hence, consumers should get some incentives to return their used 
products. Scholars proposed some polices to increase the return rates by 
increasing consumers’ willingness (Das & Dutta, 2013; Govindan, Sol-
eimani, & Kannan, 2015). Some of these polices affect the demand of 
new products as well. For example, Das and Dutta (2013) illustrated how 
the product exchange policy helped to increase total products’ demand 
as well as rate of return products in CLSC. The quality of returned 
products in RL is another aspect that needs attention from research 
community. Guide et al. (2003) shown that the buy-back price of 
returned products should be dependent on their quality. Dutta, Das, 
Schultmann, and Fröhling (2016) proposed the optimisation model to 
determine the optimal buy-back price such that the minimum collection 
limit set by legislators is achieved as well as the total cost is minimised. 
The returned products need to be treated differently based on their 
qualities (various sizes, different ages and diverse way of uses). How-
ever, most of the previous studies considered that the returned products 
can be used for remanufacturing, recycling or any other processes. The 
quantity of returned products chosen for recovery process depend on the 
products’ quality. The recent reviews of Peng et al. (2020), Prajapati 
et al. (2019) and Govindan and Soleimani (2017) on CLSCs emphasised 
the dire need of considering these issues like decisions for returning 
products, different qualities of returned products, integration of stra-
tegic and tactical decisions over a multi-period, price sensitive demand 
and consumer’s incentives. 

This research study is motivated by a leading European household 
appliance manufacturer’s supply chain network. The volume of e-waste 
generated per capita in Europe is considerably higher than the America 
and Asia. Due to growing population, welfare, and changing lifestyle, 
household appliances are increasing worldwide (Hischier, Reale, Cas-
tellani, & Sala, 2020). Household appliances such as microwaves, ovens 
and refrigerators have the major share in the global e-waste. It is ex-
pected that there will be a 37% growth in the use of these appliances by 
2020 compared to 2013 (ProMéxico, 2014). Household appliances bring 
many benefits, but they equally harm the environment, particularly on 
SDGs (SDG14: Life below water and SDG15: Life on land); if they are not 
repaired or safely disposed of (Hischier et al., 2020). Recent European 
Union law for ‘Right to repair’ household goods (Harrabin, 2021) is 
encouraging to support the global efforts towards sustainability. The 
case company is struggling to efficiently manage the supply chain ac-
tivities and improve its environmental reputation by balancing the 
economic growth. The European Union has set the target to become the 
first climate-neutral region by 2050. Hence this company wants to 
reduce the environmental impact on supply chain activities by designing 
a sustainable CLSC network. The design of a supply chain (SC) or CLSC 
network has been well studied (e.g., Badri, Fatemi Ghomi, & Hejazi, 
2017; Prakash, Kumar, Soni, Jain, & Rathore, 2020, Fathollahi-Fard 
et al. 2018a, 2018b, 2021). However, there is limited research focus-
sing on the design of sustainable CLSC while considering wider 
complexity of supply chain operations, different qualities of returned 
products, price sensitive demand and consumers incentives (Farshbaf- 
Geranmayeh, Taheri-Moghadam, & Torabi, 2020; Govindan & Sol-
eimani, 2017; Peng et al., 2020; Yadegari, Alem-Tabriz, & Zandieh, 
2019). Undoubtedly, the CLSC is becoming a topical and ever-growing 
area in recent times due to increased focus on the United Nation’s 
(UN’s) SDGs, circular economy, climate change and other adverse eco-
nomic impacts (Er Kara, Ghadge, & Bititci, 2020; Fathollahi-Fard & 
Hajiaghaei-Keshteli, 2018; Fathollahi-Fard, Hajiaghaei-Keshteli, & 
Mirjalili, 2018a; Peng et al., 2020; Shekarian, 2020). The considered 
company had well-established procedure to manage the societal impact 

of their operations hence they were not interested to look at those as-
pects. Therefore, we have not considered the societal aspects like job 
opportunities and lost working days in our proposed CLSC model. 

The rest of the paper is organised as follows. Section 2 discusses the 
literature on the design of CLSC networks and sustainability to underline 
the research gap. Section 3 presents the problem description and the 
case study. The mathematical formulation is presented in Section 4. 
Section 5 presents the solution approach consisting of the overall pro-
cedure on the multi-objective optimisation approach. The data analysis 
and findings are presented in Section 6. Research and managerial im-
plications are discussed in Section 7. Finally, Section 8 concludes with a 
discussion on the key findings, limitations and future research 
recommendations. 

2. Literature review 

Supply Chain Network Design (SCND) is one of the important and 
well-known problems in SC. Scholars mainly explore facility location- 
allocation and network flows in supply chain network design consid-
ering different aspects of the real-world problem. These aspects include 
product’s features, the number of echelons, stakeholders’ requirements 
and transportation. The problem complexity increases with consider-
ation of forward and reverse logistics in SCND. Recently CLSC has been 
getting attention from researchers and practitioners due to environ-
mental degradation, climate change, growing waste in SCs and the UN’s 
SDGs. Hence, the relevant previous studies mainly focusing on CLSCs 
and sustainability are discussed in this section. 

2.1. Closed-loop supply chains (CLSC) 

The principal reason for building a CLSC network is the growing 
concern for cost reduction and sustainability (Huang & Wang, 2020); 
while considering external pressures such as globalisation, government 
tariffs and technological advancements. Due to these external pressures, 
an increasing number of supply chains are attempting to integrate 
reverse logistics into their traditional networks (Fard, Gholian-Jouybari, 
Paydar, & Hajiaghaei-Keshteli, 2017; Ghadge, Yang, Caldwell, König, & 
Tiwari, 2016; Krug, Guillaume, & Battaïa, 2020; Qiu et al., 2018). 

The objective of past research studies on CLSC was to minimise total 
costs by establishing an appropriate reverse logistics network; however, 
several other aspects need to be addressed while developing a robust 
CLSC network. Dehghan, Nikabadi, Amiri, and Jabbarzadeh (2018) 
focused on a multi-product, multi-period CLSC for an edible oil supply 
chain problem; and Yadegari et al. (2019) optimised a CLSC cost 
considering the inventory cost and time of the PET bottle industry. 
Whereas Hajipour, Tavana, Di Caprio, Akhgar, and Jabbari (2019) 
developed a traceable CLSC network implementing an RFID system to 
curb product losses and lead time while maximising profit. Furthermore, 
Atabaki, Khamseh, and Mohammadi (2019), Farshbaf-Geranmayeh 
et al. (2020) and Taleizadeh et al. (2019) considered price-sensitive 
demand while designing CLSC. Interested readers can refer to the 
literature review on CLSC and related topics published by Peng et al. 
(2020), Govindan and Soleimani (2017), Prajapati et al. (2019), Kazemi 
et al. (2019), Coenen et al. (2018), Raza (2020) and Shekarian (2020). 

2.2. Sustainability 

Past studies on CLSC concentrates on developing and solving multi- 
objective models to minimise total cost and/or maximise profit. How-
ever, recent research focuses beyond such objectives to reduce the 
environmental impact through transportation, production, or technol-
ogy use (Fathollahi-Fard & Hajiaghaei-Keshteli, 2018; Pishvaee, Rab-
bani, & Torabi, 2011; Pourmehdi, Paydar, & Asadi-Gangraj, 2020; Tsao, 
Thanh, Lu, & Yu, 2018) and social objective in terms of job opportunities 
and work damages in their studies (Fathollahi-Fard, Hajiaghaei- 
Keshteli, & Mirjalili, 2018b). Recent research on designing sustainable 

D.G. Mogale et al.                                                                                                                                                                                                                              



Computers&
IndustrialEngineering168(2022)108105

3

Table 1 
Overview of relevant CLSC models in literature.  

References Model features Objectives Decisions Modelling Industry Solution 
approach  

ME MPR MM MP PSD IRP QLRP Economic (Cost) Environment 
(Emission) 

Social                   

PRC DC PCC TC FLC TRC IC INC EP ED EPCC ET JO LD BED Loc Allo FA IP TS TM PP    

Salema et al. (2009) x x  x    x  x  x x  x        x x x    x MILP MFG E 
Wang and Hsu (2010) x       x x x  x x          x  x    x ILP  M 
Abdi et al. (2021) x       x  x x x x          x x x    x MILP  M 
Fathollahi-Fard et al. (2018a) x x      x  x  x x  x        x x x    x MINLP Tire M 
Pishvaee et al. (2011) x           x x          x  x     RMIP  E 
Fathollahi-Fard et al. (2018b) x       x  x  x x       x x  x x x    x SMIP  M 
Fallah-Tafti, Sahraeian, Tavakkoli- 

Moghaddam, and Moeinipour 
(2014) 

x   x      x  x x          x  x     MILP MFG M 

Devika et al. (2014) x       x  x  x x  x x   x x x  x x x    x MILP Glass M 
Fathollahi-Fard and Hajiaghaei- 

Keshteli (2018) 
x       x    x x  x x   x    x x x    x MILP  M 

Dehghan et al. (2018) x x x x    x  x  x x  x        x x x     RSPP Oil E 
Hajiaghaei-Keshteli and Fathollahi- 

Fard (2019) 
x       x    x x   x   x x x  x x x    x MINLP Glass M 

Yadegari et al. (2019) x   x        x x  x        x  x     MILP Bottle M 
Hajipour et al. (2019) x x        x  x x  x        x  x     MINLP NM M 
Atabaki et al. (2019) x    x   x x x  x x          x x x    x MILP  E & M 
Fathollahi-Fard et al. (2020a) x   x      x  x x  x   x x x x  x x x    x SMILP WSWAC M 
De and Giri (2020) x x        x  x x      x    x x x     MINLP HA E 
Fathollahi-Fard et al. (2020b) x   x      x  x x          x x x     SMILP WSWAC E 
Prakash et al. (2020) x       x x x  x x          x  x    x MIP e-commerce E 
Krug et al. (2020) x         x  x x          x  x     MIP Lead/acid 

battery 
E 

Farshbaf-Geranmayeh et al. (2020) x x  x x  x x    x x  x        x x x    x MILP  M 
Fathollahi-Fard et al. (2021) x x  x    x   x x x  x        x x x    x MILP Tire M 
Pourmehdi et al. (2020) x       x   x x    x   x x x    x  x  x MILP Steel M 
Sahebjamnia et al. (2018) x x      x  x  x x   x  x x x x  x  x     MILP Tire M 
Nayeri et al. (2020) x  x       x  x x   x   x x x  x x x     MIP Water tank M 
Taleizadeh et al. (2019) x   x x x x  x x x  x  x x   x x x    x  x  x MIP CFL light 

bulbs 
M 

Tsao et al. (2018) x       x    x x  x x   x x x  x  x  x  x MILP  M 
Zhalechian et al. (2016) x x  x        x x  x    x x  x x x x     MINLP LCD and LED 

TVs 
M 

Liao, Kaviyani-Charati, Hajiaghaei- 
Keshteli, and Diabat (2020) 

x       x    x x  x x   x x   x      x MILP Citrus fruits M 

Salehi-Amiri et al. (2022) x x  x    x    x x  x     x   x x x    x MILP Avocado E 
Chouhan et al. (2021) x   x      x  x x  x        x x x     MILP Sugarcane M 
Behzadianfar et al. (2021) x x      x  x  x x  x x   x x x  x x x    x MILP Food E & M 
Salehi-Amiri et al. (2021) x x  x      x  x x  x        x x x    x MLP Walnut E & M 
Mehrjerdi and Shafiee (2021) x x      x  x  x x  x    x x   x x x    x MILP Tire E 
Moheb-Alizadeh et al. (2021) x x  x    x  x  x x  x x  x x x x  x x x    x MINLP Electronics E 
Mirzagoltabar, Shirazi, Mahdavi, 

and Khamseh (2021) 
x x  x    x    x x  x x  x x x   x x x    x FMIP Lighting M 

Zahedi et al. (2021) x x x x      x  x x  x        x x x    x MIP Construction E & M 
Present study x x x x x x x x x x x x x x x x x x x    x x x x x x x MINLP HA E & M  
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CLSC (e.g., De & Giri, 2020; Prakash et al., 2020; Krug et al., 2020) 
considered carbon emission reduction policy, risk, and uncertainty. 
Some authors used fuzzy multi-objective mathematical programming to 
deal with uncertainty (e.g., Nayeri, Paydar, Asadi-Gangraj, & Emami, 
2020; Tsao et al., 2018). The sustainability in different industries like 
steel supply chains (Pourmehdi et al., 2020), tire industry (Fathollahi- 
Fard, Hajiaghaei-Keshteli, & Tavakkoli-Moghaddam, 2018; Sahebjam-
nia, Fathollahi-Fard, & Hajiaghaei-Keshteli, 2018), walnut industry 
(Salehi-Amiri, Zahedi, Akbapour, & Hajiaghaei-Keshteli, 2021), and 
water supply and wastewater collection System (Fathollahi-Fard et al. 
2020a, 2020b) are also examined for designing CLSCs. 

2.3. Established research gaps and major contributions 

Table 1 provides insights into different CLSC models developed along 
with the modelling approaches followed in the existing literature. Ab-
breviations are given in Appendix A. Due to the closed-loop network, all 
scholars considered multiple echelons while design CLSC network. 
Recently, few scholars started looking at multi-product and multi- 
periods scenarios in their works (Fathollahi-Fard, Hajiaghaei-Keshteli, 
Tian, & Li, 2020b; Moheb-Alizadeh, Handfield, & Warsing, 2021; 
Zahedi, Salehi-Amiri, Hajiaghaei-Keshteli, & Diabat, 2021). Multiple 
transportation modes have appeared in Dehghan et al. (2018), Nayeri 
et al. (2020) and Zahedi et al. (2021) studies. The price sensitive de-
mand, incentives on returned products and quality level of returned 
products are hardly considered (Taleizadeh et al., 2019). Referring to 
most of the mathematical models for CLSC networks, the main objective 
function of the model is to minimise the total cost (Dehghan et al., 2018; 
Hajipour et al., 2019; Yadegari et al., 2019). Therein, production, fa-
cility location, processing, inventory and transportation costs are mostly 
observed in the economic (total cost) objective. However, disposal, 
technology selection and incentive costs are very rarely considered by 
previous scholars (De & Giri, 2020; Krug et al., 2020). Regarding envi-
ronmental objective, authors mainly explored the production and 
transportation emissions overlooking the disposal and processing 
emissions (Fathollahi-Fard, Ahmadi, & Al-e-Hashem, 2020a; 
Hajiaghaei-Keshteli & Fard, 2019). The number of job opportunities 
created, and lost days caused because of work accidents are considered 
in the social objective (Devika, Jafarian, & Nourbakhsh, 2014; 
Fathollahi-Fard et al. 2018b, 2020a; Moheb-Alizadeh et al., 2021). 
Majority of work primarily focused on location, production and flow 
amount transferred decisions (Atabaki et al., 2019; Tsao et al., 2018). It 
is interesting to observe that the allocation, incentive price, technology 
and multi-mode selection decisions are not included in the developed 
CLSC models (Zhalechian, Tavakkoli-Moghaddam, Zahiri, & Moham-
madi, 2016). The proposed models are largely applied to manufacturing, 
automotive, food and electronics industries (Yadegari et al., 2019, 
Zhalechian et al., 2016, Chouhan, Khan, & Hajiaghaei-Keshteli, 2021; 
Mehrjerdi & Shafiee, 2021). Previous authors used the exact and met-
aheuristic approaches along with combination of them based on prob-
lem complexities (Salehi-Amiri, Zahedi, Gholian-Jouybari, Calvo, & 
Hajiaghaei-Keshteli, 2022, Tsao et al., 2018; Behzadianfar, Eydi, & 
Shahrokhi, 2021). 

The research work presented in this paper aims to develop a decision 
support model for multi-echelon, multi-product, multimodal and multi- 
period sustainable CLSC while considering multiple supply chain ac-
tivities of the company, different quality levels of returned products, 
price-sensitive demand and consumer’s incentives. This paper addresses 
the research gaps identified in Table 1. The proposed model contributes 
to CLSC literature by providing a holistic modelling approach by 
simultaneously integrating multiple supply chain factors such as 
disposal cost, incentive cost, technology selection cost and processing 
emissions, which are seldom included in the previous literature. The 
simultaneous consideration of different quality levels of returned 
products, price-sensitive demand and consumer’s incentives are novel 
features of the current study. The research contributes to knowledge by 

accommodating wider SC costs and demand to reduce total emissions 
from transport, processing, disposal and facilities. Due to the complexity 
of the model, a hybrid multi-objective algorithm integrating NSGA-II 
and Co-kriging is implemented along with the epsilon constraint 
method to solve the problem. Data from a leading European household 
appliance manufacturer are used to assess and validate the proposed 
model. 

3. Problem description and case study 

This section consists of two subsections. The details about the 
problem statement including product’s features, number of echelons, 
model type and objective functions is given in subsection 3.1. The sec-
ond subsection 3.2 presents the supply chain network of the case com-
pany and related information. 

3.1. Problem description 

This study develops a multi-echelon, multi-model, multi-product, 
closed-loop supply chain optimisation model while considering the 
critical aspects inherent in the strategic planning of a sustainable supply 
chain for the European household appliance industry. We integrate 
various concepts (reverse logistics, green supply chain design, price- 
sensitive demand, consumer’s incentives, and facility location alloca-
tion) into a multi-objective, mixed-integer, non-linear mathematical 
model. The multi-objective approach establishes a link between facility 
location and allocation of customers in a cost-effective manner as a first 
objective, while keeping in mind the second objective of carbon emis-
sion minimisation. This enables the focal company to make strategic 
decisions based on the evaluation of the Pareto frontier points or 
consider the trade-offs between two objectives – total cost and carbon 
emission. The proposed model minimises the cost and environmental 
emission of the case company. This model helps the case company to 
achieve the ISO 14064 certification for quantification and reporting of 
greenhouse gas emissions and removals. We have used the guidelines 
from ISO 14064 standard while developing the model. Furthermore, we 
have applied the guidelines of SA8000 from ISO 26000 category for 
social responsibility. We looked at the health and safety of workers, 
working hours, remuneration, forced or compulsory workers, child la-
bour and other factors of the case company while developing this model. 

3.2. Case study 

A European household appliance supply chain has a six-tiered system 
comprising 21 suppliers, 30 manufacturing sites, 8 distributors, 47 re-
tailers, 8 collection centres, 30 customer zones and 5 disposal sites 
across Europe (Fig. 1). The various symbols used in Fig. 1 are described 
below. 1: Transportation of raw materials (modules), 2: Transportation 
of manufactured products, 3: Transportation of products, X: Purchase 
and return of goods by customers, A: Transfer of commercially returned 
and used products, B: Transfer of refurbished goods, C: Transfer of dis-
assembled modules from old products and D: Scrapped products. 

The location of suppliers, disposal centres and customer zones are 
fixed, and potential location of manufacturers, distributors, collection 
and remanufacturing centres, and retailers are known. The supply chain 
network has decided to expand by opening additional production cen-
tres, distribution facilities, retail, and collection centres. The exact 
location of these facilities is determined by solving the optimisation 
model. The suppliers produce five types of raw materials (modules) and 
supply them to manufacturers who produce the finished products (three 
types of household appliances). The distributor facilitates the shipment 
of products between manufacturers and retailers. The end-customers 
purchases new products from the retail outlets and return old products 
in exchange for an incentive. It is assumed that the return products may 
be of different quality levels, determining the incentive price to be paid 
to the customer. The returned products are sent to the collection centres, 
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where they are refurbished, disassembled, or sent to the disposal centres 
depending upon their value or usability. The company uses three types 
of transportation modes (road, rail, and water) and is interested to see 
the results of three time periods. 

For modelling purposes, it is assumed that end customers do not 
differentiate between new or refurbished products. The suppliers and 
disposal centres have infinite capacity, while the manufacturer has 
limited capacity. When faced with unpredictable demand, the manu-
facturer and distributor hold inventory for modules and products to 
avoid any stock-out conditions. Provision of alternative three strategies 
to reduce emissions is available at the supplier, manufacturer, and 
disposal centres where extensive fuel consumption occurs. The demand 
at each retailer is a function of potential customers with the price 
sensitivity of demand and distance travelled by the customer (described 
in the formulation section). This implies that a retailer may lose a 
customer if a competitor offers the commodity at a lower price or is near 
to the customer. Similarly, the number of used products returned de-
pends on potential customers, incentive sensitivity and distance. 

The quality of returned products is of four discrete types{i1, i2, i3, i4}. 
It is assumed that products of quality {i1, i2} can be recycled to a con-
stituent module, which can be reused, while those of quality {i3, i4} are 
non-recyclable (1/3rd of the used returned products) and must be 
disposed of. The reusable modules are refined and transported to the 
manufacturers as their quality is nearly at par with that of the modules 
supplied by the suppliers. The commercially returned goods at the 
collection centres are refurbished and transferred to distributors, where 
they enter the product flow. 

4. Mathematical model development 

Supply chain sustainability depends on the link between economic, 
social and ecological/environmental performance (Chaabane et al., 
2012). However, our research mainly focuses on effective 
decision-making concerning the company’s economic and ecological 
aspects of global supply chain design and addresses the following 
objectives: 

• To develop a multi-echelon, multi-period, multi-commodity for-
ward/reverse logistics network to minimise the total cost of the 
closed-loop supply chain.  

• To minimise the total emissions from the transportation and open 
facilities operations. 

Subject to the constraints to determine the appropriate technology 
selection, mode of transport selection, best location of manufacturing, 
distribution, retailing, and collection centres from the available poten-
tial locations, allocation of retailers to distributors and collection cen-
tres, customer zones to retailers, quantity of modules and products 
flowing across echelons and incentive price for the used products. 

Due to the space constraint, mathematical notations are included in 
Appendix B. 

Objective function I: 
Minimise total cost (TC) = Total Production cost (TPRC) + Total 

disposal cost (TDC) + Total processing cost (TPCC) + Total technology 
cost (TTC) + Total fixed location cost (TFLC) + Total transportation cost 
(TTRC) + Total incentive cost (TIC) + Total Inventory cost (TINC).  

TC = TPRC + TDC + TPCC + TTC + TFLC + TTRC + TIC + TINC (1) 

Equation (1) provides the first objective function of the mathemat-
ical formulation, which aims to minimise the total cost comprising of the 
production cost, disposal cost, processing cost related to disassembly 
and refurbishing, technology cost, fixed location cost, transportation 
cost, incentive cost related to the return of used product and inventory 
cost. 

Total Production Cost (TPRC) = Total production cost of modules 
at the supplier’s facilities (TPCS) + Total production cost of the products 
at the manufacturing plants (TPCM).  

TPRC = TPCS + TPCM                                                                  (2) 

TPCS =
∑

l,m,u,j,t
cpj

luKt
lmuXj

l (2a)  

TPCM =
∑

m,n,v,j,t
cpj

mvK
t
mnvX

j
m (2b) 

Equation (2) is the production cost of products considering the 
production cost at the suppliers and manufacturing centres. Equation 
(2a) presents the total production cost of the modules at the supplier’s 
facilities, and Equation (2b) provides the total production cost of the 
products at the manufacturing centres. 

Total Disposal Cost: 

TDC =
∑

r,s,v,i,j,t
cdij

svK
it
rsvX

j
s (3) 

Equation (3) presents the total disposal cost pertaining to the prod-
ucts of different qualities. 

Total Processing Cost: Total Disassembly Cost (TDAS) + Total 

Fig. 1. Schematic representation of closed-loop supply chain network.  
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Refurbishing cost (TRFBC).  

TPCC = TDAS + TRFBC                                                                (4) 

TDAS =
∑

r,v,i,t
cdai

v Kdait
rv (4a) 

The total processing cost at the collection and remanufacturing 
centre is provided as the summation of disassembly cost and refurbish-
ing cost. This is shown by equation (4). Equation (4a) determines the 
total disassembly cost for different products with their respective qual-
ities. Here, the disassembly is performed only when the product quality 
isi1 or i2. 

TRFBC =
∑

r,v,t
crbv Kt

rv (4b) 

Equation (4b) provides the total refurbishing cost incurred at the 
collection centre for different products. 

Total Technology Cost: 

TTC =
∑

l,j
cjj

lX
j
l +
∑

m,j
cjj

mXj
m +

∑

s,j
cjj

sX
j
s (5) 

Equation (5) presents total technology cost comprising of the cost 
related to the technologies used by the suppliers to produce modules, 
cost related to the technologies used by the manufacturing centres to 
produce the products and the cost associated with the use of technolo-
gies for performing the disposal of the products at the disposal sites. 

Total Fixed Location Cost: 

TFLC =
∑

m
cfmYm +

∑

n
cfnYn +

∑

p
cfpYp +

∑

r
cfrYr (6) 

Equation (6) depicts the total fixed cost for opening manufacturing 
plants, distributors, retailers, and collection centres at their respective 
potential locations. 

Total Transportation Cost:  

TTRC = TLM + TMN + TNP + TPR + TRN + TRM + TRS         (7) 

TLM =
∑

l,m,u,w,t

(
cf tw + cvtwdlmKt

lmu

)
Zwt

lm (7a) 

TTRC is the total transportation cost which can be computed using 
equation (7). Equation (7a) shows the total transportation cost for the 
shipment of modules from the suppliers to the manufacturing plants 
while considering the fixed and variable cost related to the trans-
portation modes. 

TMN =
∑

m,n,v,w,t

(
cf tw + cvtwdmnKt

mnv

)
Zwt

mn (7b) 

Equation (7b) indicates the transportation cost related to the 
movement of products from the manufacturing plants to the distributors 
while considering the fixed and variable costs for the transportation 
modes. 

TNP =
∑

n,p,v,w,t

(
cf tw + cvtwdnpKt

npv

)
Zwt

np (7c) 

Equation (7c) provides the transportation cost for the shipment of 
products from distributor to retailer, considering the fixed and variable 
costs for the transportation modes. 

TPR =
∑

p,r,v,w,t

(
cf tw + cvtwdprKt

prv

)
Zwt

pr (7d) 

Equation (7d) illustrates the transportation cost related to the 
movement of products from retailer to the collection centre considering 
fixed and variable costs related to the transportation modes. 

TRN =
∑

r,n,v,w,t

(
cf tw + cvtwdrnKt

rnv

)
Zwt

rn (7e) 

Equation (7e) gives transportation cost related to the shipment of 
refurbished products from the collection centres to the distributors while 
considering the fixed and variable costs for the transportation modes. 

TRM =
∑

r,m,u,w,t

(
cf tw + cvtwdrmKt

rmu

)
Zwt

rm (7f) 

Equation (7f) denotes the transportation cost considering the fixed 
and variable cost for the transportation modes while shipping the dis-
assembled modules from collection centres to manufacturers. 

TRS =
∑

r,s,v,i,w,t

(
cf tw + cvtwdrsKit

rsv

)
Zwt

rs (7g) 

Equation (7g) presents transportation costs comprising the fixed and 
variable cost for the transportation modes. This equation includes the 
shipment of products from collection centres with quality i3, and i4 

which must be disposed of at the disposal site. 
Total Incentive Price: 

TIC =
∑

p,v,i,t
Gi

vKrit
pv (8) 

Equation (8) computes the overall incentive cost considering the 
incentive price offered for each product type and the number of used 
products, with different quality returned to the retailer. 

Total Inventory Cost. 
TINC ¼ Inventory holding cost at the manufacturing plants (INCM) 

+ inventory holding cost at the distribution centres (INCN) (9). 

INCM =
∑

m,u,t
cht

uHt
muYm (9a) 

Equation (9) provides the total inventory cost comprising the in-
ventory holding cost at the manufacturing plants and the distributors. 
Equation (9a) presents the inventory holding cost at the manufacturing 
plants for different modules considering the overall planning horizon. 

INCN =
∑

n,v,t
cht

vH
t
nvYn (9b) 

Equation (9b) gives the inventory holding cost incurred for the dis-
tributors while storing different product types for the overall planning 
horizon. 

Objective function II:  

Minimize total emissions = Production emissions (EP) + Disposal Emissions 
(ED) + Processing emissions (EPCC) + Transportation emissions (ET) (10) 

Equation (10) presents the second objective function of the mathe-
matical formulation aiming to minimise the total emission incurred from 
the production of modules, manufacturing of products, disposal of 
products and emission for performing the disassembly and refurbishing 
operation at the collection and remanufacturing centre. This equation 
also includes the emission incurred from the shipment of new modules, 
new products, returned products, refurbished products, disassembles 
modules, and disposed products.  

Production Emissions (EP) = Emission produced by suppliers during pro-
duction (TEML) + Emission produced by manufacturers during production 
(TEMM)                                                                                      (11) 

In equation (11), EP is the total emissions due to the production of 
the modules by the suppliers and the manufacturing of the products by 
the manufacturers. 

TEML =
∑

l,m,u,j,t
epj

luKt
lmuXj

l (11a) 

Equation (11a) computes the total emission incurred for the number 
of modules of different types produced by the suppliers in the overall 
planning horizon. 
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TEMM =
∑

m,n,v,j,t
epj

mvK
t
mnvX

j
m (11b) 

Equation (11b) provides the emission incurred for the number of 
products of various types manufactured by the manufacturers in the 
overall planning horizon. 

Disposal Emissions: 

ED =
∑

r,s,v,i,j,t
edij

svK
it
rsvXj

s (12) 

Equation (12) calculates the emission incurred for the disposal of 
products of different types at the disposal sites for the overall planning 
horizon. 

Processing Emissions:  

EPCC = Emission incurred from the disassembly (EMDAS) + Emission 
incurred from the refurbishing (EMRFB)                                           (13) 

Equation (13) shows the total emissions incurred at the collection 
and remanufacturing centres for performing disassembly and refur-
bishing operations. 

EMDAS =
∑

r,v,i,t
edai

rvKdait
rv (13a) 

Equation (13a) finds out emission incurred from the disassembly 
operation for different types of products with specific qualities at the 
collection centre for the overall planning horizon. 

EMRFB =
∑

r,v,t
erbi

rvKrbt
rv (13b) 

Equation (13b) calculates the emission incurred for performing the 
refurbishing operation of products at the collection centre for the overall 
planning horizon. 

Transportation Emissions:  

ET: ELM + EMN + ENP + EPR + ERN + ERM + ERS               (14) 

Equation (14) presents the total emissions incurred from the trans-
portation of the new modules, new products, returned products, refur-
bished products, disassembled modules, and disposed products. 

ELM =
∑

l,m,u,w,t
(αw + βwdlm)(ωu/aωw)Kt

lmuZwt
lm (14a)  

Emission factor = (αw + βwdlm)(ωu/aωw) (Hoen et al. 2014) (14b) 

Equation (14a) presents the emission incurred from the trans-
portation of modules from suppliers to manufacturers considering 
different transportation modes for the overall planning horizon. Equa-
tion (14b) presents the relationship for determining the overall emission 
factor considering the constant and variable emission factor for a spe-
cific transportation mode and considering the average weight allowed in 
a specific transportation mode. 

EMN =
∑

m,n,v,w,t
(αw + βwdmn)(ωv/aωw)Kt

mnvZ
wt
mn (14c) 

Equation (14c) computes the emission incurred from the shipment of 
products from the manufacturers to the distributors considering 
different transportation modes for the overall planning horizon. 

ENP =
∑

n,p,v,w,t

(
αw + βwdnp

)
(ωv/aωw)Kt

npvZ
wt
np (14d) 

Equation (14d) depicts the emission incurred from the transportation 
of products from the distributors to the retailers considering different 
transportation modes for the overall planning horizon. 

EPR =
∑

p,r,v,w,t

(
αw + βwdpr

)
(ωv/aωw)Kt

prvZ
wt
pr (14e) 

Equation (14e) calculates the emission incurred from the 

transportation of used and returned products from the retailers to the 
collection centres, considering the different transportation modes for the 
overall planning horizon. 

ERN =
∑

r,n,v,w,t
(αw + βwdrn)(ωv/aωw)Kt

rnvZwt
rn (14f) 

Equation (14f) estimates the emission incurred for the transportation 
of refurbished products from the collection centres to the distributors 
using different transportation modes for the overall planning horizon. 

ERM =
∑

r,m,u,w,t
(αw + βwdrm)(ωu/aωw)Kt

rmuZwt
rm (14g) 

Equation (14g) determines the emission incurred for the shipment of 
disassembled modules from the collection centres to the manufacturers 
using the available transportation modes for the overall planning 
horizon. 

ERS =
∑

r,s,v,i,w,t
(αw + βwdrs)(ωv/aωw)Kit

rsvZ
wt
rs (14h) 

Equation (14h) provides the emission incurred for the transportation 
of the disposed products of multiple types from the collection and 
remanufacturing centres to the disposal sites using multiple trans-
portation modes for the overall planning horizon. Here,I ∈ (i3, i4). 

Technology Constraints: 
∑

j
Xj

l = 1 ∀l ∈ L (15) 

Constraint (15) states that a supplier must use only a certain tech-
nology type to produce the modules. 
∑

j
Xj

mYm = 1 ∀m ∈ M (16) 

Constraint (16) makes sure that a manufacturer must use only a 
particular type of technology to manufacture the products. 
∑

j
Xj

s = 1 ∀s ∈ S (17) 

Constraint (17) depicts that a disposal site must use a particular type 
of technology for the disposal of the products. 

Transportation mode related Constraints: 
∑

w
Zwt

lm = Ym ∀s ∈ S,m ∈ M, t ∈ T (18) 

Constraint (18) confirms that a specific transportation mode is used 
for the shipment of modules from a supplier to a manufacturer, given 
that the manufacturing facility is open. 
∑

w
Zwt

mn = min(Ym,Yn) ∀m ∈ M, n ∈ N, t ∈ T (19) 

Constraint (19) guarantees that a particular transportation mode is 
used for the shipment of products from a certain manufacturer to a 
specific distributor, given that both the manufacturer and the distributor 
are open at their respective locations. 
∑

w
Zwt

np = min
(
Yn,Yp

)
∀n ∈ N, p ∈ P, t ∈ T (20)  

∑

w
Zwt

pr = min
(
Yp, Yr

)
∀p ∈ P, r ∈ R, t ∈ T (21)  

∑

w
Zwt

rn = min(Yr, Yn) ∀r ∈ R, n ∈ N, t ∈ T (22)  

∑

w
Zwt

rm = min(Yr, Ym) ∀r ∈ R,m ∈ M, t ∈ T (23)  

∑

w
Zwt

rs = Yr ∀r ∈ R, s ∈ S, t ∈ T (24) 
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Like constraint (19), constraints (20) to (24) depict the trans-
portation mode selection constraint between distributor and retailer, 
retailer and collection centre, collection centre and distributor, collec-
tion centre and manufacturer and collection centre and disposal facility. 

Incentive Price: 
It is imperative for the organisation to give appropriate importance 

to the product returns, as it plays a vital role in defining the company- 
customer relationship. Customer satisfaction from the perspective of 
product-return experience can substantially increase sales and thereby 
enhance the revenue generated for the organisation. Therefore, a satis-
factory product-return experience can have a significant impact on the 
profitability of the company. To quantify a customer’s long-term value 
with the organisation, it is essential to ascertain the role of product re-
turn in a customer’s purchasing decision. Determining the relationship 
between costs (related to remanufacturing and collection of used prod-
ucts) and benefits of product returns while considering the drivers and 
the consequences of products returns can help the supply chain man-
agers to distribute the resources and strategically design their supply 
chain to maximise its profitability (Petersen and Kumar 2010). 

LBi
v⩽Gi

v⩽UBi
v ∀i ∈ I, v ∈ V (25a)  

LBi
v = f1(i, prv) ∀i ∈ I, v ∈ V (25b)  

UBi
v = f2(i, prv) ∀i ∈ I, v ∈ V (25c) 

The incentive is given to a customer for returning product v of quality 
i isGi

v. LBi
v and UBi

v are the lower and upper bounds of the incentive 
pricing respectively. These lower and upper bounds are a function of the 
price of the original product prv and the quality of returned product i. 
The lower and upper bounds of the incentive pricing are calculated using 
equations (25b) and (25c). 

Capacity Constraint for the Manufacturer: 
∑

n
Kt

mnv⩽amvYm ∀m ∈ M, v ∈ V, t ∈ T (26) 

Constraint (26) ensures that the number of products of each type 
transported from a specific manufacturer to all distributors should be 
less than or equal to the manufacturer’s storage capacity for a certain 
product type. 

Demand at Retailer: 

Dt
pqv = ρt

qexp( − Ω prv)At
pqγpq ∀p ∈ P, q ∈ Q, v ∈ V, t ∈ T (27a)  

∑

q
Dt

pqv = dpt
pv ∀p ∈ P, v ∈ V, t ∈ T (27b)  

∑

n
Kt

npvA
t
npYn =

∑

q
Dt

pqv ∀p ∈ P, v ∈ V, t ∈ T (28)  

γpq = 1/
(
1 + 0.1 dpq

)
∀p ∈ P, q ∈ Q (Kaya and Urek 2016) (29) 

Equation (27a) and (27b) are used to determine the demand allo-
cation for each product type of the customer zone to the retailer in each 
period. Equation (28) depicts the demand constraint in the terms of the 
total number of products shipped from various distribution centers to 
the specific retailer should be equal to the demand of the product at the 
retailer. Equation (29) presents the relationship between the distance of 
the customer zone and the retailer with the portion of people (expressed 
by a value within 0 to 1) willing to come to the retailer from the 
customer zone for buying the product (Kaya & Urek, 2016). 

Product Returned to Retailer: 

Kit
qpv = ρt

q

(
1 − exp

(
− λ Gi

v

) )
At

pqδpq ∀p ∈ P, q ∈ Q, v ∈ V, i ∈ I, t ∈ T
(30)  

δpq = σ γpq ∀p ∈ P, q ∈ Q (31)  

Krit
pv =

∑

q
Kit

qpv ∀p ∈ P, v ∈ V, i ∈ I, t ∈ T (32) 

Equation (30) determines the number of used products of each type 
with certain quality returned to the retailer from a customer zone in a 
specific period. Equation (31) helps estimate the portion of people 
(expressed by a value within 0 to 1) willing to come to the retailer from 
the customer zone to return the product. Equation (32) computes the 
total number of used products of specific quality returned to a retailer. 

Kct
pv = χpdpt

pv ∀p ∈ P, v ∈ V, t ∈ T (33) 

Equation (33) estimates the number of commercially returned 
products of each type to the retailers in each period. 

Kdait
rv =

∑

p
Krit

pvA
t
pr ∀r ∈ R, v ∈ V, i ∈ (i1, i2)t ∈ T (34) 

Constraint (34) helps to estimate the number of quality products and 
disassembles at the collection centres in each period. 

Kit
rsv =

∑

p
Krit

pvA
t
pr ∀r ∈ R, s ∈ S, v ∈ V, i ∈ (i3, i4)t ∈ T (35) 

Equation (35) estimates the number of used and returned products 
with quality i3 and i4 transported from the collection centre to the 
disposal centre for the disposal of the product. 

Krbt
rv =

∑

p
Kct

pvAt
pr ∀r ∈ R, v ∈ V, t ∈ T (36) 

Equation (36) determines the number of products to be refurbished, 
commercially returned from the retailer to the collection and remanu-
facturing centre. 

Kt
prv = At

pr

(

Kct
pv +

∑

i
Krit

pv

)

∀p ∈ P, r ∈ R, v ∈ V, t ∈ T (37) 

Equation (36) states that the used product number returned from the 
retailer to the collection centre comprises the number of commercially 
returned products at the retailer and the number of used products 
returned to the retailer with qualityi3 and i4. 
∑

n
Kt

rnv = Krbt
rv ∀r ∈ R, v ∈ V, t ∈ T (38) 

Equation (38) makes sure that the total number of products moving 
from a collection center to the distributors in a time period is equal to the 
total number of products of a particular type refurbished at the collec-
tion centre. 
∑

m
Kt

rmu = Kut
ru ∀r ∈ R, u ∈ U, t ∈ T (39)  

Kut
ru = (1 − θ)

∑

v,i
kdait

rv npvu ∀r ∈ R, u ∈ U, t ∈ T (40) 

Equation (39) defines that the total number of modules shipped from 
a collection centre to manufacturers in a given time depends on the total 
number of modules obtained from the products disassembled at the 
collection centre. Equation (40) computes the number of modules ob-
tained at the collection centre after performing the disassembling 
operation. 
∑

l
Kt

lmu +
∑

r
Kt

rmu +Ht
mu⩾bt

mv npvu ∀m ∈ M, u ∈ U, v ∈ V, t ∈ T (41)  

H0
mu = 0 ∀m ∈ M, u ∈ U (42)  
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Equation (41) shows the relationship between the number of mod-
ules required at the manufacture and the total number of products 
produced at the manufacturing plant. Equation (42) ensures that the 
initial inventory of modules at the manufacturing plant is assumed to be 
zero. Equation (43) helps to determine the inventory of modules at the 
manufacturing plant for each period. 
∑

m
Kt

mnv +
∑

r
Kt

rnv +Ht
nv⩾
∑

p
Kt

npvA
t
np ∀n ∈ N, v ∈ V, t ∈ T (44)  

H0
nv = 0 ∀n ∈ N, v ∈ V (45)  

Ht+1
nv = max

(

0,
∑

m
Kt

mnv +
∑

r
Kt

rnv + Ht
nv −

∑

p
Kt

npvA
t
np

)

∀n ∈ N, v ∈ V, t

∈ T
(46) 

Equation (44) illustrates that the number of products shipped to the 
retailer using the forward network should be less than or equal to the 
total number of products at the distributor, which includes new products 
coming from the manufacturers, refurbished products coming from the 
collection centre and the inventory of the distributor for the specific 
product. Equation (45) confirms that the initial inventory of the 
distributor for the specific type of product is assumed to be zero. 
Equation (46) helps to determine the inventory of the distributor for 
each product type for each period. 

Binary Constraints: 

Xj
l ,X

j
m,X

j
s,Ym,Yn,Yp, Yr, Zwt

lm , Zwt
mn, Zwt

np ,Z
wt
pr ,Z

wt
rm,Z

wt
rn ,Z

wt
rs ,A

t
np,A

t
pr,At

pq ∈ {0, 1}
∀l ∈ L,m ∈ M, n ∈ N, p ∈ P, q ∈ Q, r ∈ R, s ∈ S,w ∈ W, j ∈ J, t ∈ T

(47) 

Non-Negativity Constraints: 

Kt
lmu,K

t
mnv,K

t
npv,K

t
prv,K

t
rnv,K

t
rmu,K

it
rsv,K

it
qpv,Kdait

rv, krbt
rv,Kut

ru,Kct
pv,Krit

pv,Dt
pqv,

Ht
mu,Ht

nv,Gi
v⩾0

∀l ∈ L,m ∈ M, n ∈ N, p ∈ P, q ∈ Q, r ∈ R, s ∈ S, i ∈ I, v ∈ V, u ∈ U, t ∈ T
(48) 

Constraint (47) and (48) are the binary and non-negativity 
constraints. 

5. Solution approach 

The multi-objective models can be solved using two approaches i.e., 
classical and Pareto based methods. Classical optimisation methods like 
goal programming, weighted sum, and epsilon constraint usually solve 
simple and linear multi-objective models and provide a single point on 
the Pareto front in each run (Mogale, Cheikhrouhou, & Tiwari, 2020). 
However, solving complex and real-life multi-objective problems is 
challenging as the computational complexity increases due to many 
decision variables and constraints (De, Pratap, Kumar, & Tiwari, 2020; 
Dixit, Seshadrinath, & Tiwari, 2016; Gupta, Mogale, & Tiwari, 2019; 
Mogale, De, Ghadge, & Tiwari, 2022; Sahebjamnia et al., 2018). 
Evolutionary algorithms are known to be efficient and easily adaptable 
for these type of complicated problems (Abdi, Abdi, Fathollahi-Fard, & 
Hajiaghaei-Keshteli, 2021; De et al., 2020; Mogale et al., 2020). 
Therefore, several scholars developed various multi-objective Pareto 
based algorithms like Non-dominated Genetic Algorithm-II (NSGA-II) 

(Deb, Pratap, Agarwal, & Meyarivan, 2002) and Multi-objective Particle 
Swarm Optimisation (MOPSO) (Moore & Chapman, 1999). During 
recent years, various metaheuristic algorithms like red deer algorithm 
(Fard & Hajiaghaei-Keshteli, 2016; Fathollahi-Fard, Hajiaghaei--
Keshteli, & Tavakkoli-Moghaddam, 2020c), social engineering opti-
miser (Fathollahi-Fard et al., 2018c), Grasshopper Optimization 
Algorithm (GOA) (Saremi et al., 2017), Spotted Hyena Optimizer (SHO) 
(Dhiman & Kumar, 2017) and Salp Swarm Algorithm (SSA) (Mirjalili 
et al., 2017) have been developed for solving complex and real-life 
problems. Some authors developed the hybrid version by combining 
two algorithms like hybrid of Keshtel Algorithm and Simulated 
Annealing (HKASA), hybrid of Stochastic Fractal Search and Variable 
Neighborhood Search (HFSNS), hybrid Keshtel Algorithm and Variable 
Neighborhood Search (HKVNS), hybrid Stochastic Fractal Search and 
Simulated Annealing (HSFSA) (Fathollahi-Fard et al., 2018a), hybrid red 
deer and genetic algorithm, hybrid whale optimisation and simulated 
annealing (Fathollahi-Fard et al., 2021), hybrid PSO and GA, hybrid 
adapted imperialist competitive algorithm (AICA) and variable neigh-
borhood search (VNS) algorithm (Devika et al., 2014) and many others 
to improve the solution quality. The evolutionary algorithms are quite 
popular and widely used to solve complex multi-objective problems, but 
they need to evaluate large number of functions before convergence 
(Dixit et al., 2016). This limits the application of these algorithms to 
practical problems (Wang, Jin, Yang, & Jiao, 2020). Surrogate model 
assisted evolutionary algorithm replaces the time-consuming simulation 
with the surrogate model to reduce the computational burden of 
multi-objective evolutionary algorithms (Liu, Pan, Sun, & Chu, 2020). 
Therefore, researchers are exploring surrogate model assisted evolu-
tionary algorithms to solve complicated real-life computationally 
expensive problems with minimum computational time (Wang et al., 
2020). 

In this paper, a well-known epsilon constraint method is applied to 
solve the developed multi-objective mathematical model. This method 
can solve the problem instance of the case study effectively. However, to 
deal with more complex problems in the future, the supply chain case 
was also interested in metaheuristic solution. Hence, this study over-
comes the complexity challenge by developing a two-stage solution 
approach that hybridises NSGA-II evolutionary algorithm with Surro-
gate Modelling through Co-Kriging. The proposed hybrid algorithm tests 
the effectiveness of the results against those obtained from the epsilon 
constraint method. While the epsilon constraint method obtains the 
optimal Pareto front, and the NSGA-II is applied to generate initial 
points of the Pareto front. The Co-Kriging surrogate model interpolates 
the Pareto frontier using these solution points. 

5.1. Initial feasible solution generation 

The initial feasible solution is obtained by determining the values of 
the decision variables of the mathematical model. We have taken into 
consideration the approach adopted by Fathollahi-Fard et al. (2021) in 
establishing a connection between optimization model and the search 
space of the algorithm. Initially the binary variables of the mathematical 
model such as Xj

l(whether technology j to be used by supplier l or not) 
and Xj

s (whether technology j to be used by disposal site s or not) are 
randomly generated considering the technology constraints given in 
equations (15) and (17) respectively. Hence, we obtain the information 
highlighting the type of technology j to be used by all the suppliers and 
disposal sites. Initially, the majority of the manufacturing plants, 

Ht+1
mu = max

(

0,
∑

l
Kt

lmu +
∑

r
Kt

rmu + Ht
mu − bt

mv npvu

)

∀m ∈ M, u ∈ U, v ∈ V, t ∈ T (43)   
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distribution centres, retail facilities and collection centres are kept open 
and hence the value of respective binary variablesYm,Yn, Yp and Yr are 
obtained accordingly. Using the values ofYm, and technology constraint 
given in equation (16), the value of binary variable Xj

m (whether tech-
nology j to be used by manufacturer m or not) is randomly obtained. 

If the manufacture is open at location m orYm = 1, in that case using 
the transportation mode related constraint given in equation (18) 
becomes

∑
wZwt

lm = 1, and accordingly, using the equation we randomly 
generated the value of the binary variable Zwt

lm (whether transportation 
model w to be used for shipping products from supplier l to manufacturer 
m in time period t). Furthemore, the value of binary variablesZwt

mn,Zwt
np,Zwt

pr , 
Zwt

rn and Zwt
rm are obtained using equations (19), (20), (21), (22) and (23) 

respectively, while considering the values of binary variablesYm,Yn, Yp 

andYr. Similarly, the value of binary variables Zwt
rs is randomly generated 

using equation (24), only when Yr = 1 and the equation (24) 
becomes

∑
wZwt

rs = 1. Now, if a tranportation mode is available during 
time period t for shipping products from distributor n to retailer p, then 
the binary variable At

np takes a value 1. Therefore,At
np = 1, if

∑
wZwt

np =

1, forn ∈ N, p ∈ P, t ∈ T. Similarly, binary variables such as At
pr takes a 

value 1 only when the binary variable Zwt
pr is 1. Hence,At

pr = 1, if 
∑

wZwt
pr = 1 forp ∈ P, r ∈ R, t ∈ T. 

The value of the demand of product v from customer zone q allocated 
to retailer p in time period t, or Dt

pqv is obtained using equation (27b) and 
the value of parameter dpt

pv (which is the demand of product v arising 
with retailer p in time period t). Now, depending upon the value of γpq (it 
is a parameter with a value between 0 and 1, highlighting the willingnes 
of customer from zone q to come to retailer p for buying products), we 
generated the value of binary variable At

pq (which highlights whether 
retailer p serves customer zone p or not), using equation (27a) and the 
variableDt

pqv. The values of decision variablesDt
pqv, At

np and Yn are used in 
equation (28) to determine the quantity of product v transported from 
distributor n to retailer p in time period t or decision variableKt

npv. 
Now, the incentive offered for product v of quality i or value of the 

decision variable Gi
v is randomly generated while considered the lower 

and upper bound as given in equation (25a). Using the value of γpq and σ 
(which is the fraction of sales equaling to the number of returned used 
products), we compute the value of δpq from equation (31). Now, 
considering the value ofδpq,At

pq,Gi
v, and the values of parameters ρt

q andλ, 
we determine the value of the decision variable Kit

qpv (it is the quantity of 
used product v of quality i returned to retailer p from customer zone q in 
time period t) considering equation (30). The quantity of used product v 
of quality i returned to retailer p in time period t, or decision variable 
Krit

pv is determined from equation (32) while using the value of varia-
bleKit

qpv. The value of the decision variable Kdait
rv (it is the quantity of 

product v of quality i disassembled at collection centre r in time period t) 
is computed using equation (34) while considering the value of decision 
variables Krit

pv andAt
pr. Equation (35) helps to estimate the quantity of 

product v of quality i shipped from collection centre r to disposal centre s 
in time period t, or Kit

rsv while using the values of decision variables Krit
pv 

andAt
pr. 

The quantity of commercially returned products v at retailer p in time 
period t or the value of decision variable Kct

pv is obtained using equation 
(33) while considering the values of parameters χp (it is the fraction 
determining the number of commercially returned goods at the retailer 
p) and dpt

pv (it is the demand of product v arising at retailer p in time 
period t). Now the quantity of used and returned product v transported 
from retailer p to collection centre r in time period t, Kt

prv is obtained 
using equation (37) which taking into account the values of decision 
variablesKct

pv, Krit
pv andAt

pr. 
Now, the quantity of product v refurbished at collection centre r in 

time period t, Krbt
rv is computed by using the values of decision variables 

Kct
pv and At

pr within equation (36). Furthermore, the value of variable 
Krbt

rv and equation (38) is used to determine the quantity of refurbished 
product v transported from collection centre r to distributor n in time 
period t, or decision variableKt

rnv. The quantity of module u obtained 
after performing the disassembling operation at the collection centre r in 
time period t, Kut

ru is generated using equation (40) while considering 
the values of various parameters such asθ, npvu and decision varia-
bleKdait

rv. The value of the decision variable Kt
rmu or the quantity of 

disassembled module u shipped from collection centre r to manufacturer 
m in time period t is computed using equation (39) and the decision 
variableKut

ru. 
The quantity of product v to be transported from manufacturer m to 

distributor n in time period t, Kt
mnv is randomly generated while ensuring 

that value of Kt
mnv is less than or equal to amvYm and thereby satisfying 

equation (26), which is also the capacity constriant of the manufacturer. 
Now, the value of decision variable Ht

nv or the inventory of product v at 
distributor n in time period t is generated using equation (44) while 
considering the values of the decision variablesKt

mnv,Kt
rnv, Kt

npv andAt
np. 

Furthermore, the inventory of module u at manufacturing plant m in 
timer period t, or Ht

mu is determined by considering equations (43) and 

(41). Using equation (43), the following can be written, H1
mu = max

(
0,

∑
lK0

lmu +
∑

rK0
rmu + H0

mu − b0
mv npvu

)
or,H1

mu = 0. Equation (41) can be 

represented as
∑

lKt=1
lmu +

∑
rKt=1

rmu + Ht=1
mu ⩾bt=1

mv npvu, as we know the 
values ofKt=1

rmu,Ht=1
mu , bt=1

mv and npvu hence, we can use equation (41), to 
generate the value of decision variableK(t=1)

lmu . Now, the value of Ht=2
mu can 

be determined in the following way,H2
mu =

max
(

0,
∑

lK1
lmu +

∑
rK1

rmu + H1
mu − b1

mv npvu

)
. Therefore, the value of the 

decision variable Kt
lmu (or the quantity of module u shipped from supplier 

s to manufacturer m in time period t) and Ht
mu is determined using 

equation (43) and (41). Finally, the initial feasible solution for the al-
gorithm is obtained which contains the value of the decision variables of 
the mathematical model. The initial feasible solution generation takes 
into account the different constraints of the mathematical model and 
accordingly determines the feasible solution. 

5.2. Epsilon constraint method 

Epsilon constraint method is applied to obtain a set of Pareto optimal 
solution for the sustainable closed-loop supply chain network problem. 
This is a one-stage technique, unlike the two-stage NSGA-II and Co- 
Kriging approach. It is based on the optimisation of a single objective 
while considering the other objective as a constraint with allowable 
bounds. Then, the bounds are sequentially modified to obtain other 
Pareto-optimal solutions. A set of Pareto-optimal solution is obtained by 
altering the value of epsilon. Finally, based on the decision maker’s 
perspective, the desired compromise solution can be chosen from the 
Pareto-optimal solutions. 

5.3. Kriging 

Considering the inherent computational complexity in multi- 
objective problems with many variables and constraints, researchers 
have focussed largely on approximating Pareto frontiers using initial 
solutions (Couckuyt, Deschrijver, & Dhaene, 2014). Dixit et al. (2016) 
used NSGA-II combined with the Co-Kriging approach to solve a 
performance-based optimisation problem related to supply chain 
network resilience. On similar lines, this paper focuses on developing a 
novel application of this approach for solving a CLSC optimisation 
problem. 

Kriging is a Gaussian process interpolation method used to develop 
approximations from sample data. This surrogate modelling technique is 
effective in approximating the Pareto frontier in multi-objective opti-

D.G. Mogale et al.                                                                                                                                                                                                                              



Computers & Industrial Engineering 168 (2022) 108105

11

misation problems (Couckuyt et al., 2014). It comprises a regression 
termf(x), which explains the largest variance in sample data, a Gaussian 
process R(x) with mean zero, variance σ2 and a correlation matrixρ. The 
Gaussian process enables the interpolation of residuals and is repre-
sented in equation (49) and equation (50). 

K = f (x)+R(x) (49)  

f (x) =
∑m

i=1
αibi(x) (50)  

where bi(x) are basis functions of x, ∀i ∈ [1,m] and αi,∀i ∈ [1,m] repre-
sent the contribution of each basis function in determiningf(x). Thus, 
from equation (50), f(x) can be defined as the linear combination of the 
basic functions. For n samples, x =

(
x1, x2,⋯, xn) in d dimensions or 

objectives with respective function value, K =
(

k1, k2,⋯, kn
)
, regression 

part of Kriging model is a n × m model matrix, as represented in equa-
tion (51). The stochastic process is defined by the n × n correlation 
matrix ρ as presented in equation (52). 

F =

⎡

⎣
b1(x1) ⋯ bm(x1)

⋯ ⋯ ⋯
b1(xn) ⋯ bm(xn)

⎤

⎦ (51)  

ρ =

⎡

⎣
ρ(x1, x1) ⋯ ρ(x1, xn)

⋯ ⋯ ⋯
ρ(xn, x1) ⋯ ρ(xn, xn)

⎤

⎦ (52) 

Readers are advised to refer the above and the documentation of 
Oodace toolbox (Couckuyt et al., 2014) for further explanation of the 
model. 

5.4. NSGA II + Co-Kriging 

A two-stage approach to solve the multi-objective mixed integer 
programming model of the CLSC is adopted in this study. NSGA-II is used 
to determine the Pareto frontier points of the bi-objective model: min-
imisation of total cost and emissions. The obtained Pareto front is ar-
ranged in descending order of crowding distance (Deb et al., 2002). The 
densely packed points (low crowding distance) are categorised as coarse 
points and it provides information about a limited space of the Pareto 
frontier. Data points with high crowding distance are classified as fine 
points and they provide significant information about further interpo-
lation of the Pareto frontier, hence, decide the shape of the frontier. 

The output of fine and coarse data points from the first stage is fed as 
input to the second stage, determining the interpolated Pareto frontier 
through Co-Kriging. This approach exploits the correlation between the 
two types of data points to enrich Pareto frontier and enhance prediction 
accuracy. The function values of coarse and fine data points is repre-
sented as yc =

(
y1

c , y2
c ,⋯, ync

c
)

and ye =
(
y1

e , y2
e ,⋯, yne

e
)
, respectively. Co- 

Kriging involves creation of a model Yc(x) from coarse points (Xc, yc), 
followed by developing a second Kriging model Yd(x) on the residuals of 
coarse and fine points (Xe, yd), where yd = ye − ω.μc(Xe). The parameter 
ω is estimated as part of the MLE of the second Kriging model. The 
choice of the correlation and regression function of both Kriging models 
can be adjusted separately for the coarse data and the residuals, 
respectively. The Co-Kriging model is defined by equations (53)–(55). 
The block matrices M(Mc,Md), F(Fc, Fd), cor(x) and ρ(ρc, ρd) are used in 
two separate kriging models μc(x) and μd(x), respectively. In this model, 
σ2

c and σ2
d are the process variances of the two Kriging models Yc(x) and 

Yd(x) respectively. 

μ(x) = Mα+ cor(x).ρ− 1.(y − Fα) (53)  

cor(x) = (ω.σ2
c .corc(x)ω2.σ2

c .corc
(
x,Xf

)
+ σ2

d.cord(x)) (54)  

ρ =

(
σ2

c .ρc ω.σ2
c .ρc(Xc,Xf )

0 ω2.σ2
c .ρc

(
Xf ,Xf

)
+ σ2

d.ρd

)

(55) 

The hybrid NSGA-II and Co-Kriging approach is computationally 
efficient and can handle multi-objective formulations effectively (Dixit 
et al., 2016). The flowchart depicting the combined NSGA-II and Co- 
Kriging approach is shown in Fig. 2. It develops enriched Pareto fron-
tier by employing quick interpolation. It also provides variance plots 
with a degree of confidence associated with it to enable managers to 
make informed decisions from the interpolated Pareto frontier. 

6. Results and analysis 

Results and analysis are discussed in this section. Initially, various 
type of data and data collection method is explained. Next, we talked 
about how the mathematical model is solved using an exact and meta-
heuristic algorithm. The results of facility locations and transportation 
mode shares are delineated in subsection 6.3 and 6.4 respectively. 
Subsection 6.5 presents the results of forward and reverse logistics costs 
and emissions. The optimal incentive prices for returned products are 
illustrated in subsection 6.6. The objective functions solutions obtained 
through the NSGA-II algorithm and epsilon constraint method are 
compared in subsection 6.7. The last subsection 6.8 depicts the Co- 
kriging and variance plots. 

6.1. Data collection 

Most of the data used for this study came from a leading European 
household appliance supply chain company. Other relevant data related 
to environmental parameters were collected from the literature sources. 
The model was analysed using a commercial software- MATLAB 2018a 
on a computer with the following specifications: Intel® core™ i7-5500U 
CPU processor @2.40 GHz, 8.00 GB RAM. Several numerical experi-
ments are implemented to assess the performance of the model and 
thereby, the effectiveness of this model is established after obtaining the 
results. 

For the transportation mode data, which includes the fixed cost, 
variable cost, constant and variable emissions factors, the values are 
presented in Table C1 (Appendix C). The emission-related data was 
taken from the relevant literature sources. The sensitivity parameters 
are as follows: price sensitivity = 0.01 and incentive sensitivity = 0.01, 
ω = 0.5 (Kaya & Urek, 2016). The fraction of commercially returned 
products at the retailer, FR, is 12%. The fraction of used products to be 
disposed of FD, is 1/3 as advised by the concerned managers of the case 
company. 

The unit disassembly cost and disposal cost for returned products is 
presented in Table C2 in Appendix C. The company managers supplied 
the specific unit production cost of modules and products, and unit 
refurbishing cost. The approximate unit cost and the weight of the 
modules at the supplier cities and finished products at the manufacturers 
were provided by the company managers from the supply chain record 
books maintained by the firm. The weight of module u1, u2, u3, u4 and u5 
is 0.25, 0.1, 0.125, 0.05, and 0.07 (kg), respectively. Similarly, the 
weight of the product v1, v2 and v3 is 0.83, 0.53 and 0.36 (kg), respec-
tively. They also provided the product-modules matrix to determine the 
combination of modules required to develop each product (Table C3 in 
Appendix C). 

The emissions due to production of modules at suppliers and finished 
goods at manufacturers, disposal, disassembly, and refurbishing of 
returned items were taken from Kim et al. (2008). The selling price of 
new product V1, V2 and V3 is £28, £22 and £18 respectively. Similarly, 
lower and upper bounds of incentive price in our experimental analysis 
were finalised. Here, e and f are the constants for lower and upper 
bounds, respectively and for our closed-loop supply chain problem, e 
and f are assumed as e = 3, f = 1. Using equations (56) and (57), the 
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lower and upper bound of the incentive price is determined and pre-
sented in Table C4 in Appendix C. 

LBvi =
1

e + i
*prv (56)  

UBvi =
1

f + i
*prv (57)  

6.2. Solving the model 

Analysis was conducted utilising the above developed model and 
data collected from a leading household appliance company based in 
Europe. The CLSC network of the company with the largest market share 
and production volume is considered for the proposed mathematical 
model. 

It can be observed that the number of decision variables and con-
straints related to the problem instance considered for solving the pro-
posed mathematical formulation are 115,014 and 196,292, respectively. 
Due to this enormous number of decision variables for the CLSC network 
problem, the exact methods can take a significant amount of computa-
tional time to solve such a problem (De et al., 2020; Mogale et al., 2020). 
For example, the epsilon constraint method took approximately 
8397.207 s to solve the proposed problem. Hence, the study employed 
evolutionary NSGA-II coupled with a Co-Kriging modelling approach 
which utilises the correlation among input points to interpolate an 
enriched frontier in large scale problems. The proposed approach for 
this model developed a Pareto frontier within 3521 s. Moreover, it can 
be easily understood that using exact methods can tremendously 

increase the time complexity of the process. Consequently, the vast 
amount of data available today necessitates the integration of predicting 
mechanisms like Kriging and stochastic models in traditional evolu-
tionary optimisation techniques to converge to an effective solution 
space within a shorter time duration. 

6.3. Facility location results 

In this section, the number of open facility location of manufacturer, 
distributor, retailer, and collection and remanufacturing centre in the 
CLSC are determined from the Pareto solutions, as presented in Table 2. 
Since Co-Kriging performs interpolation for inputs of the form (total 
cost, total emission), The following table provides facility location in-
formation obtained from the solutions of epsilon constraint and NSGA-II. 
The Pareto solutions in Table 2 are arranged in order of increasing cost 
and decreasing emissions. 

It is evident from this table that the number of open facilities are 
increasing downwards which results in higher cost mainly due to a 
greater number of open facilities. However, emissions decrease because 
there are more facilities to cater to the rising demands. This claim is 
supported by Figs. 3 and 4, highlighting that total facility location cost is 
the major contributor to total cost while transportation emissions are 
prime contributors to total carbon emissions. 

6.4. Transport mode shares 

This section shows that an intermodal transport network is not al-
ways conducive to the company’s profitability (Agamez-Arias & 

Fig. 2. Flowchart of NSGA-II + Co-Kriging approach.  
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Moyano-Fuentes, 2017). In other words, it is not the best, most cost- 
effective strategy to control emissions. Table 3 shows that though rail 
and water transport modes reduce emissions to a huge extent, the cost 
incurred in employing them is not feasible relative to road transport 
which offers minimum logistics cost. Another important insight derived 
from this case study is that the shift from road to rail transport modes 
offers the biggest emissions reduction. However, this fact cannot be 
generalised to all types of supply chain problems because of location 
restrictions on railway terminal availability. For example, if the rail 
terminal is far from the facility point, then road transport must be 
employed to transport the products. Nevertheless, we can conclude that, 
for this model, a shift from road to rail and water to rail transportation 
reduces emissions significantly. 

6.5. Forward and reverse logistics cost and emissions 

This section presents the various types of cost incurred by the firm 
while operating a CLSC. It is evident from Figs. 3 and 4 that facility 
location and transportation costs are major contributors to the total cost 
and, together, they constitute 59% of total cost. Similarly, transportation 
and manufacturing emissions contribute 64% to total emissions. From 
Fig. 5 it can be stated that the forward supply chain incurs more cost and 
emissions than the reverse supply chain. This implies that managers 
should try to promote reverse logistics as it is aligned with the concept of 
a green supply chain. 

Accurate recycling, refurbishing and disposal of used items effec-
tively lowers emissions by reducing reliance on the production of new 
products to an appreciable degree. In the model, ERM ≫>≫ ERN > ERS 
implies that most of the products returned by customers are recyclable 
and, hence, incur less emissions due to the transportation of commer-
cially returned and disposable items. Here, ERM refers to the carbon 
emission incurred for the shipment of disassembled modules from the 
collection centres to the manufacturers. ERN refers to the carbon 
emission incurred for the transportation of refurbished products from 
the collection centres to the distributors. ERS refers to the carbon 
emissions incurred for the transportation of the disposed products from 
the collection and remanufacturing centres to the disposal sites. 

Emissions due to processing are minimal; therefore, investing in 
technology at the collection centre is not a feasible option as it unnec-
essarily adds to the technology/investment cost. However, investment 
in technology at the disposal centre is justified because even though the 
total number of products to be disposed of is less, the carbon emissions 
due to the disposable products are considerably higher. Investment in 
technology at the disposal centre helps to lower the carbon emissions 
incurred from the disposable products. Transportation emissions in 
forward logistics (ELM + EMN + ENP) are considerably higher than in 
reverse logistics (EPR + ERM + ERN + ERS) because the total number of 
products transferred in forward logistics is higher. Here, ELM refers to 
the carbon emissions incurred from the transportation of modules from 
suppliers to manufacturers, EMN and ENP refer to carbon emission 
incurred from the shipment of products from the manufacturers to the 
distributors and the transportation of products from the distributors to 

the retailers, respectively. EPR refers to the carbon emissions incurred 
from the transportation of used and returned products from the retailers 
to the collection and remanufacturing centres. 

6.6. Optimal incentive price for returned products 

In this section, incentive prices for the three types of returned 
products with four qualities each are assessed. It is assumed that the 
retailer has the discretion to decide the quality of the returned products 
in accordance with the specified standards and provide appropriate in-
centives to customers. We can infer from Fig. 6 that for quality i1 and i2 
of each product, the optimal incentive price is more towards the upper 
bound and for quality i3 and i4 it is towards the lower bound. This shows 
the organisation’s inclination to lure customers to return used products 
that are in good condition. 

Moreover, it can recover costly goods of acceptable quality at prices 
below 50% of the price of new products. Hence, they can be brought 
back into the market circulation at a lower cost to the company. 
Although the firm pays slightly more for these products than others, as 
cost of refurbishing is lower, it helping to generate higher profit. On the 
other hand, the low-quality returned products are a liability to the firm 
as incineration and disposal of these products is very costly, considering 
the government’s environmental regulations. However, even for low- 
quality used products, the incentive provided throws light upon the 
policymaker’s perspective of promoting the facilities to recover a certain 
proportion of their products and ensure proper disposal. 

6.7. Comparison of objective function solutions of NSGA-II and epsilon 
constraint 

In Table 4 we can see that NSGA-II + Co-Kriging converges to an 
effective solution compared to the solution obtained from epsilon 
constraint with a significant reduction in computational time. The dif-
ference between the average total cost obtained using NSGA-II + Co- 
kriging algorithm and the epsilon constraint method is reported as a 
solution gap for the first objective. Similarly, the solution gap for the 
second objective is also determined. The solution gap for the first 
objective is 1.47% and 1.72% for the second objective, proving the near 
optimality of the integrated approach. Also, the Pareto front approxi-
mated by NSGA-II + Co-Kriging is quite close to that of epsilon 
constraint. The red numerical values denote the points predicted by Co- 
Kriging using NSGA-2 inputs. The Pareto solution points obtained from 
the integrated approach closely mimic the epsilon constraint solution. 
This aspect advocates the application of Co-Kriging for multi-objective 
problems with many variables. The efficiency of Co-Kriging is solely 
based on the fact that it employs the correlation between the input 
points to quickly predict and interpolate the Pareto frontier in the so-
lution space. Thus, it enhances the decision-making capabilities of 
managers. 

Table 2 
Open facility location corresponding to Pareto solution.  

Pareto Front Solution Epsilon constraint NSGA-II  

M N P R Total number of open Facilities M N P R Total number of open Facilities 

1 12 4 28 5 49 12 4 27 5 48 
2 12 4 34 5 55 14 5 29 4 52 
3 15 5 34 5 59 14 5 33 5 57 
4 17 4 34 5 60 14 5 38 6 63 
5 18 5 37 7 67 15 5 38 6 64 
6 18 5 36 7 66 14 4 39 8 65 
7 18 6 37 6 67 18 6 38 8 70 
8 17 6 37 7 67 20 6 37 8 71 
9 18 6 38 7 69 20 6 38 8 72  
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6.8. Co-Kriging and variance plots 

The computationally challenging bi-objective problem formulation 
is solved using NSGA-II for 50 iterations considering 200 initial solutions 
to generate two fine and five coarse points. The red squares in Fig. 7a 
denote the input points obtained by NSGA-II. In this figure, the red 
dotted line is the Pareto frontier interpolated by Co-Kriging to join the 
NSGA-II input points. At the same time, the thick black curve represents 
the interpolation of the Pareto frontier into farther space. The Co- 
Kriging plot was obtained instantaneously, which establishes that the 
integrated approach is computationally less expensive and efficaciously 

Fig. 3. Different Types of Cost.  

Fig. 4. Different Types of Emissions.  

Table 3 
Shares of cost and emission for each transportation mode.  

Transport Mode % of Average Transportation Cost % of Average Emission 

Road  32.77 55 
Rail  44.43 17 
Water  22.8 28  

Fig. 5. Forward and Reverse Supply Chain cost and emission.  
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deals with multi-objective formulations. Besides, the Co-Kriging pro-
vides a variance plot for predicting the variance in total emissions with 
respect to the total cost incurred, as shown in Fig. 7b. The NSGA-II + Co- 
kriging approach provides an eclectic combination of two conflicting 
objectives through an enriched Pareto front and enables decision- 
makers to select the best trade-off solution with an appropriate degree 
of prediction accuracy. 

In the variance plot (Fig. 7b), the variance for total emissions is 
minimum in the range [3.88 × 106£,4.15 × 106£] which implies that the 
total emissions can be predicted with maximum accuracy for this range 
of total cost. The variance plot poses a very interesting conclusion. We 
note that variance is minimum in the region where NSGA-II points are 
defined. However, moving away from the points, Co-Kriging tries to 
predict the Pareto frontier using the correlation among the input points. 
Moving farther, the correlation between the input and predicted points 
gradually decreases; hence, variance increases gradually on either side, 
as seen in Fig. 7b. 

The integrated Co-Kriging approach reduces our reliance on 
computationally time-consuming NSGA-II to give an enriched solution. 
Since it considers only initial coarse and fine data points, it significantly 
reduces the total number of simulations (Dixit et al., 2016). Managers 

Fig. 6. Incentive Price for returned products.  

Table 4 
Comparison of solutions of epsilon constraint and NSGA-II.  

Pareto 
solution 
number 

Epsilon constraint NSGA-II þ Co-Kriging  

Total Cost ×
106(in£)

Total Emission 
× 106(intonne)

Total Cost ×
106(in£)

Total Emission 
× 106(intonne)

1.  4.0564  5.0904  4.1107  5.1461 
2.  4.1938  4.5809  4.2784  4.6112 
3.  4.4980  4.4355  4.5039  4.4867 
4.  4.5409  4.3785  4.5693  4.3736 
4.  4.5982  3.8402  4.6460  3.9209 
6.  4.7311  3.8503  4.7586  3.8619 
7.  4.9883  3.6338  5.1889  3.7566 
8.  5.3990  3.4518  5.4875  3.6110 
9.  5.5498  3.3824  5.6477  3.3980 
Average  4.73  4.06  4.80  4.13 
CPU Time 
(insecs)

8397.209   3520.777   

Fig. 7a. Pareto frontier for initial population of 200.  

Fig. 7b. Variance Plot for initial population of 200.  
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can make informed decisions by evaluating the trade-off between the 
objective functions based on the efficient interpolated frontier, because 
Co-Kriging interpolates the Pareto front even in the regions where 
NSGA-II points are not present. Decision-makers can employ the vari-
ance plots to discern additional information regarding the prediction 
accuracy of each Pareto frontier point. 

7. Research and managerial implications 

This section initially presents our major contributions and findings in 
terms of research implications in subsection 7.1. Then, we have dis-
cussed how the proposed model and findings are beneficial to the 
managers to make informed decisions and choices. 

7.1. Research implications 

This paper makes several implications in terms of mathematical 
model development and application of hybrid metaheuristic algorithm. 
Lack of simultaneous consideration of multi-product, multi-mode and 
multi-period characteristics in the mathematical model is evident from 
existing studies (Dehghan et al., 2018; Nayeri et al., 2020). Most of the 
authors focused on a single economic objective of the sustainable 
development of industry sectors; thus, the environmental or green 
perspective is still limited (Hajipour et al., 2019; Shekarian, 2020; 
Yadegari et al., 2019). Most of the real-life problems are multi-objective 
in nature; hence researchers should pay more attention to the develop-
ment of multi-objective models. Scholars should provide several Pareto 
optimal solutions to decision-makers, which will help them to make 
informed decisions (Mogale et al., 2020). The novel non-linear pro-
gramming models and methods -particularly heuristics, hybrid algo-
rithms and metaheuristics need to be developed to deal with the real-life 
complicated and complex CLSC problems (Peng et al., 2020; Govindan 
et al., 2015). The heuristic, metaheuristic and simulation studies are 
more realistic and applicable in practice than exact methods (Kim, 
Chung, Kang, & Jeong, 2018; Sahebjamnia et al., 2018). 

7.2. Managerial implications 

The proposed decision support model enables managers to make 
informed choices and determine the trade-off between cost and emis-
sions. Large scale companies can implement this decision support model 
to reduce the burden on their raw material resources since used products 
can be disassembled and brought into the supply chain circulation of 
products. Such steps can reduce up to 1.5 million tonnes of electrical 
waste generated in the UK each year, thus contributing significantly to 
reduce carbon emissions and landfill costs (Harrabin, 2020). This study 
also concludes that a shift from road to rail transportation and water to 
rail transportation reduces emissions significantly. Since several inter-
national governmental bodies (e.g., COP 26) are taking stringent mea-
sures to urge large organisations to adopt appropriate steps to curb 
carbon emissions, there is burgeoning scope for the application of effi-
cient technology and intermodal transportation to develop a sustainable 
business environment. 

The development of enriched Pareto fronts, in less computational 
time, justifies the use of predictive modelling along with evolutionary 
algorithms. The variance plots enable managers to ascertain the range in 
which they can make decisions with high prediction accuracy. This 
paper sheds light on the effects of incentive pricing of returned goods in 
reverse logistics network. This helps to increase the rate of returned 
products from consumers. The decision-makers can do the planning of 
returned products based on the analysis of the incentive pricing results 
and different quality levels of product. The analytical approach to 
solving complex problem provides us with a trade-off solution, which 
can help managers make strategic decisions under dynamic environ-
ments. Furthermore, the developed multi-objective approach offers the 
possibility to respond to governmental legislation while simultaneously 

optimising the total cost components of their CLSC. 

8. Conclusion and future scope of research 

Keeping sustainability principles in mind, this paper presented a 
multi-product, multi-period, mixed-integer, mathematical optimisation 
model for sustainable CLSC. Initially, the model was solved using the 
epsilon constraint method. Considering a large number of decision 
variables and constraints in the model, a hybrid meta-heuristic approach 
(e.g., NSGA-II + Co-Kriging a surrogate modelling technique) was used 
to determine the optimal trade-off between costs and emissions in the 
CLSC network in minimum computational time. The NSGA-II was run 
for a small number of simulations to obtain coarse and fine points, which 
are the inputs to Co-Kriging resulting in Pareto solutions. The solution 
gap of 1.47% from optimal solution of total cost and 1.72% from optimal 
solution of total emission clearly shows that this integrated approach 
closely approximates the results of the epsilon constraint approach and 
is computationally less expensive. The results show that costs and 
emissions in forward logistics supply chains are significantly greater 
than those in a reverse supply chain. This is not a unique finding, but the 
implications can play a major role in convincing the supply chain poli-
cymakers of firms to incorporate reverse logistics into their operations 
and, hence, promote remanufacturing of goods. The major contributors 
to total cost include transportation cost, facility location technology, 
production, and manufacturing cost, while the major contributors to 
emission consist of production and manufacturing-based emissions. 
Analysis of the incentive pricing results shows that policymakers should 
fix the incentives of Quality 1 and Quality 2 of each product towards the 
upper bound and the incentives of Quality 3 and Quality 4 more towards 
the lower bound. 

Similar to other studies, the current study has some limitations, 
which provides avenues for future research. Discussed model was 
assessed based on the data collected from a single company and thus its 
difficult to generalise the findings. Further improvements to the model 
can be made by incorporating uncertainty of parameters to develop a 
multi-objective stochastic optimisation problem. Our future scope will 
focus on integrating bounded rational decisions and risk pooling effects 
in the present model. Another research avenue could be the develop-
ment or modification of existing algorithms to make the solution 
computationally inexpensive. The application of recently developed 
algorithms like red deer algorithm (Fathollahi-Fard et al., 2020c), whale 
optimisation algorithm (Fathollahi-Fard et al., 2021) and social engi-
neering optimiser (Fathollahi-Fard et al., 2020a) can be tested on the 
current model. This research can be extended to the multi-greenhouse 
gas emissions case by normalising other greenhouse gases using 
climate change effects. The impact of logistics and supply chain net-
works on the social factors of sustainability, such as number of job op-
portunities created, lost days due to various reasons, public health, 
accidents, and noise pollution could be explored (Mogale et al., 2020). 
The implications of various standards like ISO 14000 for environmental 
performance and ISO 26000 for social responsibility on CLSC network 
remains unexplored and provides another avenue for future research. 
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Appendix A. Abbreviations of Table 1 

Abbreviations 

Model features: ME: Multi-echelon, MPR: Multi-product, MM: Multi-mode, MP: Multi-period, PSD: Price sensitive demand, IRP: Incentives on 
returned products and QLRP: Quality level of returned products. 

Cost: PRC: Production cost, DC: Disposal cost, PCC: Processing cost, TC: Technology cost, FLC: Facility location cost, TRC: Transportation cost, IC: 
Incentive cost and INC: Inventory cost. 

Emission: EP: Production emission, ED: Disposal emission, EPCC: Processing emission and ET: Transportation emission. 
Social: JD: Number of Job opportunities created; LD: Lost working days due to work accidents and BED: Balance economic development. 
Decisions: Loc: Location, Alloc: Allocation, FA: Flow amounts, IP: Incentive price, TS: Technology selection, TM: Transportation mode selection 

and PP: products produced. 
Industry: MFG; Manufacturing, NM: Network marketing, HA: Household appliances, WSWCS: Water supply and wastewater collection system. 
Solution method: E: Exact, M: Metaheuristic. 

Appendix B. Symbols and model notations 

Sets   

Set Index Definition Set Index Definition 

L l Fixed supplier locations T t Time periods in planning horizon 
M m Potential locations for manufacturers U u Raw modules 
N n Potential locations for distributors V v Products 
P p Potential locations for retailers W w Transportation modes 
Q q Customer zones I i Quality level for used products 
R r Potential locations for collection and remanufacturing 

centres 
J j Candidate technology available with supplier, manufacturing plants and disposal 

sites 
S s Fixed disposal sites     

Parameters:  

cpj
lu 

Per unit production cost of module u at supplier l using technology j 

cpj
mv Per unit production cost of product v at manufacturer m using technology j 

cdij
sv Per unit disposal cost of product v of quality i at disposal centre s using technology j 

cdai
v Per unit disassembly cost for product v of quality i 

crbv Per unit refurbishing cost for product v 
amv Storage capacity of manufacturing plant m for product v 
bt

mv Number of products of each type v to be produced at manufacturing plant m in the time period t 
cjjl Cost of using technology j at supplier l 

cjjm Cost of using technology j at manufacturer m 

cjjs Cost of using technology j at disposal site s 
cfm Fixed establishment cost of manufacturing plant m 
cfn Fixed establishment cost of distributor n 
cfp Fixed establishment cost of retailer p 
cfr Fixed establishment cost of collection centre r 
cftw Fixed cost of using transportation mode w 
cvtw Variable cost of using transportation mode w 
dlm Distance between supplier l and manufacturer m 
dmn Distance between manufacturer m and distributor n 
dnp Distance between distributor n and retailer p 
dpq Distance between retailer p and customer zone q 
dpr Distance between retailer p and collection centre r 
drm Distance between collection centre r and manufacturer m 
drn Distance between collection centre r and distributor n 
drs Distance between collection centre r and disposal site s 
epj

lu 
Emission related to the production of per unit module u while using technology j at supplier l 

epj
mv Emission related to the production of per unit product v while using technology j at manufacturer m 

edij
sv Emission related to the disposal of per unit product v of quality i while employing technology j at disposal site s 

edai
rv Emission related to the disassembly of per unit product v of quality i at collection centre r 

erbi
rv Emission related to the refurbishing of per unit product v of quality i at collection centre r 

(continued on next page) 
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(continued ) 

αw Constant emission factor for transportation mode w 
βw Variable emission factor for transportation mode w 
ωu Weight of raw module u 
ωv Weight of product v 
aωw Average weight allowed in transportation mode w 
ρt

q Potential customers in customer zone q in time period t 
Ω Coefficient of price sensitivity of demand 
γpq Parameter between 0 and 1 based on distances between retailer p and customer zone q to estimate the portion of people going from q to p to buy products 
dpt

pv Demand of product v arising at retailer p in time period t 
λ Incentive sensitivity of collected amount 
δpq Parameter between 0 and 1 based on distances between retailer p and customer zone q to determine the portion of people going from q to p to return products 
χp Fraction determining the number of commercially returned goods at the retailer p 
θ Fraction of used products returned which are apt for disposal 
σ Fraction of sales equalling to the number of returned used products 
npvu Number of modules of u used for making one unit of product v 
cht

u Inventory holding cost for per unit module u per time period t 
cht

v Inventory holding cost for per unit product v per time period t 
prv Price of the original product v  

Decision variables: 
Binary variables   

Xj
l 

Equals to 1 if technology j is used by supplier l, otherwise 0 

Xj
m Equals to 1 if technology j is used by manufacturer m, otherwise 0 

Xj
s Equals to 1 if technology j is used by disposal site s, otherwise 0 

Ym Equals to 1 if manufacturing plant is opened at location m, otherwise 0 
Yn Equals to 1 if distribution centre is opened at location n, otherwise 0 
Yp Equals to 1 if a retail facility is opened at location p, otherwise 0 
Yr Equals to 1 if a collection centre is opened at location r, otherwise 0 
Zwt

lm Equals to 1 if transportation mode w is used for shipping modules from supplier l to manufacturer m in time period t, otherwise 0. 
Zwt

mn Equals to 1 if transportation mode w is used for shipping products from manufacturer m to distributor n in time period t, otherwise 0. 
Zwt

np Equals to 1 if transportation mode w is used for shipping products from distributor n to retailer p in time period t, otherwise 0. 
Zwt

pr Equals to 1 if transportation mode w is used for shipping return and used products from retailer p to collection centre r in time period t, otherwise 0. 
Zwt

rn Equals to 1 if transportation mode w is used for shipping refurbished products from collection centre r to distributor n in time period t, otherwise 0. 
Zwt

rm Equals to 1 if transportation mode w is used for shipping disassembled products from collection centre r to manufacturer m in time period t, otherwise 0. 
Zwt

rs Equals to 1 if transportation mode w is used for shipping disposed products from collection centre r to disposal centre s in time period t, otherwise 0. 
At

np Equals to 1 if in the forward network, retailer p receives shipment from distributor n in time period t, otherwise 0 
At

pr Equals to 1 if in the reverse network, retailer p returns product to collection centre r in time period t, otherwise 0 
At

pq Equals to 1 if customer zone q is served by retailer p in time period t, otherwise 0  

Continuous variables:  

Kt
lmu Quantity of module u shipped from supplier s to manufacturer m in time period t 

Kt
mnv Quantity of product v transported from manufacturer m to distributor n in time period t 

Kt
npv Quantity of product v transported from distributor n to retailer p in time period t 

Kt
prv Quantity of used and returned product v transported from retailer p to collection centre r in time period t 

Kt
rnv Quantity of refurbished product v transported from collection centre r to distributor n in time period t 

Kt
rmu Quantity of disassembled module u shipped from collection centre r to manufacturer m in time period t 

Kit
rsv Quantity of product v of quality i shipped from collection centre r to disposal centre s in time period t 

Kit
qpv Quantity of used product v of quality i returned to retailer p from customer zone q in time period t 

Kdait
rv Quantity of product v of quality i disassembled at collection centre r in time period t 

Krbt
rv Quantity of product v refurbished at collection centre r in time period t 

Kut
ru Quantity of module u obtained after performing the disassembling operation at the collection centre r in time period t 

Kct
pv Quantity of commercially returned products v at retailer p in time period t 

Krit
pv Quantity of used product v of quality i returned to retailer p in time period t 

Dt
pqv Demand of product v from customer zone q allocated to retailer p in time period t 

Ht
mu Inventory of module u at manufacturing plant m in timer period t 

Ht
nv Inventory of product v at distributor n in timer period t 

Gi
v Incentive price offered for product v of quality i  

Appendix C. Data 

See Table C1-C4. 
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Table C1 
Data related to the parameters of the mathematical model.  

Transportation 
mode 

Fixed 
Cost £ 

Variable Cost 
(£perkm)

Variable Emission 
CO2 (kgperkm)

Weight 

w1 1200  1.20  0.67388 33 
w2 150  0.15  0.02921 50 
w3 3000  3.00  1.40408 19.5  

Table C2 
Unit cost of disassembly and disposal.    

Unit Cost of Function (£ / unit) 

Function Quality V1 V2 V3 

Disassembly i1  2.51 2.09  1.94 
Disassembly i2  3.13 2.61  2.43 
Disposal i3  2.5 2  1.5 
Disposal i4  0.75 0.5  0.25  

Table C3 
Modules requirement for each Product.   

V1 V2 V3 

u1 1 0 0 
u2 2 1 0 
u3 3 3 0 
u4 0 1 3 
u5 0 0 3  

Table C4 
Bounds on incentive price to customers.  

Quality/Product  V1 V V3 

i1 Lower bound 7 5 4  
Upper bound 14 11 9 

i2 Lower bound 5 4 3  
Upper bound 9 7 6 

i3 Lower bound 4 3 3  
Upper bound 7 5 4  
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