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Abstract

Simulation and operation optimization studies on the integrated energy system have received extensive attention recently for its po-

tential in improving energy efficiency and increasing grid integration of renewable energy, where the task of energy flow calculation

serves as a fundamental tool to determine the network states. This paper investigates the models and methods for dynamic energy

flow analysis of two strongly coupled networks in the integrated energy systems — the power grid and the heating network. First,

the complicated coupling mechanisms of power grid and heating network are thoroughly analyzed and classified into four repre-

sentative coupling modes. On this basis, the detailed dynamic energy flow analysis method for each coupling mode is developed.

Second, a refined difference scheme is applied to discretize the partial differential equations describing the long-lasting temperature

dynamics in the heating network. The high-dimensional dicretized model is then solved by a novel decomposition-iteration algo-

rithm. Compared with existing methods, this algorithm avoids deriving the gigantic coefficient matrix of network equations and

can improve the accuracy of energy flow results. Finally, considering the systematical error caused by neglecting the inertial and

adjusting constraints of heat sources, a revision stage is firstly introduced to correct the heat power output of the slack source and

help obtain more accurate energy flow results. Case study shows that the proposed methods take 3.21s to obtain the dynamic en-

ergy flows of a coupled system consisting of a 118-node power grid and eight 35-node district heating networks over a 300-minutes

simulation course, which is qualified to provide support for simulation and optimization related applications in practice.
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1. Introduction

Recently, the wide application of integrated energy systems

(IESs) [1–3] has endowed the studies on combined energy flow

analysis of multi types of coupled energy networks with prac-

tical values. The basic task of energy flow calculation is to

determine the network states with given operation conditions,

including the power outputs at sources, the demands at loads

and the network parameters.

In the IES, power grid (PG) and heating network (HN) are

two widely-deployed energy supply networks. They are usu-

ally coupled through a group of facilities including cogenera-

tion units (CUs), electric boilers (EBs) and heat pumps (HPs)

[4, 5]. For one thing, joint operation of the heat and power

subsystems can provide additional flexibility (e.g. the thermal

inertia of HN and buildings) to enhance grid integration of re-

newable energy generations [6–8]; for another, strong correla-

tion between two subsystems may cause cross-border propaga-

tion of disturbances and faults arising from either one of them

[9, 10]. In view of this, combined energy flow analysis of PG

and HN is needed to obtain the network states and to provide a

basis for system monitoring and security analysis.
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The concept of “energy flow” in IES is an extension of the

“power flow” in power grid. In this paper, the task of combined

energy flow analysis of PG and HN is to obtain: 1) the state

variations of HN (including water temperatures, heat power flows

and mass flow rates in each pipe) during the entire simulation

course, and 2) a series of steady-state power flow points that

describe the state variations of PG in this period (also known as

the “time-series” power flows).

In general, the “quality-regulated” and “quantity-regulated”

modes are two prevailing operation modes adopted in practical

heating systems [11, 12]. The first mode is widely used in the

primary heating network of centralized civil heating systems

due to its stable hydraulic conditions. In this mode, mass flow

rate in each pipe is predetermined and remains unchanged dur-

ing operation while the temperatures of supply water at some

heat sources are adjusted to satisfy the fluctuating heat loads.

The second mode is typically applied in the secondary heating

networks owing to its better regulating capacities. This paper

focuses on the quality-regulated primary side of HN, which di-

rectly couples and interacts with the power grid.

To date, many studies on combined energy flow analysis

of PG and HN have been carried out, with significant contri-

butions achieved in model formulations and solution strategies,

as summarized in Table 1. The time-series alternating current
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Table 1: A review of the studies on combined energy flow analysis of PG and HN.

Reference Model of HN Solution method
Convergence

analysis

Node type

defining of HN

Timescale

match

Coupling

analysis

[11] TD-HL Newton-Raphson technique (I & D) × X × ×

[13] TD-HL Newton algorithm (D) × × × X

[14] TD-HL Gradient descent method (I) × × × ×

[15] TD-HL Newton algorithm (I) X × × ×

[16] TD-HL Individual-based method (D) × × X ×

[17, 18] TD-HL Newton-Raphson technique (I) × X × ×

[19, 20] TD-HL Newton-Raphson technique (I) × × × ×

[21] TD-HL Fixed-point based method (D) X × × ×

[22] TD-HL Newton algorithm (I) X X × ×

[23] TD-HL Graph-based method (D) × × × ×

[24] TD-HL Ring-to-radical reduction technique (D) × × × ×

[25] TD-HL Industrial software integration (D) × × × ×

[10] PDE Sequential simulation (D) × X × ×

[12] PDE Forward-backward iteration (D) X X × ×

[27, 28] redPDE Fourier / Laplace transformation (D) / X × ×

This paper PDE “Decomposition-iteration” method (D) X X X X

(I) / (D): Solving the energy flow models of HN and PG in an integrated / decoupled way.

(AC) power flow model is widely used to approximate the dy-

namic state information of PG, while the adopted energy flow

models of HN are generally divided into two categories: 1) the

simplified algebraic model considering transmission delays and

heat losses of HN [11, 13–26], denoted as TD-HL model; 2) the

detailed model capturing the temperature transients in pipelines

[10, 12, 27, 28], which is described by a group of partial differ-

ential equations (PDEs) derived from the law of energy conser-

vation and can reveal more state information than the former

one.

In this paper, a HN model that only considers the temper-

ature dynamics and ignores the hydraulic transient process is

classified as the ”quasi-dynamic” model in order to distinguish

it from the detailed simulation task that involves both thermal

and hydraulic dynamics [10]. The node method model [29] is

another quasi-dynamic HN model widely used in system op-

timal dispatch [30, 31]. It discretizes the water medium into

small enough elements and computes the pipe outlet tempera-

ture with the history temperatures of all related elements. How-

ever, it omits the temperature wave propagation in the pipe and

can cause temperature wave diffusion and smearing [32], en-

larging the numerical errors in simulation or energy flow cal-

culation. For this consideration, it is usually not adopted for

combined energy flow analysis.

One major challenge of dynamic energy flow analysis of

HE-IES lies in how to devise effective and efficient methods

to solve the combined energy flow models, since the integra-

tion of PG and HN significantly enlarges the network scale and

increases the solution complexity. For the energy flow model

of PG, the Newton algorithm and its variant Newton-Raphson

technique prove to be effective and are widely adopted, which

are also employed in [11, 13, 15, 17–20, 22] to deal with the

TD-HL HN model. The difference lies in that [11] and [13]

take a decoupling strategy to solve the model of HN and PG

separately in each round of iteration while the rest solve the

two models in an integrated way.

Besides, several refined methods have also been proposed

to solve the integrated energy flow models of PG and TD-HL

HN, including the individual-based method [16], the fixed-point

based method [21], the graph-based method [23], the ring-to-

radical reduction technique [24] and the industrial software in-

tegration method [25], all of which are implemented under a

similar decoupling solution framework as devised in [11] and

[13] except the gradient descent iterative method developed in

[14]. All of the above-mentioned methods report some edges

over the traditional Newton’s method.

Since the TD-HL HN model is a simplified approximation

model, some studies have adopted the quasi-dynamic model de-

scribed by PDEs, which is more accurate in capturing tempera-

ture dynamics yet more difficult to be integrated for combined

energy flow analysis. Reference [12] employs the PDE HN

model and proposes an iteration strategy for combined energy

flow analysis, where the PDEs are discretized by the Forward

Difference method and the energy flow model of HN is then

solved with a forward-backward iteration method. However, for

one thing, since the time steps for calculating the dynamic en-

ergy flows of HN and PG are different, timescale mismatch will

appear when the HN and PG exchange information between

one other in the decoupling solution framework. For another,

the node types of coupling facilities determine the given condi-

tions for each energy flow model and will thereby influence the

overall decoupling solution strategy. Both of the above prob-

lems are neglected in [12], so it is with the work in [10] where

the same HN model is adopted but a HN-PG sequential simula-

tion method is developed for combined energy flow analysis.

The difference scheme derived from the Forward Difference

method in [12] is simple and easy to implement, but with a rel-

atively low convergence rate and should satisfy stringent sta-

bility and convergence conditions, which to some extent limits

its applications. Moreover, the discretized energy flow model
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after finite difference contains massive temporally and spatially

correlated variables, making it difficult to be reformulated into

a concise matrix representation of Ax = b. Traditional solu-

tion algorithms including the Jacobi and Gauss-Seidel meth-

ods [33] rely on the explicit form of coefficient matrix A to

construct their iterative calculation schemes and cannot be em-

ployed here.

The above studies handle the HN model with finite differ-

ence method in time domain, while [27, 28, 34] tackle it from

a different perspective — they apply the Fourier and Laplace

transformations to convert the partial derivatives of time into

algebraic terms and the PDEs are thereby transformed into or-

dinary differential equations. Combined energy flow analysis is

then carried out in the domains of frequency and complex fre-

quency. This method could achieve analytical solutions to tem-

perature dynamics, if only the initial and boundary conditions

of HN satisfy the Dirichlet Conditions and can be analytically

expressed [27, 28]. However, such conditions can be hardly

satisfied in some practical scenarios.

Besides, existing studies solve the network equations of HN

to obtain the energy flows directly, in the meantime assuming

the power outputs of heat sources can be adjusted to their set

points as frequently and as quickly as needed. However, this is

not the case in practice. Due to the physical inertial and main-

tenance costs of actuators like valves, the heat source will not

change its power output over-frequently and it also has a ramp

rate limit caused by the inertia of boilers and heat exchangers.

If these adjusting constraints are left out, systematical errors

will arise and the calculated energy flows will inevitably devi-

ate from the real operation states.

By now the research gaps are concluded as: 1) the cou-

pling mechanisms of PG and HN are still not clear. The prob-

lems that how the state variations of two subsystems mutually

affect each other and how to settle the timescale mismatches

occurred in the interactions between PG and HN are either ne-

glected or incompletely discussed in previous studies; 2) the ex-

isting Forward Difference method employs a first-order numer-

ical scheme with a relatively low convergence rate to solve the

quasi-dynamic energy flow model of HN. Its generality is also

limited due to strict stability and convergence requirements; 3)

existing energy flow models fail to capture the adjusting charac-

teristics of heat sources, which causes systematical errors that

inevitably skew the energy flow results away from the real op-

eration states. A more accurate model is desired to calculate

closer-to-reality energy flows.

The motivations of this paper are to bridge the aforemen-

tioned gaps and to provide more generic and accurate tools for

dynamic energy flow analysis of PG and HN. Main contribu-

tions of this paper are summarized as below.

1) The complicated coupling mechanisms of PG and HN

were thoroughly analyzed and classified into four representative

coupling modes. On this basis, the detailed dynamic energy

flow analysis method for each coupling mode was developed,

whereas previous studies either neglected or only covered one

or two coupling modes.

2) A novel decomposition-iteration algorithm was devel-

oped to solve the high-dimensional quasi-dynamic energy flow

model of HN after discretization. Compared with existing meth-

ods, this algorithm avoids deriving the gigantic coefficient ma-

trix of network equations and can improve the stability and ac-

curacy of energy flow results using a refined difference scheme.

3) The quasi-dynamic HN energy flow analysis method was

further developed considering the ramp rate limits and the mini-

mum adjustable interval constraints of heat sources, which con-

siderably reduces the deviation between the calculated energy

flows and the actual network states.

The remainder of this paper is organized as follows. The

energy flow models of PG and HN are presented in Section 2.

The interactions between PG and HN are discussed in Section

3, including a coupling analysis and a data processing method

proposed to handle timescale mismatches. Section 4 expatiates

the methods and algorithm for combined energy flow analysis,

followed by a case study in Section 5. Lastly, the overall work

of this paper and our future research focuses are concluded in

Section 6 and 7.

2. Model Formulation

2.1. Energy Flow Models of HN and PG

The mathematical model for calculating the energy flows

in HN is established based on the law of energy conservation

[12, 35], as formulated in (1).
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(ṁin

n,i · T
in
n,i) = Tn ·

∑

i
ṁin

n,i ∀n ∈ Vi, i ∈ Ein
n

T out
n, j = Tn ∀n ∈ Vi, j ∈ Eout

n

φi = cṁi(T
s
i − T r

i ) ∀i ∈ E ∪ V

(1)

where the first set of equations are PDEs describing how the

water temperature in a pipe changes with time t and spatial co-

ordinate x during transportation, i.e., the dynamic temperature

propagation in each pipe. The second set describes when the

water from multiple branches flows into a junction, what the

temperature of the junction will be after flow mixing. The third

set means that the water flows out of the same junction (into

different branches) should have the same outflow temperature.

The last set links the heat power with the supply and return wa-

ter temperatures at each node.

In (1), Ti denotes the temperature of water in pipe i; T s /

T r denotes the temperature of supply / return water; T a is the

ambient temperature outside the HN; vi / ṁi is the velocity /

mass flow rate of water in pipe i; ṁin
n,i

denotes the mass flow

rate in the ith pipe connected to node n and with water flowing

into it; T in
n,i
/ T out

n, j
denotes the temperature of water at the last /

first spatial segment of the ith / jth pipe connected to node n and

with water flowing into / out of it; φi is the injected or extracted

heat power at node i or heat power flow in pipe i; and t / x is the

independent variable of time / space domain. Parameters c and

Ri denote the specific heat of water and the thermal resistance

of pipe i. E / V / Vi denotes the set of indices of all pipes /

nodes / intermediate nodes in the HN; and E
in
n / E

out
n denotes the
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set of indices of the pipes connected to node n and with water

flowing into / out of it.

Mathematically, computing the energy flows of HN is solv-

ing (1) with a set of given conditions. These conditions include

the system initial states and some information about the net-

work parameters, topology, heat loads and sources. The con-

sumed heat power at each load is an external disturbance to

the HN — usually needs to be given (or predicted) beforehand,

while the given information at heat sources needs to be deter-

mined based on their control modes.

Typically, the heat source is controlled under two indepen-

dent modes based on whether it is involved in the task of heat

regulation, i.e., whether it will adjust its heat power output to

mitigate the system net power imbalance. If the heat source

participates in the heat regulation, its power output will be ad-

justed to maintain the temperature of its supply water at the

given values (usually follow the regulating curve of the climate

compensator [36]), by means of increasing or decreasing the

amount of steam extracted from turbines or boilers. If not, the

heat power output will be preset and the temperature of supply

water shall change with that of its return water.

To sum up, with the entire simulation process divided into

a group of periods that constitute the set of T, given conditions

for calculating the quasi-dynamic energy flows in HN include:

1) Heat power output at each fixed-output source φi,t(i ∈ V
s-f, t ∈

T).

2) Temperature of the supply water at each adjustable-output

source T s
i,t

(i ∈ Vs-a, t ∈ T).

3) Mass flow rate in each pipe ṁi,t(i ∈ E, t ∈ T).

4) Heat power consumption at each load φ j,t( j ∈ Vl, t ∈ T).

5) Initial temperature distribution of the HN Ti,0(i ∈ E).

6) Topological and physical parameters of the HN.

The task of energy flow analysis is solving (1) with the above

known information to obtain the following outputs:

1) Temperature of the supply water at each fixed-output source

T s
i,t

(i ∈ Vs-f, t ∈ T).

2) Heat power output at each adjustable-output source φi,t(i ∈

V
s-a, t ∈ T).

3) Temperature distribution of both supply and return water

networks Ti,t(i ∈ E, t ∈ T).

Compared with the slow dynamic process of heat and mass

transfer in HN (typically lasting for hours), the dynamic pro-

cesses in power grid (including the electromagnetic and elec-

tromechanical transients) are too short to be considered. There-

fore, the time-series AC power flow model [37] is adopted to

describe the quasi-dynamic state variations in PG. The active

power balance equation should hold for all PV and PQ buses,

while the reactive power balance equation should hold for all

PQ buses, as formulated in (2) and (3).

Pbus
i,t (U, θ) + Pd

i,t − P
g

i,t
= 0 ∀i ∈ Ipv ∪ I

pq, t ∈ T (2)

Qbus
j,t (U, θ) + Qd

j,t − Q
g

j,t
= 0 ∀ j ∈ Ipq, t ∈ T (3)

where P / Q denotes the active / reactive power; and U / θ de-

notes the voltage magnitude and angle phase. Superscript bus /

d / g represents the power injections at bus / demand / generator;

and pv / pq represents the PV / PQ bus.

2.2. Models of the Coupling Facilities

The PG and HN are interconnected via a group of coupling

facilities including the back-pressure / extraction-condensing

cogeneration units, electric boilers and heat pumps, the mod-

els of which are expressed in (4) – (7).

φ
bp
t = P

bp
t · η

bp ∀t ∈ T (4)

Zt =
φec

t − φ
ec
0

Pec
0
− Pec

t

∀t ∈ T (5)

φeb
t = Peb

t · η
eb ∀t ∈ T (6)

φ
hp
t = P

hp
t · COPhp ∀t ∈ T (7)

where superscript bp / ec / eb / hp denotes the back-pressure

unit / extraction-condensing unit / electric boiler / heat pump.

Parameter ηbp / ηeb / COPhp denotes the heat-to-power ratio /

power-to-heat conversion efficiency / coefficient of performance;

Zt is the Z ratio quantifying the increased heat recovery and re-

duced electric power output of a cogeneration unit operated un-

der the partially condensing scheme [38, 39]. φec
0
/ Pec

0
denotes

the heat / electric power output of the reference operating point.

2.3. Node Type Classification

In power flow calculation, buses in the power grid are clas-

sified as the PV , PQ and Vθ types, based on the known infor-

mation at each of them. Similarly, nodes in the heating network

can also be classified into several types. Table 2 summarizes

the node types of entities in both PG and HN.

Table 2: Node type classification in the PG and HN [12].

Entity Category Bus Type (PG) Node Type (HN)

Generator ES PV/PQ/Vθ /

TS ES PV/PQ/Vθ /

Tie-line ES PV/PQ/Vθ /

Wind Farm ES PV/PQ /

PV Station ES PV/PQ /

Electric Load EL PQ /

Cogen. Unit ES/HS PV/PQ/Vθ mT s/mφ

Heat Pump EL/HS PQ mT s/mφ

Electric Boiler EL/HS PQ mφ

Coal/Gas Boiler HS / mT s/mφ

Heat Load HL / mφ

Abbreviations — ES: Electric Source; TS: Transformer Substation; PV:

Photo-Voltaic; EL: Electric Load; HS: Heat Source; HL: Heat Load.

In the HN, heat power output at the mT s node can be ad-

justed to meet the fluctuating loads and mitigate system net heat

power imbalance. In this sense, the mT s node plays a similar

role as the slack bus does in the PG, so it can be viewed as the

“slack node” of the HN.

It is noteworthy that one type of bus or node might change

to another when the operation constraints of these entities are

violated. Case in point, the PV bus in the PG will change to the

PQ one when the injected reactive power Q exceeds its limits

(Q < Qmin or Q > Qmax) — Q has to be fixed at its lower or

upper bound. Similarly, in the HN, the heat source classified as
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Figure 1: Diagram of how the information hub processes and exchanges data.

the mT s node will change to the mφ one when more or less heat

power than it could offer is required to maintain its temperatures

of supply water at the set points.

3. Interactions Between the HN and PG

Basically, there are two ways for combined energy flow

analysis: 1) combine the energy flow models of two subnet-

works and solve them as a whole; 2) decouple the PG and HN

at the coupling facilities and solve each model individually with

some information exchanged between one another. The later

avoids the challenge of solving large-scale heterogeneous net-

work equations and is thereby adopted in this paper.

3.1. Matching Different Timescales

To ensure an efficient and privacy-preserving way of in-

formation exchange between the power grid operator (PGO)

and the heating network operator (HNO), an independent en-

tity called the information hub (IH) [21] is introduced. Main

functions of the IH can be summarized as follows.

1) Process the received data to meet the timescale requirements

of its receiver (HNO or PGO). Details of the data processing

method will be presented in the follow-up.

2) Protect the privacy of each subnetwork through revealing

only necessary state information to its counterpart. The ex-

changed information is determined by the coupling modes

of PG and HN, which will be expatiated in Section 3.2.

In practical systems, the intervals for calculating the energy

flows of PG and HN are usually different, causing timescale

mismatches in the state information exchanged between PGO

and HNO. To overcome this, a sampling method is proposed

(and implemented by the IH) to process the received data be-

fore it is forwarded to its receiver. As is illustrated in Figure 1,

the data received from the IH’s sender is denoted as datar
1

(if

received from the HNO) or datar
2

(if received from the PGO),

which is a set of temporally discrete data points with a fixed

interval τr, as formulated in (8).

datar =
{

ϕt | t = n · τr, n = 0, 1, 2, · · ·
}

(8)

where τr is the energy flow calculation interval of the IH’s sender;

and ϕt is the power injections at coupling facilities.

The first step to process the received data {ϕt} from one sub-

network is to transform it into the state information (denoted as

E
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Figure 2: Diagram of how the information hub processes and exchanges data.

{ζt}) of the other, based on the models of coupling facilities (see

Section 2.2). For example, if {ϕt} is the heat power output of a

heat pump from the HNO, {ζt} would be its electric power input

calculated through (7). The relationship between {ϕt} and {ζt}

are generally described by a mapping function f in (9).

mapping f : {ϕt} → {ζt} , t = n · τr, n = 0, 1, 2, · · · (9)

The second step is to transform the discrete data set {ζt} into

a continuous staircase function ζ(t) through (10).

ζ(t) = ζnτr , t ∈ [nτr, (n + 1)τr), n = 0, 1, 2, · · · (10)

This step yields an intermediate data set for further processing:

datai = {ζ(t)| t ∈ [0,+∞)} (11)

The last step is to get the desired data set (to be sent to

the IH’s receiver) through sampling on datai at a regular time

interval of τs, which is denoted as datas in (12).

datas =
{

ζ(t)| t = n · τs, n = 0, 1, 2, · · ·
}

(12)

where τs is the calculation interval of the IH’s receiver.

The procedures of how the received datar is transformed

into datai, and then processed to datas are illustrated by two

examples in Figure 2, which correspond to the scenario of τr ≤

τs and τr ≥ τs, respectively.
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3.2. Coupling Modes of the PG and HN

Based on the node and bus types of the coupling facilities,

four modes can be defined to describe the different coupling

relationship between PG and HN:

• Mode #1: none of the cogeneration unit serves as the

slack bus of PG, and none of the cogeneration unit or

heat pump serves as the slack node of HN.

• Mode #2: none of the cogeneration unit serves as the

slack bus of PG, and at least one cogeneration unit or

heat pump serves as the slack node of HN.

• Mode #3: one cogeneration unit serves as the slack bus

of PG, and none of the cogeneration unit or heat pump

serves as the slack node of HN.

• Mode #4: one cogeneration unit serves as the slack bus

of PG, and another cogeneration unit or heat pump serves

as the slack node of HN.

In mode #1, since none of the coupling facilities serves as

the slack node of HN or the slack bus of PG, the heat power out-

puts φs
i,t

and the active electric power inputs (or outputs) Ps
i,t

of

these coupling facilities are all given inputs to the energy flow

models, as illustrated in Figure 3(a). This means the HN and

PG are already decoupled — the HNO and PGO need not ex-

change any information for combined energy flow analysis, and

the network states of the entire system can be obtained through

solving each energy flow model separately.

In mode #2, coupling facilities do not serve as the slack bus

of PG, so they will be the PV or PQ one. This means their ac-

tive electric power inputs (or outputs) are given conditions to

the energy flow model of PG. However, since one of the cogen-

eration unit or heat pump serves as the slack node of HN, its

heat power output φr
i,t

needs to be first determined by solving

the energy flow model of HN so that its coupled electric power

output (or input) Ps
i,t

could then be derived based on (4), (5) or

(7), with which as a given input the energy flow model of PG

could be subsequently solved. As depicted in Figure 3(b), the

general procedures for combined energy flow analysis in this

mode are: ① solve the energy flow model of HN to get the heat

power output of the coupling facility that serves as the slack

node; ② get the coupled active electric power output (or input)

of this slack-node facility through its operation model; ③ solve

the energy flow model of PG and output all the network states.

The whole computing process is abbreviated as: HN → Cou-

pling Facilities→ PG.

The situation in mode #3 is just the opposite of that in mode

#2. The active electric power output Pr
i,t

of the cogeneration

unit serving as the slack bus of PG needs to be first determined

by solving the energy flow model of PG. On this basis, the

heat power output φs
i,t

of this slack-bus facility could be derived

through (4) or (5), with which the energy flow model of HN

can be subsequently solved. As illustrated in Figure 3(c), the

process of combined energy flow analysis in this mode can be

abbreviated as: PG→ Coupling Facilities→ HN.

Things get more complicated in mode #4 where the slack

node of HN and the slack bus of PG are two different coupling

HNO

(a)

PGO

Coupling Facilities

Information Hub

Cogen. UnitHP EB

HNO

(b)

PGO

Slack Node of HN

Information Hub

Cogen. Unit HP

HNO

(c)

PGO

Slack Bus of PG

Information Hub

Cogen. Unit

2 2

1 2

1 3 13

2

54 8

32 6 7
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P
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A

f P 

Figure 3: Interactions between the PG and HN in coupling mode #1 to #4. (a)

Mode #1. (b) Mode #2. (c) Mode #3. (d) Mode #4.

facilities. In this mode, solving any one of the energy flow mod-

els requires part of the results of the other as given inputs. Both

models of HN and PG cannot be solved separately or in se-

quence as presented in other modes. To tackle this problem,

an iterative strategy is proposed. For the convenience of narra-

tion, let A and B denote the coupling facility serving as the slack

node of HN and the slack bus of PG, respectively. As illustrated

in Figure 3(d), the detailed procedures are: ① assume the initial

value of PB as P
(0)

B
; ② get φ

(0)

B
through the operation model of

B, i.e. the equation presented in (4) or (5); ③ solve the energy

flow model of HN to get the heat power output of the slack node

φ
(0)

A
; ④ get P

(0)

A
through the operation model of A; ⑤ solve the

energy flow model of PG to get the active electric power output

of the slack bus P
(0)′

B
. If
∣

∣

∣

∣

P
(0)′

B
− P

(0)

B

∣

∣

∣

∣

is less than the permit-

ted error, terminate this iterative process and output the energy

flow results; otherwise correct P
(1)

B
with the value of P

(0)′

B
and

go to step ② to calculate φ
(1)

B
, φ

(1)

A
, P

(1)

A
, and so forth. The whole

process can be abbreviated as: Coupling Facility B(0) → HN(0)

→ Coupling Facility A(0) → PG(0) → Coupling Facility B(1) →

HN(1) → Coupling Facility A(1) → PG(1) → · · · .

It should be noted that in coupling mode #3 or #4, there is a

cogeneration unit acting as the slack bus of PG. Since the heat

and electric power outputs of a cogeneration unit are tightly

correlated, its adjusting capacity as a slack-bus facility in PG

can be highly influenced by its heat power output, posing tight

limits on system operation. Therefore, coupling modes #3 or

#4 are not recommended in practical systems.
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4. Solution Method

4.1. Dealing With the PDEs

Mathematically, the energy flow model of HN in (1) is a

hybrid system of PDEs and AEs. The basic solution strategy

adopted here is to convert the part of PDEs (as presented in

(13)) into AEs based on the finite difference method. By doing

so, the energy flow model of HN can be transformed into a set

of high-dimensional AEs, which is much easier to be solved in

a standardized fashion.

∂T j

∂t
+ v j

∂T j

∂x
+

v j(T j − T a)

ṁ jcR j

= 0 ( j = 1, 2, · · · ,Np) (13)

where j is the index of pipeline; Np is the total number of

pipelines, both the supply and return water pipelines included.

Let τ and h denote the temporal and spatial difference step

size of each pipeline. For any pipeline j( j ∈ E), substitute

the temperature T j and its partial derivatives in (13) with the

following difference quotients [35, 40]:



















































∂T j

∂t
=

1

2τ
(T k+1

j,i−1 − T k
j,i−1 + T k+1

j,i − T k
j,i) + O(τ2)

∂T j

∂x
=

1

2h
(T k

j,i − T k
j,i−1 + T k+1

j,i − T k+1
j,i−1) + O(h2)

T j =
1

4
(T k

j,i−1 + T k
j,i + T k+1

j,i−1 + T k+1
j,i ) + O(h2 + τ2)

(14)

where i and k denote the index of spatial and temporal differ-

ence layers, respectively. With some reorganization work we

can get a specific difference scheme for approximating the nu-

merical solutions of the PDEs:

T k+1
j,i = ̟1, j · T

k
j,i−1 +̟2, j · T

k+1
j,i−1 +̟3, j · T

k
j,i +̟4, j · T

a,k

(i = 1, 2, · · ·M j; k = 0, 1, · · · ,N j − 1; j = 1, 2, · · · ,Np)

(15)

where M j and N j represent the number of the total discretized

steps in space and time for the jth pipeline; ̟1, j, ̟2, j, ̟3, j and

̟4, j are four parameters of the jth pipeline that are defined for

simplified representation, as formulated below:

̟1, j =

1 +
v jτ

h
−

v jτ

2ṁ jcR j

1 +
v jτ

h
+

v jτ

2ṁ jcR j

, ̟2, j =

v jτ

h
− 1 −

v jτ

2ṁ jcR j

1 +
v jτ

h
+

v jτ

2ṁ jcR j

̟3, j =

1 −
v jτ

h
−

v jτ

2ṁ jcR j

1 +
v jτ

h
+

v jτ

2ṁ jcR j

, ̟4, j =

4 ×
v jτ

2ṁ jcR j

1 +
v jτ

h
+

v jτ

2ṁ jcR j

(16)

Through the discretization in both space and time, the dif-

ference scheme in (15) can obtain the temperature dynamics in

each pipeline layer by layer. As is shown in Figure 4, the tem-

perature of water at the ith space layer, (k+1)th time layer can be

calculated with a linear combination of the water temperatures

at some other space and time layers (i.e. T k
i−1

, T k+1
i−1

and T k
i
),

plus the ambient temperature at the kth time layer T a,k.

Here we have two more remarks on the difference scheme

developed in (15). First, it is a system of AEs containing the

t
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Figure 4: Computing process of the difference scheme listed in (15).

number of
∑Np

j=1 (M j · N j) equations — its dimension could be

terribly large if small h and τ are used, and solving it might

require a considerable level of computing power and memory.

Second, this scheme has a good performance in numerical cal-

culation — it can always obtain the stable and convergent nu-

merical results for any selected h and τ, i.e., unconditionally

stable and convergent. Also, the computing error of it is well

limited within the second order infinitesimals of the selected h

and τ (i.e. O(h2 + τ2)), which is lower than the node method

model and the difference scheme developed by the Euler For-

mula in [12]. Detailed proof of these properties can be referred

to from our previous work [35].

4.2. Selecting the calculating intervals for HN

The temporal interval τ for calculating the energy flow in

the heating network generally depends on two factors: 1) the

accuracy requirements of the energy flow analysis task; 2) the

computation time limits that mainly affected by the network

size, the overall simulation time, and the available computing

resources. Choosing the interval τ is actually finding a trade-off

between the two conflicting requirements mentioned above.

From a practical application point of view, we can start by

choosing a commonly-used interval between 1 minute and 10

minutes. If the computation time limits are violated, try a larger

interval until they are satisfied. Otherwise, try a smaller one un-

til the computation time limits are violated. The selected tem-

poral interval should be no smaller than this critical value.

As for the spatial interval h, it is recommended to be de-

termined by (17) so as to avoid the dispersion and dissipation

errors caused by finite difference [41].

h = v · τ (17)

The selected spatial interval h can be different for each pipe.

If the flow velocity v in each pipe does not differ much, a uni-

form spatial interval for all pipes is preferable as it can simplify

the overall calculation process.
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Figure 5: A comparison between the calculated φi and the updated φ∗
i
.

4.3. Modifying the Energy Flow Results of HN

From Section 2.1, we know that the heat power output at

each adjustable-output source φi,t(i ∈ V
s-a, t ∈ T) can be ob-

tained by solving (1). Since the temporal step size τ for calcu-

lating the water temperatures needs to be small enough (could

be several tens of seconds) to ensure a low level of comput-

ing error, φi,t will accordingly change every tens of seconds as

it is calculated with the same interval of τ in the finite differ-

ence method. Nevertheless, due to the physical constraints and

maintenance costs of actuators like valves, the heat source can-

not change its power output so frequently, and the inertial of

boilers and heat exchangers would further impose a ramp rate

limit for it. In this sense, the energy flow results obtained from

Section 2.1 is actually the “ideal” operation states of HN, with

a certain deviation from its actual states.

To characterize the adjusting constraints of heat sources, the

ramp rate limit and the minimum adjustable interval of each

source τmin,i(i ∈ V
s) are introduced, based on which, two main

modifications are further implemented on the energy flow re-

sults obtained from Section 2.1, aiming to get closer-to-reality

network states.

First, for each adjustable-output heat source, its heat power

output φi should be reset as fixed ones (denoted as φ∗
i
) within an

adjustment interval. This ensures the actuators of each source

to be adjusted only at some certain time points (named the

scheduling time points). A sketch of the comparison between

the calculated φi from Section 2.1 and the updated φ∗
i

is illus-

trated in Figure 5, where τ∗
i

represents the adjustment interval

of this heat source (τ∗
i
≥ τmin,i).

As discussed in Section 2.1, these adjustable-output sources

are classified as the mT s nodes in HN. This means the temper-

ature of supply water at each one of them T s
i
(i ∈ V

s-a) should

be maintained at their set points, through the way of adjusting

its heat power output φi. However, since φi cannot be adjusted

as frequently as required, T s
i

cannot be kept as it should be. To

reduce the deviation between T s
i

and their set points, the arith-

metic average of the calculated φi from Section 2.1 within an

adjustment interval τ∗
i

is used as the updated fixed power out-

put φ∗
i
, as expressed in (18).

φ∗ik =
1

τ∗
i

∫ kτ∗
i

(k−1)τ∗
i

φik(t) · dt ∀k ∈ T
adj

i
, i ∈ Vs-a (18)

where T
adj

i
is the set of indices of all adjustment intervals.

At each scheduling time point, the power output of a heat

source cannot increase or decrease too much compared with

that at its former time point, as formulated below.

Rdown ≤ φ∗i(k+1) − φ
∗
ik ≤ Rup, ∀k, k + 1 ∈ Tadj, i ∈ Vs-a (19)

where Rdown and Rup are the ramp down and up limits of a

heat source, respectively. If the constraints in (19) are violated,

φ∗
i(k+1)

should be fixed at
(

φ∗
ik
+ Rdown

)

or
(

φ∗
ik
+ Rup

)

.

Second, once the heat power outputs of those adjustable-

output sources are updated according to (18) and (19), the given

information at them turns to be the mass flow rate ṁi,t and the

updated heat power output φ∗
i,t

. This means the node type of

these sources changes from the mT s node to the mφ one. There-

fore, a revision stage is proposed to modify the preliminary en-

ergy flow results obtained from Section 2.1.

In this stage, the heat power outputs of all heat sources are

fixed, and the given conditions for energy flow analysis are:

1) Heat power output at each source φi,t(i ∈ V
s, t ∈ T).

2) Mass flow rate in each pipe ṁi,t(i ∈ E, t ∈ T).

3) Heat power consumption at each load φ j,t( j ∈ Vl, t ∈ T).

4) Initial temperature distribution of the HN Ti,0(i ∈ E).

5) Topological and physical parameters of the HN.

The target in this stage is to obtain the temperature distribution

of both supply and return water networks Ti,t(i ∈ E, t ∈ T)

through re-solving the energy flow model of HN in (1).

4.4. The Decomposition-Iteration Algorithm

Overall, computing the energy flows in HN is formulated as

a two-stage problem: in Stage I, (1) is solved to get the prelim-

inary energy flows; in Stage II, the heat power output of each

adjustable-output source φ j,t obtained from Stage I is updated

as φ∗
j,t

through (18) and (19), and the energy flow model is re-

solved to get the final modified results. The “decomposition-

iteration” algorithm is implemented in both stages.

The discretized energy flow model of HN is a system of

massive linear AEs. Traditional methods including the Jacobi

and Gauss-Seidel iterative strategies solve the linear AEs (with

the standard form of Ax = b) by constructing a certain iterative

calculation scheme x
(k+1) = Cx

(k) + d. However, in practical

HN, the dimension of variable vector x is super large after dis-

cretization and most of the variables are highly correlated in

both space and time due to finite difference, which bring about

great difficulty in obtaining the coefficient matrix A and refor-

mulating the original model into the standard form of Ax = b.

This means the aforementioned traditional methods that rely on

the explicit expression of matrix A to construct their iterative

calculation schemes do not apply here.
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In view of this, we hope to develop a solution method that

does not rely its iterative strategies on matrix A. This idea in-

spires the formulation of the “decomposition-iteration” algo-

rithm, which includes two basic steps.

Step 1: decompose the original problem of Ax = b into

several sub-problems expressed as below.

x
(k)

2
= C1 · x

(k)

1
+ d1

x
(k)

3
= C2 · x

(k)

2
+ d2

· · ·

x
(k)
n = Cn−1 · x

(k)

n−1
+ dn−1

x
(k+1)

1
= Cn · x

(k)
n + dn

, k = 0, 1, · · · (20)

where xi (i = 1, 2, · · · , n) are the reconstructed variable vec-

tors from x; C1, C2, · · · , Cn are constant coefficient matrices;

d1, d2, · · · , dn are constant vectors; k denotes the index of each

round of iterative calculation.

In this way, matrix A is broken up into a group of smaller

scale coefficient matrices Ci (i = 1, 2, · · · , n), and we no longer

need the explicit form of A to solve the original problem.

Step 2: Assume the initial value of x1 to be x
(0)

1
, and solve

all the sub-problems in (20) iteratively until a convergent solu-

tion to x1 is obtained. The rest variables xi (i = 2, 3, · · · , n) and

x can be further derived.

As we can see, one of the key points of this algorithm is to

properly select the starting variable vector x1 to start the com-

puting process. To the best, we hope the solution of x1 is easy

to pre-estimate and can be used to compute xi (i = 2, 3, · · · , n)

in the simplest way as possible. In the case of solving (1)

specifically, the temperatures of supply water at all fixed-output

sources T s
j,t

( j ∈ V
s-f, t ∈ T) are selected to constitute x1 out of

the following considerations: first, T s
j,t

will not deviate much

from their design values when operated in the off-design con-

ditions. In most cases, simply with these design values as an

initial guess of x1, convergent results can be obtained; second,

the process of computing xi (i = 2, 3, · · · , n) and updating x1

only involves simple operations on some small-scale matrices,

as presented in Algorithm 1: computing x
(k)

i
(i = 2, 3, · · · , n)

corresponds to Step 4 to 6 and 15 to 17 in both stages while

updating x
(k+1)

1
corresponds to Step 7 and 18. This means the

workload in each round of iteration is moderate, which also fa-

cilitates the fast solution to the entire model.

The detailed procedures of the developed algorithm in solv-

ing the energy flow models of HN in both Stage I and II are

presented in Algorithm 1. In each stage, the original energy

flow model is divided into four sub-problems:

1) Compute the temperature distribution of supply water net-

work using the supply water temperatures at heat sources.

2) Compute the return water temperatures at all load nodes us-

ing the consumed heat power and supply water temperatures

at them.

3) Compute the temperature distribution of return water net-

work using the return water temperatures at all load nodes.

4) Update the supply water temperatures at heat sources using

the generated heat power and return water temperatures at

them.

Algorithm 1: The “decomposition-iteration” method

1 Initialization: t ∈ T, input φi,t(i ∈ V
s-f), T s

i,t
(i ∈ Vs-a),

ṁi,t(i ∈ E), φ j,t( j ∈ Vl), Ti,0(i ∈ E) and network parameters.

*** Stage I: compute the preliminary energy flows in HN.

begin

2 Define the convergence tolerance err1, the number of

iterations k = 0, and the convergence marker f lag = 0;

make an initial guess of T s
j,t

as T
s(0)

j,t
( j ∈ Vs-f).

3 while f lag = 0 do

4 Compute the temperature distribution of supply

water network T
s(k)

j,t
( j ∈ Es) according to (A.1).

5 Compute the temperature of return water at each

load T
r(k)

j,t
( j ∈ Vl) according to (A.2).

6 Compute the temperature distribution of return water

network T
s(k)

j,t
( j ∈ Er) according to (A.3).

7 Compute the updated values of the guessed varables

T
s(k)

j,t
as T

s(k+1)

j,t
( j ∈ Vs-f) according to (A.4).

8 if max
j∈Vs−f ,t∈T

∣

∣

∣

∣

T
s(k+1)

j,t
− T

s(k)

j,t

∣

∣

∣

∣

≤ err1 then

9 f lag = 1.

10 k = k + 1.

11 Output the preliminary energy flows: T s
j,t

( j ∈ Vs-f),

φ j,t( j ∈ Vs-a) and T j,t( j ∈ E).

*** Stage II: modify the preliminary energy flow results of HN.

begin

12 Update φ j,t obtained from Stage I as φ∗
j,t( j ∈ Vs-a)

according to (18) and (19).

13 Define the convergence tolerance err2, the number of

iterations k = 0, and the convergence marker f lag = 0;

make an initial guess of T s
j,t

as T
s(0)

j,t
( j ∈ Vs).

14 while f lag = 0 do

15 Step 4.

16 Step 5.

17 Step 6.

18 Compute the updated values of the guessed varables

T
s(k)

j,t
as T

s(k+1)

j,t
( j ∈ Vs) according to (A.5).

19 if max
j∈Vs ,t∈T

∣

∣

∣

∣

T
s(k+1)

j,t
− T

s(k)

j,t

∣

∣

∣

∣

≤ err2 then

20 f lag = 1.

21 k = k + 1.

22 Output the modified energy flows: T j,t( j ∈ E).

By iteratively solving these sub-problems until the maximal

difference between the two latest updated supply water temper-

atures decreases to within their convergence tolerances, we are

able to get the final solutions to the original energy flow model.

Moreover, the convergence of this algorithm relies on the

properties of coefficient matrices Ci (i = 1, 2, · · · , n), which are

directly influenced by the network topology, the parameters of

pipes, and the difference step sizes. Detailed convergence anal-

ysis is presented in [42], where the necessary and sufficient con-

vergence condition for this algorithm is given.

9
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System description:

- Power grid: 118 buses, 186 branches, 54 generators, 2 wind farms

- Heating network: 280 nodes, 280 pipes, 8 non-electric boilers

- Coupling facilities: 4 cogeneration units, 4 regenerative electric boilers 

Figure 6: Schematic diagram of the test system.

5. Case Study

5.1. Test System Description

The test system consists of a modified IEEE 118-bus elec-

tric subsystem [43] and a 280-node heating subsystem, as illus-

trated in Figure 6. The heating subsystem is composed of eight

35-node heating subnetworks presented in [11]. The PG and 8

HNs are coupled via 4 back-pressure cogeneration units at bus

10, 25, 49, 65, and 4 regenerative electric boilers at bus 11, 15,

59 and 90. The coal-fired generator connected to bus 69 serves

as the slack bus of PG.

In each HN, 3 heat sources co-supply hot water for the 21

aggregated residential loads dispersed in 5 areas [11], all op-

erated under the quality-regulated mode. Among the 3 heat

sources, Source 2 is the coupling facility linking electric and

heat subsystems, while Source 1 and 3 are pure heating facili-

ties — coal or gas boilers. More specifically, in the first heat-

ing network (denoted as HN1 in Figure 6), Source 2 is a back-

pressure cogeneration unit and serves as the slack node (mT s

node). As for HN2 to HN8, Source 2 serves as the mφ node,

while either of Source 1 or 3 serves as the slack node.

The overall simulation time is set to be 300 minutes, and the

difference steps τ and h are selected as 1 minute and 90 meters

for each pipe. The adjusting interval of each heat source in

Stage II (τ∗) is set to be 20 minutes, and the heat loads change

every 10 minutes. The fluctuating rate of electric loads and the

calculation interval of power flows in PG (τPG) are both set to

be 5 minutes. More details about the parameters of facilities,

networks and loads can be found in [44]. Energy flow model of

HN is solved by the decomposition-iteration algorithm, while

that of PG is solved by MATPOWER 7.1 [45]. All tests are run

in MATLAB R2021a on a computer with Intel(R) Core(TM)

i7-4790 CPU @3.60 GHz and 24.0 GB memory.

5.2. Energy Flow Results of the HN

The proposed energy flow calculation method applies to all

8 heating subsystems (from HN1 to HN8) in Figure 6. As a

typical example, we present and discuss the energy flow results

of HN1 in this part.

First of all, part of the known conditions for energy flow

analysis are given in Figure 7(a)-(c), including 1) the consumed

heat power at each load node that is set to fluctuate every 10

minutes in a sinusoidal trend, as shown in Figure 7(a); 2) the

heat power outputs of Source 1 and 3 that change every 20 min-

utes, as shown in Figure 7(b); and 3) the temperature of sup-

ply water at the adjustable-output source (i.e. Source 2) that is

fixed to be 110 ◦C, as illustrated by the dashed purple line in

Figure 7(c). Besides, the mass flow rate in each pipe and the

initial temperature distribution of the HN can be found in [44].

The heat power output of Source 2 (the slack node) is il-

lustrated by the orange line in Figure 7(b), along with the total

supplied and demand heat power. When the total demand heat
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7: Energy Flow Results of the HN: (a): Consumed heat power at each load node. (b): Generated heat power at each source and system total supplied and

demand heat power. (c)-(d): Temperatures of the supply water at heat sources and some intermediate nodes. (e)-(f): Temperatures of the return water at some load

nodes and intermediate nodes. (g): Comparison of the heat power output of Source 2 between two stages. (h): Comparison of the supply water temperatures at N25

between two stages.

power increases or decreases, the heat power output of Source

2 will change accordingly to offset the system net power imbal-

ance. Consequently, the temperature of return water at Source 2

will fluctuate in the opposite trends after a certain time of trans-

mission delay, as illustrated by the dark-red line in Figure 7(f).

Further, to maintain its supply water temperatures at the set

points, Source 2 will adjust its power output based on the mon-

itored return water temperatures. This is the basic regulation

rule of the slack-node source, which also accounts for the fact

that the response of heat source is always one step behind the

change of load, as illustrated in Figure 7(b) — the total sup-

plied curve lags slightly behind the total demand. Besides, the

mismatch between the total supplied and demand heat power

is caused by the transmission heat loss and the “heat-storage”

capacity of the HN.

The temperatures of supply water at two fixed-output sources

are illustrated by the blue and yellow lines in Figure 7(c). The

variation trends of them are co-determined by their heat power

outputs and return water temperatures, as can be inferred from

(A.4). Since the heat power outputs of Source 1 and 3 fluctuate

in the same trend and magnitude, the variations of their supply

water temperatures will be determined only by the changing

trends of the return water temperatures, which are illustrated

by the blue and magenta bold lines in Figure 7(f). As we can

see, the return water temperatures at Source 1 and 3 share a

similar variation trend in most time except for in the periods

of 210-230min and 275-290min, so the blue and yellow lines

in Figure 7(c) also changes in a similar trend except when they

are in the above two periods. when the total supply is more than

the total demand, part of the system surplus heat will be used

to make up for the heat loss occurred in the delivery process,

and the rest will be stored in the HN through elevating the wa-

ter temperatures. By contrast, when the total supply is less than

the total demand, the transmission heat loss and the deficit heat

at loads will be compensated by the pre-stored heat in the HN,

by means of lowering the water temperatures.

From here we see that the features of transmission delay

and heat storage capacity in the HN are quite different from

those in the PG, which can actually be used to accommodate

the instant imbalanced electric power in the PG. Case in point,

when the generated electric power far outweighs the electric

demand, some of the renewable electric power can be converted

into heat through electric boiler or heat pump and stored in the

HN to reduce wind or solar power curtailment.

The temperatures of supply water at 5 intermediate nodes

(i.e. N2, N7, N12, N16 and N25), each selected from one of the

5 load areas, are shown in Figure 7(d). The temperature profile

at each one of the 5 nodes is determined, either individually or

collectively, by the supply water temperatures of 3 sources. To

be specific, the temperature profile at N2 is solely determined

by Source 1, while that at N7 is jointly determined by Source 1

and 2, that at N12 is determined by Source 1 and 3, and those at

N16 and N25 are determined by 3 Sources collectively. For N7,

the variation trend of its supply water temperature is dominated

by Source 1 since Source 2 fixes its temperature of supply water

at 110◦C. For N12, N16 and N25, the dominating source turns

to be Source 3 as it is geographically closer to them. Besides,

as displayed in Figure 7(d), the time delays in these tempera-

ture profiles are caused by the transmission distances away from

their dominating sources. This is why the supply water temper-

ature curve at N12 experiences the least time delay (leads all

others), while the curve at N16 has the most time delay and
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lags behind all. Therefore, the transmission delay of a certain

node can be roughly determined as the time that it takes for the

water mass to flow from its dominating source to this very node.

The temperatures of return water at some load nodes and

some other intermediate nodes are displayed in Figure 7(e) and

(f), respectively. Temperature profiles at load nodes are mainly

affected by the variation trends of their heat power demands,

and they are in fact inversely correlated — when the heat power

demands rise, the temperatures of return water will fall to re-

lease more heat, and vice versa. Temperature profiles at those

intermediate nodes shown in Figure 7(f) are co-determined by

multiple factors, among which the temperatures of return wa-

ter at some load nodes play a dominant role. The temperatures

of return water at those nodes can be obtained through impos-

ing the effects of transmission delay, heat loss and nodal fusion

on the return water temperatures at their relevant load nodes.

Therefore, the temperature curves at intermediate nodes share

a similar variation trend with those at their relevant load nodes.

From a broader view, in the whole simulation process, the tem-

peratures of supply and return water in the HN operate near

the design condition (110-70◦C), as shown in Figure 7(c) to (f),

which in a way shows the effectiveness of the slack source in

maintaining the normal operation conditions of HN.

As discussed in Section 4.3, the heat power output at the

slack node needs to be redetermined through (5) in Stage II.

Comparison of the heat power outputs at Source 2 before and

after modification is shown in Figure 7(g), where both curves

share a similar sinusoidal variation trend. The only difference

lies in that the pre-modified curve changes every 1 minute and

thus appears more smooth while the modified one changes ev-

ery 20 minutes. The supply water temperature curves at Source

2 in Stage I and II are comparatively presented by the dashed

purple and yellow lines in Figure 7(c). Since the heat power

output at Source 2 is predetermined and will remain unchanged

in Stage II, its node type changes from the mT s node to the mφ

one, and its temperature of supply water will vary with that of

the return water, instead of as being kept at 110◦C in Stage I.

The maximal deviation between the supply water temperatures

at Source 2 in Stage I and II can reach over 4 ◦C.

As another example, the supply water temperatures at N25

in Stage I and II are comparatively displayed (see the blue and

orange lines) in Figure 7(h) to illustrate the deviation between

the energy flow results of both stages, where the results in Stage

II with the adjustment interval of Source 2 being 40 and 60

minutes are also presented to see the influence of adjustment

intervals on energy flow results. It can be seen that the re-

sults in Stage I and II differ significantly, and the adjustment

interval has an impact on the energy flow results in Stage II.

This demonstrates in a way that the modifications carried out in

Stage II are necessary.

5.3. Energy Flow Results of the PG

In the power grid, electric boilers are electric loads and will

serve as the PQ bus for energy flow analysis. The consumed

active and reactive electric power at each electric boiler are re-

spectively shown in Figure 8(a) and (b). In general, the PG is

coupled with HN2, HN3, HN6 and HN8 in mode #1. It should

be noted that reactive power consumptions at bus 11 and 15 are

ten times magnified of its actual values in order to investigate

the influence of reactive power injections on bus voltage mag-

nitudes. The conclusions of it will be discussed later.

The cogeneration units are electric sources for the power

grid and typically serve as the PV or slack bus for energy flow

analysis. In this case, four back-pressure cogeneration units at

coupling bus 10, 25, 49 and 65 are all PV buses, and the active

electric power generations of them are displayed in Figure 8(c),

where the heat-to-power ratio ηbp of each unit is set to be 0.6.

For the cogeneration unit at bus 11, the generated electric power

is determined by its heat power output since it also serves as

the slack node of HN1. The PG and HN1 are coupled in mode

#2. For the cogeneration units at other coupling buses, their

heat and active electric power outputs are preset and will be

known conditions for energy flow analysis. This means the PG

is coupled with HN4, HN5 and HN7 in mode #1. The generated

active electric power at bus 25, 49 and 65 are set to fluctuate

sinusoidally.

To investigate the influence of operation states of HN on

those of PG, we set the electric loads of PG to be time-invariant.

The finally obtained electric power injections at the slack bus

(bus 69) are illustrated in Figure 8(d). In general, the reactive

power experiences a small level of variations while the active

power fluctuates more significantly and in the opposite trends

of the system net power imbalance, i.e. the difference of total

demand and supply excluding the active power output of the

slack-bus unit.

The bus voltage magnitudes and phase angles across the PG

are more or less influenced by the operation states of HN. For

those buses where the maximal difference of voltage magnitude

among all simulation time points is larger than 0.003 p.u., we

present their voltage magnitude variation curves in Figure 8(e)

and their maximal magnitude differences in Figure 8(f). It can

be seen that the voltage magnitudes at most buses experience

small fluctuations except for at bus 11 and 13. This is because

the bus voltage magnitude is mainly affected by reactive power

flows. Since the reactive power injections at all non-PV buses

except bus 11 and 13 vary faintly, the changing trends of the

bus voltage magnitudes make sense. It should be noted that

although the reactive power injections at buses 15, 59 and 90

also fluctuate significantly (As can bee seen from Figure 8(b)),

the voltage magnitudes at these buses do not change because

they are PV buses.

The phase angle variation curves at bus 9, 10, 25 and 26

are illustrated in Figure 8(g), which experience more signifi-

cant fluctuations over the whole simulation process. In terms of

those buses where the difference between the maximal and min-

imal voltage phase angles over the simulation process is larger

than 13◦, we illustrate the maximal phase angle differences in

Figure 8(h). It can be seen that more significant changes are

observed at bus 4, 5, 8, 9, 10 and 25-27 than at others, which is

reasonable as the active power injections at these buses experi-

ence greater changes and the phase angles are mainly affected

by the active power flows. We also observe that the active power

injections at bus 49, 65 and 69 experience large fluctuations, but

their phase angles do not change as much. This is because bus
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(e) (f) (g) (h)

Figure 8: Energy Flow Results of the PG: (a)-(b): Consumed active and reactive electric power at bus 11, 15, 59 and 90. (c): Generated active electric power at bus

10, 25, 49 and 65. (d): Generated active and reactive electric power at the slack bus. (e): Variation curves of the voltage magnitude at some buses. (f): Maximal

differences of the voltage magnitude among different time points at some buses. (g): Variation curves of the voltage phase angle at some buses. (h): Maximal

differences of the voltage phase angle among different time points at some buses.

(a) (b) (c)

Figure 9: Convergence process of solving the energy flow models: (a)-(b): The maximal difference between the two latest updated supply water temperatures in

Stage I at Source 1 and 3, respectively. (c): The maximal difference between the two latest updated supply water temperatures in Stage II at three heat sources.

69 is the slack bus with its phase angle fixed at 0◦, and with

its active power injections changing in the opposite trends of

those at bus 49 and 65 in general. Since these three nodes are

close to each other, the influence of active power injections at

bus 49 and 65 are partly offset by the slack bus, and their volt-

age phase angles appear not to change as significantly as their

active power injections do.

5.4. Convergence Processes

The convergence process of solving the energy flow model

of HN in Stage I is illustrated in Figure 9(a) and (b). As has

been discussed in Algorithm 1, the temperatures of supply wa-

ter at all fixed-output sources (i.e. Source 1 and 3) need to be

guessed beforehand and will be corrected iteratively until the

difference between the two latest updated values reaches their

convergence tolerance. To test the influence of initial guesses

on the convergence process, we set 3 different groups of initial

values (i.e. 100, 110 and 120◦C) for both Source 1 and 3, and

compare the updating processes of their supply water tempera-

tures in each iteration. The convergence tolerance err1 in this

case is set to be 10−5. As can be seen from Figure 7(a) and

(b), for both sources, the maximal difference between the two

latest updated supply water temperatures decreases to within

err1 after less than ten rounds of iteration. Although the ini-

tial guesses have some influence on the convergence rate and

the number of iterations, the final energy flow results could al-

ways be efficiently obtained. The whole computing processes

consumes 1.43 seconds in this stage.

The calculated supply water temperatures at heat sources in

Stage I are used as the initial guess for computing the energy

flow results in Stage II. The convergence tolerance err2 in this

stage is also set to be 10−5, and the whole convergence pro-
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(a) (b) (c)

Figure 10: Comparison of energy flow results of HN in Stage I with / without matching timescales: (a)-(b): Supply water temperature curves at Node 2 and 12,

respectively. (c): Heat power output at the slack source.

cess is illustrated in Figure 9(c). We can see that for all heat

sources, the maximal difference between the two latest updated

supply water temperatures decreases to within err2 after about

eight rounds of iteration. The whole computing process takes

1.56 seconds in this stage. In practice, the calculated supply

water temperatures at all heat sources in Stage I should not dif-

fer much from the final results and therefore can simply be used

as the initial values to start the iteration in Stage II.

The energy flow of PG is calculated every 5 minutes, with

the built-in Newton-Raphson method in MATPOWER 7.1. It

takes only 0.22 second to get the time-series energy flows of

PG in this case, and at each calculation time point, convergent

solutions could be obtained within 3 times of iteration. Over-

all, the developed method for combined energy flow analysis

of the case HE-IES takes 3.21 seconds in total, which shall be

qualified to provide support for system planning, operation op-

timization and security analysis in practical use.

5.5. Comparison of Results With /Without Matching Timescales

The proposed method for matching different timescales is in

essence a sampling method that produces a set of discrete data

points from another set of discrete data points with a different

sequence interval. If the step of matching timescales is left out,

the energy flows of HN and PG need to be calculated with the

same interval.

For the case study in Section 5, if the calculation interval of

HN (1 minute) is adopted for both PG and HN, the obtained

energy flow results with / without the proposed strategy are

the same, but the calculation rounds of power flow in the PG

are fivefold since the calculation interval for PG changes from

1minute to 5 minutes, and the total computation time increases

from 3.21 seconds to 4.05 seconds.

Alternatively, if the calculation interval of PG (5 minute)

is adopted for both PG and HN, considerable errors might oc-

cur in the obtained energy flow results of HN. For example, in

our case study, the comparisons of the supply water tempera-

ture curves at Node 2 and 12 with / without timescale match

in Stage I are displayed in Figure 10(a) and (b), where larger

calculation interval obviously omits more temperature variation

details and causes certain errors. The maximal temperature de-

viation for Node 2 reaches 5.9◦C (5.5%), while that for Node

12 is 4.1◦C (4.0%). The comparison of heat power output at

the slack source in Stage I is shown in Figure 10(c), where the

maximal heat power deviation hits 9.2MW (3.8%).

Therefore, the proposed strategy of matching timescales can

either help reduce the overall computation workload or improve

the accuracy of energy flow results.

5.6. Further Discussion

This part presents some more physical explanations of the

simulation results and extends them into more general situa-

tions, aiming to provide some generic and instructive advice in

practical applications.

First, it can be seen from Figure 7(h) that the larger the

adjusting interval of heat sources in Stage II differs from the

temporal step size of HN, the larger error can be caused in the

calculated energy flow results. In practical heating networks,

the temporal step size is usually several minutes, while the ad-

justing interval of heat sources can be several tens of minutes.

Therefore, it is necessary to introduce Stage II to modify the

inaccurate energy flow results in most practical systems.

Second, Figure 7(e) - (h) show that the influence of HN on

PG is mainly imposed by changing the injected electric power

of the coupling facilities, which further influences the voltage

magnitudes and phase angles of the whole PG. Further, those

buses that are adjacent to the coupling facilities tend to be af-

fected more significantly, so more attention are ought be paid

to them in the security check process of practical power grids.

Third, the convergence performance shown in Figure 9(a)

and (b) indicates that the selected initial values do not have

essential influence on the convergence process. Therefore, in

practical HNs the design supply water temperature is recom-

mended as the initial values of the supply water temperatures at

all fixed-output sources in Stage I for simplicity.

Finally, the results illustrated in Figure 10 also partly show

the influence of temporal difference step size τ on the energy

flow results. Generally, different step sizes can cause certain

degree of errors that may not be neglected. Since the computing

error is proportional to the square of τ, it is recommended to
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use as small step size as possible to calculate the energy flows

of HN on the premise of meeting the solution time limits.

6. Conclusion

This paper presents a systematic study on combined dy-

namic energy flow analysis of PG and HN. The quasi-dynamic

HN model described by PDEs is adopted to capture the long-

lasting temperature dynamics in the pipeline. Starting from

a thorough coupling analysis of PG and HN, the decoupling

method for combined energy flow analysis in each coupling

mode is developed, where a data processing method is also pro-

posed to settle the timescale mismatches occurred in the inter-

actions between PG and HN.

On this basis, a refined difference scheme is employed to

discretize the PDEs into high-dimensional AEs, which are then

efficiently solved by a novel decomposition-iteration algorithm.

Compared with existing methods, this algorithm avoids deriv-

ing the gigantic coefficient matrix of network equations and can

yield more accurate energy flow results. The convergence of

this algorithm is also analyzed analytically and numerically.

Finally, to eliminate the systematical error caused by leav-

ing out the inertial and adjusting constraints of heat sources, a

revision stage is firstly introduced to modify the calculated en-

ergy flow results, which helps to obtain closer-to-reality state

information. Results in the case study demonstrate the effec-

tiveness and efficiency of the proposed methods.

7. Future work

Generally, larger temporal and spatial difference steps will

cause larger errors, which means on the premise of satisfying

the computation time limits, selecting as small difference steps

as possible helps improve the simulation accuracy. However, to

what extent will the accuracy of the energy flow results be af-

fected by different steps on different heating networks and how

to select an optimal combination of temporal and spatial differ-

ence steps to achieve the best compromise between simulation

workload and model accuracy still require both theoretical anal-

ysis and massive numerical experiments on different scales of

test systems, which is one of our future research focuses.

Also, the proposed decomposition-iteration algorithm iter-

atively solves the models of supply water network, heat loads,

return water network and heat sources to output the final conver-

gent energy flows of HN. If the four entities can be modeled as

a whole, a non-iterative algorithm may be hopefully employed

to further reduce the computation burden and remove the re-

liance on initial variable guesses, which will be cared about in

our future work.

Lastly, the proposed energy flow analysis methods in this

paper only apply to the IES with PG and quality-regulated HN.

Developing the combined energy flow analysis methods of the

IES with quantity-regulated hot-water HN and with steam HN

is our further research concerns.
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AppendixA. Equations Used in Algorithm 1
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T s
j = T r

j + φ j/c/ṁ j ∀ j ∈ Vs-f (A.4)

T s
j = T r

j + φ j/c/ṁ j ∀ j ∈ Vs (A.5)
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