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A B S T R A C T 

High-resolution cosmological hydrodynamic simulations are currently limited to relatively small volumes due to their 
computational expense. Ho we ver, much larger volumes are required to probe rare, o v erdense environments, and measure 
clustering statistics of the large-scale structure. Typically, zoom simulations of individual regions are used to study rare 
environments, and semi-analytic models and halo occupation models applied to dark-matter-only (DMO) simulations are used 

to study the Universe in the large-volume regime. We propose a new approach, using a machine learning framework, to explore 
the halo–galaxy relationship in the periodic EAGLE simulations, and zoom C-EAGLE simulations of galaxy clusters. We 
train a tree-based machine learning method to predict the baryonic properties of galaxies based on their host dark matter halo 

properties. The trained model successfully reproduces a number of key distribution functions for an infinitesimal fraction of 
the computational cost of a full hydrodynamic simulation. By training on both periodic simulations and zooms of o v erdense 
environments, we learn the bias of galaxy evolution in differing environments. This allows us to apply the trained model to a 
larger DMO volume than would be possible if we only trained on a periodic simulation. We demonstrate this application using 

the (800 Mpc) 3 P-Millennium simulation, and present predictions for key baryonic distribution functions and clustering statistics 
from the EAGLE model in this large volume. 

Key words: galaxies: abundances – galaxies: luminosity function, mass function. 
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 I N T RO D U C T I O N  

osmological hydrodynamic simulations self-consistently model the
volution of baryonic and cold dark matter, and the subsequent
ierarchical assembly of galaxies in a � cold dark matter universe
Benson 2010 ; Somerville & Dav ́e 2015 ). A number of projects, such
s EAGLE (Schaye et al. 2015 ), ILLUSTRIS (Vogelsberger et al. 2014 ),
LLUSTRIS-TNG (Pillepich et al. 2018 ), MUFASA (Dav ́e, Thompson &
opkins 2016 ), and SIMBA (Dav ́e et al. 2019 ), have had reasonable

uccess at reproducing key galaxy distribution functions in the low-
edshift Universe, such as the galaxy stellar mass function (GSMF).
hey are typically run within large periodic volumes, ∼100 Mpc on a
ide, and have mass resolutions of order ∼ 10 6 M �. This is sufficient
o resolve the internal structure of galaxies, but still coarse enough
o necessitate the use of subgrid models for small-scale stellar and
lack hole processes. 
 E-mail: c.lo v ell@herts.ac.uk (CCL); s.wilkins@susse x.ac.uk (SMW); 
.a.thomas@sussex.ac.uk (PAT) 
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It is currently computationally infeasible to run simulations at
his resolution in substantially larger volumes. 1 This is an issue for
ertain science questions, since the volumes typically simulated ,
(100 Mpc) 3 , do not contain large numbers of rare, o v erdense

nvironments, as well as galaxies with unusual growth histories (e.g.
tar bursts). F or e xample, EAGLE contains only sev en clusters at z =
, and all these are of relatively low mass ( M 200 , crit / M � < 10 14 . 5 ).
n order to simulate rare environments that are not represented in
maller scale periodic volumes, another approach is to use ‘zoom’
imulations (Katz & White 1993 ; Tormen, Bouchet & White 1997 ).
hese use initial conditions selected from a much larger dark-
atter-only (DMO) simulation, of order ∼ (1 Gpc) 3 in volume,

nd then resimulate a smaller region from this volume with full
ydrodynamics. Large-scale tidal forces are preserved by simulating
he rest of the volume with low-resolution DMO particles. This
 The BLUETIDES simulation (Feng et al. 2016 ) is one of the largest high- 
esolution hydrodynamic simulations, with a volume 400 h −1 Mpc on a side, 
ut was only run to z = 7. 
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pproach has been used successfully to simulate cluster environments 
ith the EAGLE model (Bah ́e et al. 2017 ; Barnes et al. 2017b ). 
Ho we ver, since zooms only simulate a small region of interest they

ave a number of drawbacks compared with periodic simulations. 
hey cannot be used to predict mean distribution functions directly , 
ince they are, by construction, biased regions. One means of 
ircumventing this limitation is to use multiple zoom simulations 
f differing environments, and weight the relative abundance of 
ach simulation based on its relative total matter o v erdensity. This
echnique was first demonstrated with the GIMIC simulations (Crain 
t al. 2009 ), and recently used in the FLARES simulations to make
redictions for the abundance of galaxies during the epoch of 
eionization (Lo v ell et al. 2021 ; Vijayan et al. 2021 ). Another
rawback is that zooms cannot be used to self-consistently predict 
spects of the large-scale structure, such as the clustering of galaxies, 
ince they are by construction non-representative, small volume 
egions of the universe. Large periodic volumes are the only means of
tudying these kinds of spatial statistics (e.g. the BAHAMAS project; 

cCarthy et al. 2017 ), but these large volumes cannot currently be
imulated at the high resolution necessary to model internal galaxy 
tructures. This limits what can be achieved with high-resolution 
ydrodynamic simulations. 

N -body DMO simulations predict the distribution of matter as 
 result of gravitational interactions only, and are therefore sig- 
ificantly cheaper computationally than simulations including the 
 as h ydrodynamics. They are therefore less demanding to run 
ccurately in large volumes, allowing them to be used to explore 
he large-scale structure. There are also a number of approaches to 

odelling galaxy evolution that are relatively simpler than running 
 full hydro simulation, using semi-analytic or phenomenological 
odels to populate haloes in DMO simulations. The host halo has 
 significant impact on the properties of a galaxy; haloes are the
radles within which galaxies form, and continue to influence the 
volution of a galaxy throughout its lifetime (Wechsler & Tinker 
018 ). Understanding the relationship between galaxy properties 
nd the properties of their host haloes is an important factor in
nderstanding galaxy formation and evolution, and in the subsequent 
uilding of these kinds of galaxy evolution models. 

Semi Analytic Models (SAMs) explicitly assume a close relation- 
hip between a galaxy and its host-halo. They treat the complicated 
hysics of galaxy formation with approximate, physically moti v ated 
nalytical models, applied ex post facto to N -body DMO simulations
for a re vie w, see Baugh 2006 ). The halo properties, and their
erging history, provide the input parameters for such models, which 

ave successfully reproduced a number of distribution functions 
imultaneously (e.g. Gonzalez-Perez et al. 2014 ; Henriques et al. 
015 , 2020 ). Subhalo abundance matching (SHAM) models also 
ely explicitly on the galaxy–halo relationship, populating dark 
atter haloes from simulations with rank-ordered galaxies from 

bservations. Such models have been used to constrain the stellar 
ass–halo mass relation (e.g. Behroozi, Conroy & Wechsler 2010 ; 
oster et al. 2010 ; Moster, Naab & White 2013 ; Legrand et al.

019 ), though it has been noted that the efficacy of such methods is
ighly dependent on the observational selection function (Stiskalek 
t al. 2021 ). Both these approaches are capable of modelling 
alaxy evolution o v er v ery large volumes, allowing predictions 
or the clustering of galaxies as well as their evolution in rare,
 v erdense environments. The y hav e also been used in combination
ith hydrodynamic simulations in order to highlight potential issues 

e.g. for satellites where mergers lead to mass-loss; Simha et al. 
012 ), and SAMs have even been explicitly calibrated to reproduce 
ydrodynamic simulations (Neistein et al. 2012 ; Mitchell & Schaye 
021 ), allowing an investigation into the effects of changes to specific
oefficients in the model. 

Machine learning methods continue to grow in popularity in all 
reas of astronomy (see Ball & Brunner 2010 ; Fluke & Jacobs
020 ), and a number of recent papers have explored how they
an be used in combination with simulations to emulate galaxy 
roperties, analogous to an SHAM or SAM model. In a pioneering
aper, Xu et al. ( 2013 ) used the Millennium simulation, coupled
ith an SAM, to predict the number of galaxies in a given halo
sing support vector machines and k -nearest neighbour algorithms. 
ater , Kamdar , Turk & Brunner ( 2016a ) showed how tree-based
ethods can be trained to learn additional properties of the the

aryon–halo relationship directly from an existing SAM. They used 
ark matter properties from each halo as features, and baryonic 
roperties as predictors, and trained the machine to learn the mapping
etween the two. They then followed this up by applying the
ame technique to the ILLUSTRIS hydrodynamic simulation (Kamdar, 
urk & Brunner 2016b ). Agarwal, Dav ́e & Bassett ( 2018 ) presented
 similar model applied to the MUFASA simulation. Using the more
ecent ILLUSTRIS-TNG simulation, Jo & Kim ( 2019 ) presented a
imilar model, and then applied this trained model to the much
arger DMO MultiDark-Planck simulation. A no v el addition to their

odel was historical halo features (extracted from the halo merger 
ree), which allowed the model to broadly reproduce key distribution 
unctions, though we note that they do not present tests in the
igh halo mass regime ( > 10 14 M �). Sulli v an, Ilie v & Dixon ( 2018 )
sed artificial neural networks to better predict the baryon fraction 
f haloes at high redshift using both dark matter and baryonic
roperties from their RAMSES-RT radiative transfer simulations. 
ost recently, a number of hybrid approaches have been presented: 
oews et al. ( 2020 ) combined the results of an equilibrium model
ith machine learning on the SIMBA simulations, and Hearin et al.

 2020 ) combined empirical modelling with simulation outputs from 

n SAM to populate large DMO volumes with galaxies. Icaza-Lizaola 
t al. ( 2021 ) demonstrated, using a sparse regression approach,
hat halo angular momentum has little impact on the stellar–halo 

ass relation. Finally, a number of approaches have demonstrated 
redictions for baryonic properties of the cosmic web not necessarily 
inked to discrete subhaloes (e.g. Sinigaglia et al. 2021 ). 

In this paper, we build on these previous works, by combining
he results of both periodic and zoom cosmological simulations from 

he EAGLE project to train a machine learning model to learn the
elationship between galaxy baryonic properties and their host dark 
atter haloes. Our approach is unique in two ways. First, we match

ubhaloes from each hydrodynamic simulation with those in a DMO 

ounterpart (simulated from the same initial conditions), in order to 
 v oid the effect of baryons on the host dark matter halo (Schaller et al.
015 ). This allows the model to be directly applied to an independent
MO simulation, without leading to biases in the predictions due to
ifferences in the dark matter features. 
Secondly, we address the issue of generalization error . Machine 

earning methods are a powerful set of techniques for making 
redictions on data that look similar to the data on which they are
rained, but fail when presented with new data that lie outside of
he bounds of the original training data. This presents a problem for

odels trained on smaller periodic volumes, since such volumes will 
ot contain the massive clusters present in larger DMO simulations, 
nd hence any model trained on these volumes would not provide
ood predictions for galaxies in o v erdense environments. We a v oid
his by including clusters from the C-EAGLE project ( C-EAGLE ;
ah ́e et al. 2017 ; Barnes et al. 2017b ) in our training set. This
llows us to apply the trained model to the much larger volume
MNRAS 509, 5046–5061 (2022) 
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Figure 1. Diagram showing the simulations (approximately to scale) used throughout this work, and the features and predictors used for training the machine 
learning model. At the top are the C-EAGLE zoom simulations; each image shows the distribution of dark matter (left) in the DMO simulations, and the gas 
(right) in the full hydro simulation, centred on the centre of potential of the most massive FOF group in each simulation, within a radius r = 15 × R crit, 200 . Below 

these are the cubic periodic L100Ref and L050AGN simulations, again showing the dark matter (left) and gas (right). In the centre are tables detailing the 
features from the DMO simulations (left) and the predictors from the hydro simulations (right). At the bottom is a cropped image of the dark matter distribution 
in the P-Millennium simulation, to which the trained machine learning model is applied to predict the baryonic properties of its haloes. 
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800 Mpc) 3 P-MILLENNIUM simulation (Baugh et al. 2019 ), and
redict distribution functions of key baryonic properties within this
normous volume, extending the dynamic range, as well as allowing
redictions of clustering statistics on larger scales for higher mass
aloes. The method is shown diagrammatically in Fig. 1 . 
NRAS 509, 5046–5061 (2022) 
While often ne gativ ely perceiv ed as a ‘black box’, man y machine
earning methods in fact provide a wealth of insights into the
orm of their predictive model, and the weight given to their input
arameters. This presents an opportunity to learn, in an unbiased
anner, what parameters best explain the galaxy–halo connection.

art/stab3221_f1.eps
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Table 1. Details on each simulation set. The columns provide (1) the name or description of the simulation set, (2) the prefix used throughout this paper, 
(3) the total volume, (4) the number of subhaloes with mass > 10 10 M �, (5) the number of those haloes matched between the hydro and DMO simulations (see 
Section 2.2 ), (6) the number of subhaloes in the training set, (7) the number of subhaloes in the test set, (8) the value of the viscosity parameter, and (9) the value 
of the � T parameter. 

Simulation Prefix Volume (Mpc 3 ) N halo ( > 10 10 M �) N matched N train N test C visc � T 

Reference L0100N1504 L100Ref 100 3 88 173 86 861 69 615 17 246 2 π 10 8.5 

AGNdT9 L0050N0752 L050AGN 50 3 11 423 11 265 9031 2231 2 π × 10 2 10 9 

C-EAGLE ZoomAGN 202.7 3 373 275 364 408 – – 2 π × 10 2 10 9 

C-EA GLE + L050A GN L050AGN + ZoomAGN 203.7 3 384 698 375 673 300 770 74 903 2 π × 10 2 10 9 
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e train the model with a range of dark matter properties, and
xplore the relative predictive power of each one on the baryonic 
roperties. Hydrodynamic simulations represent the cutting edge of 
osmological modelling; machine learning methods could provide a 
ractical way of extracting quantitative information on the modelled 
elationships. All of these insights can be used to inform future 
nalytic, semi-analytic, and hydrodynamic model development. 

This paper is laid out as follows. In Section 2 , we present the
imulations used to train the model, as well as our algorithm for
atching subhaloes between the hydro and DMO runs. Section 3 

etails the machine learning methods used, as well as our choice of
eatures and predictors. Section 4 details our results on test sets,
ncluding the effect of including density information. Section 5 
resents our results on independent DMO simulations, including 
he P-Millennium simulation, and Section 6 shows our feature 
xploration analysis. Finally, in Section 7 we discuss our results and 
ummarize our conclusions. Throughout, we assume a (flat) Planck 
ear 1 cosmology ( �m 

= 0.307, �� 

= 0.693, h = 0.6777, Planck
ollaboration I 2014 ) and a Chabrier stellar initial mass function 

IMF; Chabrier 2003 ). 

 SIMULATION S  

.1 The EAGLE and C-EAGLE simulations 

he EAGLE project is a suite of cosmological hydrodynamic 
imulations (Crain et al. 2015 ; Schaye et al. 2015 ) employing subgrid
odels for feedback from stars and active galactic nuclei (AGN). 
AGLE has been shown to accurately reproduce many observed 

elations, including the GSMF, galaxy sizes, quenched fractions, 
as content, and black hole masses (Lagos et al. 2015 ; Trayford
t al. 2015 , 2017 ; Bah ́e et al. 2016 ; Crain et al. 2017 ; Furlong et al.
017 ; McAlpine et al. 2017 ) at a range of redshifts (e.g. Furlong
t al. 2015 ). A number of different resolutions and volumes make
p the EAGLE simulation suite. In this work, we use the ‘fiducial’
esolution simulations, with gas particle mass m g = 1.8 × 10 6 M �,
ark matter particle mass 9.7 × 10 6 M �, and a physical softening
ength of 0.7 kpc. Haloes in the simulation are identified first through
 Friends-Of-Friends (FOF) halo finder, and then split into child 
elf-bound objects with SUBFIND (Dolag et al. 2009 ). Cluster- 
agle (or C-EAGLE , Bah ́e et al. 2017 ; Barnes et al. 2017b ) uses the
AGLE model to simulate cluster environments using the ‘zoom’ 

esimulation technique (Katz & White 1993 ; Tormen et al. 1997 ).
0 clusters at z = 0 (shown in Fig. 1 ), with a range of halo masses
14 < log 10 (M 200 / M �) < 15 . 51), are selected from a (3.2 Gpc) 3 

parent’ DMO simulation (Barnes et al. 2017a ). The clusters are 
esimulated at an identical resolution to the fiducial periodic EAGLE 

imulation. Full details on the selected clusters are provided in Barnes 
t al. ( 2017b ). 

C-EAGLE uses the AGNdT9 calibration of the EAGLE model 
Schaye et al. 2015 ), which, compared with the fiducial Reference 
odel, uses a higher value for C visc , which controls the sensitivity
f the BH accretion rate to the angular momentum of the gas, and a
igher gas temperature increase from AGN feedback, � T . A larger
 T leads to fewer, more energetic feedback events, whereas a lower
 T leads to more continual heating. Schaye et al. ( 2015 ) show that
GNdT9 predicts X-ray luminosities and hot gas fractions in galaxy 
roups in better agreement with observational constraints, though 
ith some discrepancies on cluster scales (Barnes et al. 2017b ). 
Table 1 details the simulations used in this work, and any

ombinations. L100Ref is a (100 Mpc ) 3 periodic volume (shown 
n Fig. 1 ) run with the Reference model parameters; the hydro
imulation contains 1504 3 dark matter and 1504 3 gas particles. 
050AGN is a smaller (50 Mpc ) 3 periodic volume (shown in Fig. 1 )

un at the same resolution as L100Ref but with the AGNdT9 model
arameters; it contains 752 3 dark matter and 752 3 gas particles. 
050AGN + ZoomAGN is a combination of L050AGN with the 
oom cluster regions from C-EAGLE . We also match with DMO
ounterparts to each of these simulations, run using the same initial
onditions; the match is described in Section 2.2 . We use the snapshot
orresponding to z = 0.101 in all simulations. 

Throughout the rest of this te xt, whenev er we refer to a model we
re referring to a machine learning model (unless otherwise stated) 
rained on the matched hydro-DMO simulations indicated in the 
ame. The simulations are all referred to explicitly as simulations to
istinguish them from the machine learning models. 

.2 Matching between hydrodynamic and DMO simulations 

ncluding baryons can lead to significant alterations to the underlying 
ark matter haloes (Weinberg et al. 2008 ). For example, Schaller et al.
 2015 ) demonstrate that, in the EAGLE simulation, the halo centres
re more ‘cuspy’ in the presence of stars. In order to apply our trained
odel to DMO simulations it is necessary to a v oid these effects, as

hey will bias any predictions based on the dark matter features. We
chieve this by matching subhaloes in each hydrodynamic simulation 
o their counterparts in DMO simulations, and use the properties of
he matched haloes in the DMO simulation as our features. The
alaxy properties that a given halo would have if hydrodynamics 
ad been included are then predicted. Each DMO simulation is run
rom the same initial conditions, but is not split into baryonic and
ark-matter species. Aside from this, all cosmological and numerical 
arameters are identical. 
We perform the match using the approach of Schaller et al. ( 2015 ).
e first find the 50 most bound dark matter particles in a subhalo in

he hydro simulation, and search for haloes in the DMO simulation
hat have 50 per cent or more of these same particles (matched on
article ID). We then perform the same match in reverse (subhaloes
n the DMO matched with subhaloes in the hydro simulation). Those
aloes that match bijectively are linked. 
Fig. 2 shows the fraction of haloes matched from the DMO

imulation at a given DMO halo mass for the two periodic simulations
MNRAS 509, 5046–5061 (2022) 
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M

Figure 2. Fraction of subhaloes from each DMO simulation matched with a counterpart in the hydro simulation, binned by total subhalo mass. L050AGN and 
L100Ref are shown in blue and orange, respectively, and each zoom from ZoomAGN is shown as a black dashed line. 
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 L100Ref and L050AGN ) as well as each of the C-EAGLE clusters.
e also detail the total number of haloes and the number of matched

aloes for each simulation set in Table 1 . More than 95 per cent of
ubhaloes with M subhalo > 10 10 M � are matched bijectively across all
imulations. We hence choose to train our model only on subhaloes
ith masses abo v e this threshold (see Section 3.3 for details). By
sing a threshold dependent only on the DMO properties, we can
se a similar threshold in any target DMO simulation (subject to the
xisting resolution constraints of that simulation). 

It is noticeable that there are a larger fraction of subhaloes at the
igh-mass end ( M subhalo / M � > 5 × 10 12 ) that are not matched, in
oth the periodic and zoom simulations. We looked at these cases in-
ividually, and found, where a single halo was identified in the DMO
imulation, the halo finder splits this halo into multiple individual
aloes in the baryonic simulation. Missing these haloes reduces the
ize of our training set, which is particularly disappointing at the
igh-mass end where the number of haloes is already lo w, ho we ver
e do not expect this to lead to biases in our predictions due to the

lready heterogenous nature of our training set. 

.3 The P-MILLENNIUM simulation 

-MILLENNIUM is a large DMO simulation (800 cMpc on a side;
article mass 1 . 06 × 10 8 M �) using the same Planck Collaboration
 ( 2014 ) cosmology as EAGLE . Baugh et al. ( 2019 ) first presented
he simulation, and demonstrated its use as a parent volume for
he GALFORM model, in order to predict the atomic hydrogen
ontent of galaxies. Safonova, Norberg & Cole ( 2021 ) also used P-

ILLENNIUM as a parent simulation for an SHAM model, generating
ock catalogues. P-MILLENNIUM uses the same FOF and Subfind

tructure finders as the EAGLE simulation project, which means the
eatures can be used directly for any model trained on EAGLE . We
resent our predictions using P-MILLENNIUM in Section 5 . 

 M AC H I N E  L E A R N I N G  M E T H O D S  

.1 Extremely randomized trees 

e used the SCIKIT-LEARN (Pedregosa et al. 2011 ) implementation
f Extremely Randomized Trees (ERT; Geurts, Ernst & Wehenkel
006 ), a tree-based ensemble method. ERT is demonstrably ef fecti ve
n this domain compared with other popular machine learning
ethods (Kamdar et al. 2016a ; Jo & Kim 2019 ). 
NRAS 509, 5046–5061 (2022) 
To understand what makes ERT such an ef fecti ve learner, first con-
ider a single decision tree. Decision trees are typically constructed
op down, numerically evaluating all splits for each feature using a
ost function. The best split (lowest cost) is chosen at each level.
ome of the issues seen with Decision Trees, particularly o v erfitting,
an be alleviated by ensembling many different trees trained on
ubsets of the data. Random F orests e xtend this idea by, at each split,
andomly limiting the feature space from which splits can be made
within individual trees not all of the data are used, but o v er the whole
nsemble they are). This increases the variance by stopping strong
eatures from dominating each tree. ERT also introduces another
ayer of randomness; each split is chosen at random from the range
f v alues av ailable for each feature. Bad splits are still rejected, but the
xtra layer of randomness encourages exploration of the full feature
pace, creating more ‘weak’ learners for use in the ensemble. At each
teration, only the best split from the subset of features is chosen,
nd the iterative procedure continues until a leaf node condition is
eached. 

Within ERT the mean squared error (MSE) is used to e v aluate each
plit. To quantify the ef fecti ve fit of each model, and to discriminate
etween models, we used both MSE and the Pearson correlation
oefficient ( ρ), defined below: 

= 

cov ( X predicted X test ) 

σX predicted σX test 

. (1) 

.2 Features and predictors 

e chose our features from the properties of the DMO haloes and
heir host FOF haloes. Some features are expected to be of greater
mportance for predicting certain baryonic properties; we explore
his in Section 6 . The selected subhalo features are as follows:
otal subhalo mass ( M sub ), half-mass radius ( R 1/2 ), peculiar velocity
 v), maximum circular velocity ( v max ), radius of maximum circular
elocity ( R v max ), potential energy ( E p ), FOF group mass ( M crit, 200 ),
nd finally a boolean feature that specifies whether the subhalo is a
atellite or a central. 

Since we wish to e v aluate the impact of environment we also
nclude additional features to quantify this. As a simple measure of
nvironment we calculated the density of dark matter within spheres
entred on a given subhalo in the DMO simulation. We ran a periodic
D-tree search for neighbouring particles, then calculated the density
n different scales, R = [1 , 2 , 4 , 8] Mpc , to quantify both the small-
nd large-scale environment. We indicate in the text where these
dditional features are included in a given training set. 
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Figure 3. Predicted (from the machine learning model) against the true baryonic properties on the test set from the L050AGN + Zoom simulation set. 
Clockwise from top left: stellar mass, gas mass, black hole mass, star formation rate, stellar metallicity, and stellar velocity dispersion. The vertical bar separated 
from the rest of the distribution to the left in each panel corresponds to galaxies with a true value of zero for that corresponding predictor (see Section 3.2 ). The 
fraction of galaxies whose predicted property is within 0.2 dex of the true value is quoted at the top left of each panel. 
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More dark matter features are available in the subfind catalogues, 
nd additional features could be calculated from the particle informa- 
ion (such as the large-scale tidal torque), but we limited our chosen
eatures to those abo v e as they are present in both the EAGLE and
-MILLENNIUM catalogues. Combinations of features may also lead 

o better predictive accuracy; we will explore this systematically in 
uture work. 

We predict six baryonic properties: the stellar mass, gas mass, 
lack hole mass, stellar velocity dispersion, star formation rate, and 
tellar metallicity. The stellar mass and gas mass are taken from
he central 30 kpc of each subhalo to allow better comparison with
bservations. We transform all of these predictors into log space, 
hich has been shown to impro v e the prediction accurac y due to the

ypically large dynamic range of cosmological properties (Jo & Kim 

019 ). If the value is zero, we set it to some small value, determined
y the resolution limit where appropriate, 

M � / M � � 1 × 10 5 

M gas / M � � 5 × 10 5 

M • / M � � 2 × 10 4 

FR / M � yr −1 � 1 × 10 −4 

Z ∗ � 5 × 10 −7 

v �, disp / km s −1 � 3 . 

.3 Training 

e train our model on all haloes with a dark matter mass (as measured
n the DMO simulation) M sub / M � � 1 × 10 10 . The completeness
f our selection with respect to stellar mass is shown in detail in
ppendix A . By applying our selection to the dark matter properties
e can use the same thresholds when applying the model to inde-
endent DMO simulations. We split our data into training and test
ets, 80-20 per cent, respectively. All hyperparameter optimization, 
arameter scaling, and training is done on the training set, and only
nal model assessment is performed on the test set. For each feature
et, the hyperparameters of the ERT instance are chosen through 
n e xhaustiv e grid search. F or each set of hyperparameters, k -fold
ross-validation is performed (Stone 1974 ) with k = 10 folds, and
he coefficient of determination, R 

2 , is used to discriminate, 

 

2 = 1 −
∑ 

i ( X 

i 
test − X 

i 
predicted ) 

2 

∑ 

i ( X 

i 
test − X mean , train ) 2 

. (2) 

e standardize all of our features and predictors by subtracting the
ean and scaling to unit variance. 

 PREDI CTI NG  BA R  Y  O N I C  PROPERTIES  

RO M  DA R K  MATTER  PROPERTIES  

e first present results for the L050AGN + ZoomAGN model, with
he fiducial feature set (excluding environmental features). Fig. 3 
hows the predicted against the true value for the six baryonic
roperties in the test set. Figs 4 –6 compare the predicted and
rue distribution of these properties in the test set as violin plots. 2 

ogether, these figures show how accurately the model predictions 
re, and how well the cosmic distribution is reproduced. We also
uote the fraction of galaxies where the predicted value is within
.2 dex of the true value; for the stellar velocity dispersion this is
s high as 97 per cent, but even for the gas mass, which has the
MNRAS 509, 5046–5061 (2022) 
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Figure 4. Violin plots showing the distribution of predicted baryonic proper- 
ties (green) from the machine learning model against the true values (orange) 
in the L050AGN + Zoom simulation set. The dashed and dotted lines show 

the median and upper/lower quartiles of each distribution, respectively. Each 
distribution is a kernel density estimate of the true underlying distribution, 
which may smooth some features, particularly where the distribution is 
discontinuous (e.g. galaxies with zero gas mass). Clockwise from top 
left: stellar mass, black hole mass, stellar velocity dispersion, and stellar 
metallicity. 

Figure 5. Violin plots showing the distribution of predicted SFR (green) 
from the machine learning model against the true SFR (orange) in the 
L050AGN + Zoom simulation set. The left plot shows the total distribution, 
which is heavily skewed towards quiescent galaxies, since the sample is 
dominated by low-mass galaxies that are artificially quenched. The central 
plot shows the distribution ignoring those galaxies with zero SFR in the test 
set. The right plot shows only the predicted SFR for all galaxies with zero 
SFR in the test set (note that this violin is symmetric as only a single property 
is plotted). 

Figure 6. As for Fig. 5 , but showing the distribution of total gas mass. 
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owest prediction accuracy, this is still close to two-thirds of the
ample (65 per cent). This is comparable to the accuracy achieved in
eistein et al. ( 2012 ) in their SAM trained on a hydro simulation,

hough we push our predictions to lower stellar masses. 
To qualitatively demonstrate the accuracy of the ERT model, we

ompare to predictions utilizing a single feature (subhalo mass or
 max ), analogous to an SHAM approach. For this single feature we fit
n isotonic regression model 3 between the feature and each predictor
for the whole data set, not just training). This model ensures
onotonicity, and broadly fits each predictor well considering the

implicity of the model. We again quote the fraction of galaxies
here the predicted value from this simple relation is within 0.2
ex of the true value. The ERT model shows greater accuracy for
ll predictors compared with the Isotonic model, whether subhalo
ass or V max are used. This is particularly the case for the gas mass

49 per cent where V max is used, compared with 65 per cent for the
RT model). Full details on the Isotonic fits, and comparison to the
redicted GSMF and projected correlation function, are provided in
ppendix B . 
The model is able to accurately predict both the stellar mass

nd stellar velocity dispersion remarkably well, ho we ver there is
ore structure in the joint plots for other properties. Predictions for

he stellar metallicity show a greater spread than the other values,
erhaps unsurprisingly due to its known complex dependence on
he star formation history, ho we ver the violin plot shows that the
 v erall distribution is reco v ered. Black hole masses in EAGLE are
ominated by newly formed black holes at the seed mass (10 5 M �),
s more haloes reach the mass-threshold for black hole seeding. The
odel is able to capture these, and does a reasonable job of predicting

he masses of more massive black holes. 
The relations for the total gas mass and SFR are more complicated.

here are a large number of galaxies with zero star formation, and
he right-hand panel of Fig. 5 shows that the model predicts a range
f SFRs for these galaxies, though the majority are limited to < 3 ×
0 −3 M � yr −1 . To see how well the model predicts the distribution
f star-forming galaxies, we show in the middle panel of Fig. 5 the
istribution of SFR ignoring quiescent galaxies. It is clear that the
odel underpredicts the SFR for most galaxies. This may be due

o the quiescent galaxies biasing the predictions for other haloes,
s well as ERT predicting a smooth distribution of SFRs when a
iscontinuous distribution would be more appropriate. The SFR is
lso known to be more strongly dependent on the assembly history;
 see here for details on the Isotonic regression model employed. 
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Figure 7. Comparison of fit accuracy described by the Pearson correlation coefficient ( ρpearson ), measured on the test set, against the number of haloes in the 
training set, for each of the baryonic predictors. The L100Ref , L050AGN , and L050AGN + Zoom simulation sets are shown in orange, blue, and green, 
respectively, where bullet markers show results with the fiducial feature set, and star markers show result including all local density features (see Section 4.1 ). 
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ncluding features that encode this may lead to better predictions, 
hich we discuss in Section 7 . 
Fig. 6 shows that, as for the SFR, there is a reasonably tight

elation for the total gas mass, except where galaxies have zero gas
ass. These galaxies make up a large proportion of all subhaloes, 

nd the model fails to predict low gas masses for these galaxies,
nstead predicting a wider range of gas masses, as can be seen
n the right-hand panel of Fig. 6 . This suggests that the physics
hat causes the e v acuation of gas from low-mass haloes is not
ncoded in the provided dark matter parameters. Ho we v er, the o v erall
istribution, when renormalized, better reproduces that seen in the 
est set compared to the SFR. 

To demonstrate the impact of adding the C-EAGLE clusters 
o our training set, we compare the prediction accuracy against 
odels trained only on the periodic volumes. Fig. 7 shows the 
earson correlation coefficient for the L100Ref , L050AGN , and 
050AGN + zoom models. Adding the zoom regions leads to a 

arge increase in the training set size, but this has no significant
ositi ve ef fect on the predicti v e accurac y for an y of the features.
n fact, for the gas mass, black hole mass, and stellar metallicity
he predictiv e accurac y is actually worse. This may be due to the
nique impact of the cluster environment on these three particular 
aryonic properties of galaxies, for example through the effect of ram 

ressure stripping and fly-by interactions. So while there is more data 
or the machine to learn from, the relationship represented is more 
omplicated than that present in the periodic volumes, and therefore 
ore difficult to predict. We stress that in order to make predictions

or larger boxes, it is essential to include these environments in the
raining set, and that a lower predictive accuracy compared to the 
eriodic volumes is not necessarily indicative of a poorer model. 
This does not suggest that adding more data does not impro v e the

redictiv e accurac y – ρpearson calculated for L100Ref is higher than 
han for L050AGN for all baryonic properties, showing the advantage 
f a larger training set size where the underlying distribution of galaxy 
roperties is broadly similar. 

.1 The effect of including local density in the feature set 

e add four features for the local density calculated within spheres
ith radii R = [1 , 2 , 4 , 8] Mpc . Fig. 7 also shows the impact of

ncluding these additional features on the predictive accuracy for the 
050AGN , L100Ref , and L050AGN + Zoom simulation sets. 

ncluding density information has a minor positive impact on the 
redictiv e accurac y of all features for almost all simulation sets,
hough the quantitative impact is small in most cases. The largest 
mpact is seen for the gas mass, with an increase in ρpearson of
pproximately + 0.05 for the periodic simulation sets, and + 0.07 for
he L050AGN + Zoom simulation set. This fits with the hypothesis
uggested abo v e that environmental effects operating in clusters lead
o poor predictions for the gas mass when environmental features are
ot included. Such features are important for accurately predicting 
pecific baryonic properties. 

In summary, our model is capable of predicting a range of baryonic
roperties with reasonable accuracy, and successfully reproduces 
heir cosmic distributions. We now show how the model can be
pplied to independent, larger DMO volumes, and the impact of 
ncluding the zoom regions on the predicted relations. 

 APPLI CATI ON  TO  D M O  SI MULATI ONS  

 key aim of the model is to produce predictions for distribution
unctions and clustering statistics for much larger volumes than 
an be achieved using periodic hydrodynamic simulations. To this 
nd we test how well our model produces the two-point galaxy
orrelation function (2PCF), GSMF, star-forming sequence, stellar 
ass–metallicity relation, and the stellar mass–black hole relation in 

ndependent DMO volumes, including the (800 Mpc ) 3 P-Millennium 

imulation. 

.1 The two-point galaxy correlation function 

alaxy clustering measurements provide a powerful means of testing 
ravity and cosmological parameters, including the contribution of 
ark energy, as well as the impact of galaxy bias on galaxy formation
nd evolution. One of the key statistics for measuring clustering is
he spherically averaged 2PCF (Peebles 1980 ), defined as 

( r) = 

1 

〈 n 〉 
d P 

d V 

− 1 , (3) 

here 〈 n 〉 is the mean comoving number density of galaxies, and
 P /d V is the probability of finding a galaxy in volume d V at a
omoving distance r from another galaxy. For redshift surv e ys,
here the line-of-sight distance is inaccessible, this is often split 

nto projected and line-of-sight distance components, which can be 
sed to estimate the projected correlation function (Davis & Peebles 
983 ), 

 p ( r p ) = 2 
∫ πmax 

0 
ξ ( r p , π ) d π, (4) 
MNRAS 509, 5046–5061 (2022) 
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M

Figure 8. Projected correlation function in bins of stellar mass; the mass range is indicated in each column. The results from L100Ref are shown in blue, and 
the L050AGN + Zoom machine learning model predictions on P-Millennium are sho wn in orange. Observ ational results from GAMA (Farro w et al. 2015 ) 
are shown in grey. Errors are estimated using jacknife resampling of each simulation volume. 
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here πmax is the maximum distance along the line of sight. Since
 p ( r p ) is robust against redshift space distortion effects it is better

uited for comparisons with simulations. 
Simulation studies of galaxy clustering are typically carried out

n large scales with DMO simulations or relatively lower resolution
ydrodynamical simulations (e.g. BAHAMAS; McCarthy et al.
017 ), and on smaller scales using high-resolution hydrodynamical
imulations, which can resolve the baryonic feedback effects on
aloes (see van Daalen et al. 2014 ). We here see how well our machine
earning model can provide predictions on both large and small
cales simultaneously by applying the model to the large-volume P-

illennium simulation. We estimate errors on our clustering statistics
sing jacknife resampling of each simulation volume (for details, see
rtale et al. 2017 ). 
Fig. 8 shows the projected 2PCF measured on the L100Ref simu-

ation, the L050AGN + Zoom model applied to the P-Millennium
imulation, and compared to observational results from GAMA
Farrow et al. 2015 ) in different stellar mass bins. As shown in Artale
t al. ( 2017 ), the L100Ref simulation is in good agreement with
he observational constraints on small scales up to stellar masses
f 10 11 M �. Ho we ver, on larger scales ( r p > 3 h −1 Mpc) there is a
eficit in the normalization, attributed to finite-volume effects; the
maller periodic boxes do not sample the largest modes in the power
NRAS 509, 5046–5061 (2022) 
pectrum. There are also too few galaxies abo v e a stellar mass of
0 11 M � in L100Ref to obtain robust clustering statistics. 
The L050AGN + Zoom model, applied to the much larger

olume P-Millennium simulation, shows no such deficit at the largest
cales. We are in fact able to make predictions out to scales of
00 h 

−1 Mpc , a factor of 10 larger than achie v able with the periodic
imulations. The model is also able to make predictions for the
lustering of the most massive galaxies, > 10 11 M �, since there are
ufficient numbers of these galaxies to produce reliable statistics. 

There is, ho we ver, a small deficit in the normalization at the
mallest scales in the lower mass bins for the L050AGN + Zoom
odel (outside the estimated errors). This may be due to a number of

ffects, one being the lower resolution of the P-Millennium simula-
ion, which may lead to substructures on small scales being smoothed
ut. To test the impact of this we applied the L050AGN + Zoom
odel to the DMO 100 Mpc box (using the same initial conditions

s the L100Ref simulation), which has a mass resolution ∼10 ×
igher. This is shown in Fig. 8 ; at the largest scales the model
hows the same deficit as the L100Ref simulation, due to the
maller box size. Ho we ver, at small scales there is the same deficit
s in the L050AGN + Zoom model applied to P-Millennium.
his confirms that it is not resolution effects leading to the lower 
mplitude. 
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Figure 9. The GSMF. Both panels show the GSMF from the L100Ref (orange) and L050AGN (green) simulation sets for comparison, as well as observational 
constraints from Baldry et al. ( 2012 ). Lines are dotted where there are fewer than 10 galaxies per bin. Left-hand panel: the predicted GSMF on the (100 Mpc ) 3 

DMO volume from machine learning models trained on the L050AGN (purple, dashed) and L050AGN + Zoom (purple, solid) simulation sets. Right-hand 
panel: the predicted GSMF on the (800 Mpc) 3 P-Millennium DMO simulation, from machine learning models trained on the L050AGN (blue, dashed) and 
L050AGN + Zoom (blue, solid) simulation sets. 
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An alternativ e e xplanation is the well-kno wn ef fect of baryons
n their host dark matter haloes (e.g. Schaller et al. 2015 ; Velliscig
t al. 2015 ). This may not only affect the masses of haloes, but also
heir mass distribution, changing the substructure on small scales, 
nd hence the clustering measurement (van Daalen et al. 2014 ; 
ellwing et al. 2016 ). To test whether this is causing the lower
ormalization at small scales, we extract a catalogue of features 
rom the full hydro simulation ( L100Ref ) and use these as inputs
o the L050AGN + Zoom model. We emphasize that these ‘halo’ 
eatures contain the contribution from both baryons and dark matter, 
ut are otherwise identical to the features from a DMO simulation. 
he predicted clustering for this hybrid model application is shown 

n the second panel of Fig. 8 ; the normalization matches that of the
100Ref simulation, confirming that it is indeed baryonic effects 
ausing the lower normalization on small scales. We stress that this is
ot strictly a fair use of the machine learning model, as it was trained
n haloes from a DMO simulation, and as such the predictions should
e taken with some caution. Ho we ver, we argue this is a relatively
clean’ test of the impact of baryons on the halo, and the knock on
ffect on the clustering. 

Other effects may also contribute to the deficit, such as differences 
n the parameters of the halo finder between DMO and hydro 
imulations, and for different resolution simulations. However, it 
eems clear that baryonic effects on haloes are a key contributor. A
imilar effect at small scales has been seen in semi-analytic models 
pplied to DMO simulations (Contreras et al. 2015 ; Farrow et al.
015 ). The machine learning model presented here allows us to 
leanly test this effect on identical haloes. 

We also compared the model predictions for the projected corre- 
ation function against those using a single subhalo feature (subhalo 

ass) to predict the stellar mass, applied to the P-Millennium volume.
he normalization is underestimated in this simple model compared 
t
o the GAMA measurements, and this is particularly pronounced in 
he highest stellar mass bin. Full details are provided in Appendix B .

.2 The GSMF 

he left-hand panel of Fig. 9 shows the L050AGN model run on
he L100Ref DMO simulation. We compare to the GSMF from the
ydrodynamic L100Ref simulation, and it is clear that the high- 
ass end of the GSMF is not reproduced. While there are parameter

ifferences between the models, it is not expected that the AGNdT9
odel w ould f ail to produce any 10 12 M � galaxies in a (100 Mpc ) 3 

olume. In fact, the predictions broadly follow the model used for
raining, L050AGN , though underestimate the abundance of galaxies 
t the high-mass end ( > 10 11 M �). This additional underestimate is
ikely the result of a lack of training data at the high-mass end, due
o the low number of high-mass galaxies in the L050AGN volume. 

Ho we ver, if we use the L050AGN + Zoom model we get much
etter agreement with the L100Ref simulation at the high-mass 
nd. This demonstrates the effect of including the C-EAGLE zoom 

egions; the model is able to learn the baryonic properties of galaxies
n the cluster regions, which are not present in L050AGN . Predictions
t lower stellar masses are also consistent with both L100Ref and
050AGN down to ∼10 8 M �, the approximate resolution limit of the
riginal simulations (Schaye et al. 2015 ), and where our predictions
re approximately complete (see Appendix A ). 

We now turn our attention to the much larger P-MILLENNIUM 

MO simulation. The right-hand panel of Fig. 9 shows predictions 
or the L050AGN and L050AGN + Zoom models on this volume,
nd while the former still completely misses the high-mass end, 
he model including zooms is able to predict stellar masses out to

10 12 M �. This extends the dynamic range of the GSMF beyond
hat accessible to the L100Ref hydrodynamic simulation, and 
MNRAS 509, 5046–5061 (2022) 
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Figure 10. The black hole–stellar mass relation (left), stellar mass–metallicity relation (middle), and star-forming sequence (right). Observational constraints 
for each relation are shown, from McConnell & Ma ( 2013 ), Gallazzi et al. ( 2005 ), and Bauer et al. ( 2013 ), respectively. The relation in the L100Ref (orange), 
L050AGN (green), and L050AGN + Zoom (red) simulation sets is shown, as well as the predicted relation from the L050AGN + Zoom machine learning 
model applied to the P-Millennium simulation (blue). The median is given by the solid line in each case, and the 16th–84th percentile range is shown by the 
coloured shaded region. The dashed black line in the right-hand panel shows the cut used for passive galaxies, sSFR < 10 −11 yr −1 . 

i  

o  

b  

A  

L  

a  

B
 

f  

p  

r  

r  

T  

d  

l  

a

5

W  

w  

s  

f  

s  

E  

L  

f  

t
 

t  

w  

I  

t  

d  

d  

s  

e  

c  

p  

t  

e  

z  

a  

p  

t  

h  

A  

o  

a  

2

5

P  

s  

r  

m  

t
 

p  

o  

c  

d  

M  

a  

p  

w  

e

5

F  

q  

i  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/4/5046/6425762 by guest on 26 January 2023
mpro v es the statistics significantly. This is a significant achievement
f the model – it is able to successfully extend the predictive range
eyond that achie v able with periodic hydrodynamic simulations.
t lower stellar masses the predictions are consistent with both
100Ref and L050AGN . The predictions at the high-mass end
re also in broad agreement with the observational constraints from
aldry et al. ( 2012 ). 
The P-Millennium simulation is lower resolution than those used

or training, which may impact the predicted properties of galaxies,
articularly those close to the resolution limit. To test the impact of
esolution, we applied the L050AGN + Zoom model to a lower
esolution (100 Mpc) 3 DMO run, with eight times fewer particles.
he predictions for the GSMF were identical, which confirms that
iffering resolution has no impact on the predicted properties; as
ong as the haloes are resolved, the halo features used for prediction
re robust. 

.3 The black hole–stellar mass relation 

e have demonstrated how the model is able to predict stellar masses
ith high accuracy, and produce a GSMF for the P-MILLENNIUM

imulation volume. We now explore other key baryonic distribution
unctions. Fig. 10 shows the black hole–stellar mass relation, the
tellar mass–metallicity relation, and the star-forming sequence.
ach panel shows the relation in the L100Ref , L050AGN , and
050AGN + Zoom simulations, as well as the predicted relation

or our L050AGN + Zoom model, with fiducial feature set, run on
he P-MILLENNIUM simulation. 

The black hole–stellar mass relation shows a rapid increase in
he stellar mass abo v e M � ∼ 10 10 M �, though the exact mass at
hich the relation turns upwards is dependent on the simulation.

n L050AGN + Zoom the increase is at a higher mass compared
o the two periodic simulations. This is not due to any parameter
ifferences, since L050AGN has identical parameters, but may be
ue to the cluster environment delaying black hole accretion by
tarving the central regions of a galaxy of gas. Though van Son
t al. ( 2019 ) note an excess of ‘black hole monster galaxies’ in
NRAS 509, 5046–5061 (2022) 
luster environments due to tidal stripping, this is a subdominant
opulation compared to the main relation, so it does not increase
he normalization of the black hole–stellar mass relation in these
nvironments. The model predictions lie between the periodic and
oom relations, which is perhaps expected since both environments
re providing training data from which the machine is making its
redictions. Overall, the relation is predicted remarkably well, and
he predictions extend the dynamic range to higher stellar and black
ole masses than those achie v able in L100Ref and L050AGN .
t these higher masses the model is in good agreement with the
bservational results of McConnell & Ma ( 2013 ), though the scatter
t fixed stellar mass is still underpredicted (as seen in Schaye et al.
015 ). 

.4 The stellar mass–metallicity relation 

redictions from the model for the stellar mass–metallicity relation
how similar behaviour. The model predictions lie between the
elations from the periodic and zoom simulation sets at high stellar
asses ( M � / M � > 10 10 ), but closely follow the predictions below

his, except at the very lowest stellar masses. 
The scatter in both these relations is much tighter for the model

redictions than in the original simulation sets. This is a reflection
f the deterministic nature of the machine learning prediction,
ombined with the relatively limited feature set, which has been
iscussed in a number of previous works (e.g. Kamdar et al. 2016b ;
oews et al. 2020 ). Historical halo features, such as the formation

nd assembly time, may help to increase the diversity of baryonic
roperties at fixed stellar mass. Ho we ver, the predictions still lie
ithin the uncertainties on observational constraints from Gallazzi

t al. ( 2005 ) at all stellar masses. 

.5 The star-forming sequence 

inally, the right-hand panel of Fig. 10 shows the star-forming se-
uence, e xcluding passiv e galaxies ( sSFR < 10 −11 yr −1 ). As shown
n Fig. 5 the model tends to underpredict SFRs of star-forming
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Figure 11. Matrix showing the relative importance (0 → 1, low to high 
importance) of each feature ( y -axis) for each predictor quantity ( x -axis), 
for the L050AGN + Zoom model. The importance is normalized by the 
maximum for each predictor. 
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Figure 12. Relative feature importance as described by ERT, across all 
features simultaneously. L050AGN (blue) and L050AGN + Zoom (orange) 
machine learning models are shown, including additional features describing 
the local density on different scales ( ρ( R )). 
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alaxies, and this is reflected in the star-forming sequence, where the 
ormalization at M ∗ / M � = 10 11 is lower than that in the original
imulation sets, by up to −0.8 dex compared to L050AGN + Zoom .
he scatter at fixed stellar mass is comparable to the simulation sets
 ±0 . 25 dex ), though this may be partly due to truly quiescent galaxies
n the simulation sets that have residual star formation when predicted 
n the model. In general, ho we ver, the star-forming sequence is
roadly reproduced, is in good agreement both abo v e and below the
haracteristic mass, and lies within the uncertainties on observational 
onstraints from Bauer et al. ( 2013 ). 

 FEA  T U R E  E X P L O R A  T I O N  

eature importance in ERT can be e v aluated from the relati ve position
f a given feature in the tree; the closer to the root node in the
nsemble of trees, the higher the importance. In order to e v aluate
he feature importance for each predictor, we retrain the model on 
ach predictor individually. Fig. 11 shows a matrix of each predictor 
gainst each feature, coloured by their relative importance. The order 
f relative importance is generally the same for all predictors. V max is
y far the most important feature; Kamdar et al. ( 2016b ) attributed a
imilarly high importance for V max in their machine learning model 
rained on Illustris. A number of other studies have highlighted the 
mportance of V max for predicting baryonic properties. Matthee et al. 
 2017 ) showed that, in EAGLE , V max is a key predictor of the stellar
ass, more so than the halo mass. Chaves-Montero et al. ( 2016 ) use
 SHAM technique to test the reco v ery of the clustering of galaxies
n EAGLE and find a similarly strong dependence on V max . The
ircumgalactic medium mass fraction, at fixed halo mass, has also 
een shown to correlate strongly with V max (when parametrized as 
 ratio with the virial circular velocity, closely related to the halo
inding energy), in both EAGLE and Illustris (Davies et al. 2019 ,
020 ; Oppenheimer et al. 2020 ); the authors of these studies argue
hat a high V max corresponds to an early collapse time for a halo,
hich leads to greater black hole growth, which in turn ejects more
f the circumgalactic medium mass. This has a big impact on the
atter baryonic properties of the galaxy, such as its star formation
istory and morphology. This explains the strong importance of V max 

n our feature set for the majority of our baryonic predictors. 
Interestingly, for the gas mass, the half-mass radius is instead the
ost important feature. V max is still of high importance, but at a

imilar level to the subhalo mass and total halo mass ( M crit, 200 ). This
uggests that the size of the underlying dark matter halo is closely
elated to its current gas mass. A similarly strong correlation between
H I ) gas mass and size has been found observationally, though with
he stellar component rather than dark matter (Catinella et al. 2012 ).

The peculiar velocity is the least important feature for all pre-
ictors, as expected. Interestingly, features that encode the local 
alo environment, such as M crit, 200 and its status as a satellite or
entral, are also two of the least important features. This suggests
hat the properties of the subhalo itself mostly determine the baryonic
roperties, ho we ver this does not necessarily mean that ‘nature’
ather than ‘nurture’ is the dominant evolutionary process. Instead, 
ther subhalo features may encode environmental information, e.g. 
atellites are clear outliers in the M 200 − M subhalo plane. 

We also e v aluated the ef fect of including local density features,
( R ). Fig. 12 shows the feature importance for all predictors, in

he L050AGN and L050AGN + Zoom machine learning models. 
one of these local features dominates the feature importance, but 

he density on intermediate scales ( R = [2, 4] Mpc) has a higher
mportance than on the smallest and largest scales ( R = [1, 8] Mpc,
espectively). The order of feature importance is otherwise mostly 
reserved. 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

e have demonstrated the ef fecti veness of machine learning methods 
n modelling the complex relationships between galaxies and their 
ost haloes by training a machine learning model to directly learn
his mapping. By combining hydro and DMO simulations we a v oid
aryonic effects on haloes that would bias predictions. And by using
MNRAS 509, 5046–5061 (2022) 
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 training set consisting of both periodic and zoom simulations of
alaxy clusters, we include rare environments that may not be present
n typical periodic simulations, allowing the model to be applied
o much larger volume DMO simulations, increasing the dynamic
ange, and allowing the evaluation of clustering statistics o v er much
arger scales. Our conclusions are as follows: 

(i) The model successfully predicts the stellar mass, stellar ve-
ocity dispersion, and black hole mass, and provides reasonable
redictions for the star formation rate, stellar metallicity, and total
as mass. Even where the stellar metallicity shows some dispersion
n the prediction, the o v erall distribution is reco v ered. 

(ii) Star formation rates and gas masses are biased low due to
he effect of quiescent, gas-poor galaxies, and some suggestions for
mproving this are put forward, including the use of historical halo
eatures. 

(iii) Adding features representing the local density leads to a neg-
igible increase in the predictive accuracy for most properties, except
he gas mass, which shows significant impro v ement, particularly in
luster environments. 

(iv) We apply the trained model to the P-MILLENNIUM simulation
nd analyse the projected two-point correlation function. We are able
o predict the clustering of galaxies out to much larger scales than in
he periodic hydro simulations ( > 10 h 

−1 Mpc ), as well as analyse
he clustering of rarer, high-mass galaxies, and find that EAGLE is
n good agreement with observational constraints from GAMA on
arge scales. On smaller scales we conclude that baryonic effects on
aloes affect the clustering statistics. 
(v) The predicted GSMF is in excellent agreement with that given

y the periodic hydro simulations at low and intermediate masses,
nd extends the relation to higher masses. 

(vi) The black hole–stellar mass and stellar mass–metallicity
elations are well reproduced, though with less scatter, as seen in
ther machine learning models. 
(vii) The normalization of the star-forming sequence is slightly

nderpredicted at the characteristic mass, which reflects both the
ower normalization in the training data, but also the lower predicted
tellar masses on the test set. Ho we ver, the general form is in good
greement. 

(viii) V max is the most important feature in all simulation sets.
easures of the local environment, such as the satellite flag, host

alo mass, and local density, do not show high importance in any of
he models. 

We stress that our model is not intended as a replacement of
raditional galaxy formation models: it is in fact wholly reliant on
uch models to train from. It does, ho we v er, pro vide a means of
xpanding the predictions from such models to much larger periodic
olumes. These larger volumes are useful for a number of science
uestions. Galaxy clustering is a particularly important application
e have demonstrated here, allowing us to test the clustering statistics
f high-resolution hydrodynamic simulations in the high-mass, large-
eparation regime. As demonstrated by Jo & Kim ( 2019 ), additional
eatures, such as the halo merger history and its assembly and
ormation time, are expected to have a significant positive impact on
he prediction accuracy. While we have found that features describing
he local environment are not highly important, additional parameters
escribing, for example, the tidal shear (e.g. Lucie-Smith, Peiris &
ontzen 2019 ) may also encode more useful information for the
achine to learn from. It may also be possible to make predictions

t multiple redshifts simultaneously by providing the machine with
he scale factor, as demonstrated in Moster et al. ( 2021 ). 
NRAS 509, 5046–5061 (2022) 
The C-EAGLE sample provides a wealth of training data on rich
luster environments, ho we ver those environments on the opposite
nd of the o v erdensity distribution, e xtreme underdensities, or cosmic
oids are less well sampled in our training set. Void regions do not
av e as ob vious an effect on their constituent galaxies properties
s rich cluster environments, where galaxy mergers are far more
ommon and extreme processes such as ram-pressure stripping occur,
o we ver noticeable effects are still seen in voids in the fiducial
eriodic EAGLE volumes (Paillas et al. 2017 ; Xu et al. 2020 ).
arger, more significantly underdense regions are, as for o v erdense

egions, not well sampled in the periodic volumes, ho we ver such
oids are an important constituent of the Universe, making up
60 per cent of the cosmic volume (Pan et al. 2012 ). In future work
e will use resimulations of a range of o v erdensities down to low

edshift to better populate this region of o v erdensity space, reducing
eneralization errors for galaxies in these environments. 
We have focused on six key baryonic properties, but other baryonic

roperties are simple to add, including the emission properties of
alaxies if combined with post-processing pipelines. This will allow
or the construction of extremely large light-cones (as demonstrated
n Hearin et al. 2020 , using their empirical modelling plus simulation-
alibrated approach), necessary for making predictions for wide-
eld surv e ys from the upcoming Roman and Euclid space-based
bservatories (Potter, Stadel & Teyssier 2017 ). To this end, in future
ork we will explore predictions during the epoch of reionization,
here we will leverage the FLARES simulations (Lo v ell et al. 2021 ).
 unique aspect of FLARES is that it consists of resimulations of a

ange of o v erdensities, pro viding training data in extreme overdense
nd underdense environments, which may aid predictions of galaxy
roperties across all environments. 
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McAlpine et al. 2016 ). Other data underlying this article will be
hared on reasonable request to the corresponding author. The code 
sed to train and analyse the models, and produce all plots, is made
vailable at github.com/christopherlo v ell/ML-cosmo. 
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M

Figure A1. Histogram of stellar masses in the L100Ref simulation for 
different DMO subhalo mass limits from the matched subhalo list. The grey 
shaded area designates the stellar mass resolution limit ( M � / M � > 1 . 8 ×
10 8 , or 100 star particles at the initial baryon mass). 

D  

a  

w  

o  

t  

i  

a  

D  

t  

r  

u  

fi
t  

r  

s  

m  

a  

t

A
F

I  

w  

p  

c  

W  

m  

Figure B1. Relations between features commonly used in SHAM ap- 
proaches (Subhalo mass and V max ; x- axis) and each predictor ( y- axis). Each 
panel shows a 2D histogram of the distribution (blue) alongside a fitted 
monotonic linear relation (black line). The percentage of galaxies where the 
predicted value is within 0.2 dex of the true value is quoted in each panel. 
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MO simulation the model is applied to. This is intended to a v oid
 situation where a model is applied to haloes with properties that
ere not present in the training set. Since the selection is done
n DMO properties only, we here check whether galaxies below
he resolution limit in the hydro simulation are included, and the
ncompleteness of galaxies abo v e the resolution limit. Fig. A1 shows
 histogram of stellar mass in the L100Ref simulation for different
MO subhalo mass cuts. For even the strictest subhalo mass limit

here are large numbers of subhaloes with stellar masses below the
esolution limit; this suggests their baryonic properties are highly
nresolved. Ho we ver, the important quantity is the completeness at
xed stellar mass. For a subhalo mass limit of M subhalo / M � > 10 10 

he completeness is greater than 95 per cent abo v e the stellar mass
esolution limit ( M � / M � > 1 . 8 × 10 8 , approximately equal to 100
tar particles at the initial baryon mass, i.e. ignoring stellar evolution
ass-loss), and 100 per cent complete abo v e 5 × 10 9 M �. We use
 subhalo mass limit of M subhalo / M � > 10 10 throughout the rest of
he text. 

PPENDIX  B:  ISOTONIC  FITS  TO  A  SINGL E  

E ATU R E  

n order to provide a qualitative assessment of the ERT model
e choose to fit a simple model to the relationship between each
redictor and a single feature. We use subhalo mass and V max as our
hosen features as these are commonly used in SHAM approaches.
e fit each relation with an Isotonic regression model, which ensures
onotonicity. We do this for the training set, and e v aluate the
NRAS 509, 5046–5061 (2022) 
erformance on the test set. Each relation and the corresponding
ts are shown in Fig. B1 . The percentage of galaxies where the
redicted value is within 0.2 dex of the true value is quoted in each
anel. In each case this percentage is lower than that achieved with
he ERT model. 

We also show the Pearson correlation coefficient for the ERT
odel as well as the Isotonic regression model for each feature in
ig. B2 . The ERT model outperforms the Isotonic regression model
or all predictors, though the performance is comparable using V max 

or the stellar mass, stellar velocity dispersion, and stellar metallicity.
his is expected from the strong correlation between the predictor and
 max in each of these cases, shown in Fig. B1 . Fig. 11 also shows that

hese three predictors are particularly dependent on V max , whereas
ther predictors have greater contributions from other features. It is
lso interesting to see that subhalo mass is the more accurate predictor
or gas mass, black hole mass, and star formation rate, compared
o V max , which highlights that using one or the other feature in an
HAM approach may not lead to optimized predictions for all galaxy
eatures – the ML approach, on the other hand, simply incorporates
ll features, and chooses the best for each predictor. 
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Figure B3. Predictions for the projected correlation function (top panel) and 
GSMF (bottom panel) using the Isotonic regression model (using subhalo 
mass; brown lines), compared with the ERT model (blue) with all features. 
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 L050AGN + ZoomAGN ) as well Isotonic regression models trained using
ubhalo mass and V max . Each predictor is shown on the x -axis. 

In Fig. B3 , we show the impact of using the Isotonic regression
odel (using subhalo mass as the feature) on the projected correlation

unction and the GSMF. The GSMF is mostly reproduced, as 
xpected due to the strong correlation between feature and predictor. 
o we ver, the projected correlation function (for 11 < M � / M � <

1 . 5) shows a deficit in the normalization compared to the ERT
odel, particularly on small scales. One explanation is that high- 
ass satellite galaxies, which are not common in the training set,
ay be more common in the larger P-Millennium volume. The ERT
odel then handles these objects better than the Isotonic model, 

tilizing other features that are more important in these environments 
e.g. the satellite flag). 
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