Attributes and Dimensions of Trust in Secure Systems

Matthew Bradbury Daniel Prince
School of Computing and School of Computing and
Communications Communications

Lancaster University Lancaster University
Lancaster, UK Lancaster, UK
m.s.bradbury@lancaster.ac.uk d.prince@lancaster.ac.uk

ABSTRACT

What is it to be trusted? This is an important question as trust is
increasingly placed in a system and the degree to which a system
is trusted is increasingly being assessed. However, there are issues
with how related terms are used. Many definitions focus on one
attribute of trust (typically behaviour) preventing that definition
from being used for other attributes (e.g., identity). This is con-
fused further by conflating what trustors measure about a trustee
and what conclusions a trustor reaches about a trustee. Therefore,
in this paper we present definitions of measures (trustiness and
trustworthiness) and conclusions (trusted and trustworthy). These
definitions are general and do not refer to a specific attribute al-
lowing them to be used with arbitrary attributes which are being
assessed (e.g., identity, behaviour, limitation, execution, correct-
ness, data, environment). In addition, in order to demonstrate the
complexities of describing if a trustee is designated as trusted or
trustworthy, a set of dimensions are defined to describe attributes
(time, scale, proactive/reactive, strength, scope, source). Finally, an
example system is classified using these attributes and their dimen-
sions in order to highlight the complexities of describing a system
as holistically trusted or trustworthy.
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« Computer systems organization — Sensor networks; « Se-
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1 INTRODUCTION

Ensuring computer systems are trusted or trustworthy is impor-
tant to many different entities [5], from the users of a system, to a
system’s owners and those involved with developing the system. In
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recent years we have seen many initiatives to provide trust such as
with the development of trust and reputation systems in distributed
systems [34], the provision of “Trusted Computing” which facili-
tates the restriction and attestation of software that can be run [22],
and notions such as the “Trusted Computing Base” (TCB) which is
“a small amount of software and hardware that security depends
on” [24]. However, in attempting to provide elements of trust in
computer systems, these initiatives have led to greater confusion
and uncertainty due to different and conflicting ways in which
entities in a system are said to be trusted or trustworthy. Additional
confusion is added because many pieces of work redefine trust in
order to suit their own requirements.

A further challenge is that many works, although not all, define
trust in terms of behaviour (see Appendix A for a selection of
definitions). This approach assesses if the actions taken by a system
matches what was expected. Behavioural assessments typically
exclude other attributes that may be useful to assess if something is
trusted or trustworthy. An example is identity, which uses evidence
of different types to demonstrate the identity of a system is as
expected and if the identity evidence of a trustee can be verified.

In this paper we present a general definition of these concepts,
with a clear difference between what it means to be trusted and what
it means to be trustworthy. We define both trust and trustworthy
as states (or beliefs) that a trustor holds about a trustee. Further we
also define trustiness as a measure of the degree to which the trustor
believes a trustee will meet its expectations and trustworthiness as
a measure of the uncertainty a trustor has in the trustiness.

Using this general definition, trust and trustworthy are not spe-
cific to a single mode of assessment (behaviours, attribute, etc.).
Therefore, researchers and developers are able to select multiple
features of a system to be used to assess trustiness and trustworthi-
ness to assign the respective states of trusted and trustworthy. We
also highlight that because trusted and trustworthy states can be
assessed using multiple features associated with different function-
ality or capability, it is undesirable to state a system is holistically
trusted or trustworthy based on evidence for a limited number of
features. Instead, trust and trustworthy state assignments should
only apply to the set of functions or capabilities, under assessment
using evidence sourced and analysed from features related to that
function or capability.

These problems have been noted in other fields, such as with
decentralised blockchain techniques [18], but there is need for a con-
sistent and coherent framework to discuss entities being trusted and
trustworthy in secure systems in general. This is especially impor-
tant now due to legislative and regulation efforts in this area such as
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UK efforts to standardise practice in securing IoT devices [9], build-
ing secure [10] and private [7] systems by design, and efforts in de-
veloping a decentralised self sovereign identity framework [30, 33].
Each of these initiatives require elements assessed to be trusted
and trustworthy, but are unclear in their definitions of what this
means. For example, the EU regulation on “electronic identifica-
tion and trust services” [6] does not define what it means by trust.
Future work in building trusted and trustworthy systems will be
better served by a consistent approach to defining these concepts,
being specific in terms of features used for assessment, and identi-
fying techniques to assess trustiness and trustworthiness plus the
interdependence of different evidence.

Therefore in this paper we set out our position on this topic to
progress discussions on trust in secure systems. To do so we make
the following contributions:

(1) we define the general concepts of trust, trustworthy, trusti-
ness and trustworthiness,

(2) we explore a set of attributes which may be utilised for as-
sessment of these concepts; identify the different ways these
attributes can be evidenced, and their interdependencies,

(3) we provide dimensions to categorise each individual attribute,
which can be presented in a classification matrix, and

(4) we identify limitations to applying trust in secure systems.

There has already been significant work on developing tech-
niques to represent how much a system is trusted, what its reputa-
tion is, or how to represent and store evidence [34]. Therefore, this
paper does not concern itself, with the representation of evidence.
Instead the focus is to address higher-level concerns with secure
systems being deemed to be trusted and trustworthy.

The remainder of this work is structured as follows, in Section 2
we define general concepts of trust, trustworthy, trustiness and
trustworthiness; and also identify relevant attributes. To explore
individual attributes in greater detail, we define dimensions for
classifying attributes in Section 3 and present an example classifica-
tion matrix in which we classify multiple attributes in an example
system. Next, we discuss limitations to assessing trustiness and
trustworthiness and claiming a system is trusted or trustworthy in
Section 4 before presenting related work in this area in Section 5
and concluding in Section 6. In addition we provide a selection of
definitions of trust from the literature in Appendix A.

2 WHAT DOES IT MEAN TO BE TRUSTED
AND TRUSTWORTHY?

To begin, we will address the first problem which is the way in
which trust and trustworthy have been used. There have been
many approaches to defining trust (see Appendix A) and these
definitions typically either reference the vulnerability an entity
is willing to accept by trusting [27] or reference specifics of the
problem that the work is addressing. For example, many of these
definitions focus on a system performing specific actions within
some constraints, i.e., that its behaviour matches expectations [1, 13,
27]. While these approaches work well for specific domains, these
definitions are challenging to apply when evaluating if a system
should be designated as trusted or trustworthy in a broad context.
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Table 1: Example of Trust and Trustworthy being assigned
to an entity in a system based on their behaviour.

‘ Behaviour | Trusted | Distrusted ‘
The entity is Do not believe that
believed to do as the entity will

Trustworthy | expected and will behave as expected,
not deviate from but expect them to
that behaviour. reliably misbehave.
The entity will do | The entity will not
as expected, but behave as expected
may deviate from and their

Untrustworthy L . S
expectations in misbehaviour is
how the action is unpredictable and
performed. varied.

Table 2: Example of Trust and Trustworthy being assigned
to an example system

‘ Trusted | Distrusted ‘
A bus will arrive Do not expect the
on time at the bus to arrive on

Trustworthy | correct stop and time, but do expect

allow people on them to allow

and off the bus. people on and off.
The bus will arrive | The bus is not

on time, but ma expected to arrive

Untrustworthy . y P

drive dangerously | and has become a
on the pavement. helicopter.

Therefore, we explicitly do not define trust in a similar manner
to other works, as we intentionally do not specify what the asses-
sor has belief in. Instead we rely on a general definition of trust
being paired with an attribute, for which we present definitions in
Section 2.1. This avoids a pitfall of works which define trust and
trustworthy with an explicit focus on a subset of the attributes for
which trustiness and trustworthiness could be assessed.

In this paper we use the same commonly used definitions that
a trustor is an entity in a system who holds a belief about the
trusted and trustworthy state of another entity in a system called
the trustee [20, 34]. We now present these definitions. The first two
— trustiness and trustworthiness — are what a trustor measures
about a trustee. The second two — trusted and trustworthy — are
the designations, or states, that a trustor holds for a trustee, based
on the previous two measurements.

Definition 2.1 (Trustiness). A measurement of the attributes under
consideration by the trustor to assess the ability of the trustee to
meet the trustor’s trust expectations

Definition 2.2 (Trustworthiness). A measure of the uncertainty in
the trustiness the trustor has in the trustee.

Definition 2.3 (Trusted). An entity in a system is deemed to be
trusted when the trustiness is sufficiently high.
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Definition 2.4 (Trustworthy). An entity in a system is deemed to
be trustworthy when the trustworthiness is sufficiently high.

In summary, trustiness and trustworthiness are measurements
assessed by the trustor on a trustee. Trust and trustworthy are states
that a trustor holds about a trustee based on the trustiness and
trustworthiness respectively. Different trustors will have different
thresholds at which a trustee is considered trusted or trustworthy.

A key conceptualisation is that trust and trustworthy are not
implicit properties of the trustee. They are value judgements made
by the trustor. This means it is entirely possible that two trustor
entities within a system can hold different states for trust and trust-
worthy of a third, trustee entity, despite presenting exactly the same
evidence, for the same attributes being assessed. The concepts of
trust and trustiness refer to the belief the trustor has in the trustee,
and the concepts of trustworthy and trustworthiness refer to the
level of uncertainty the trustor has in its assessment of trustiness.
Trustiness and trustworthiness are what is measured when a trustor
evaluates evidence that has been gathered about a trustee. An anal-
ogy with a statistical distribution is that trustiness relates to the
mean and trustworthiness relates to the variance. As such this con-
cept of uncertainty differs to “belief, desire, uncertainty” [19] where
uncertainty forms part of what we have described as trustiness.

In Table 1 we have given examples of what these concepts could
mean when evaluating if a system’s behaviour is trusted or trust-
worthy. An example of an actual system (a bus stopping at a bus
stop) is given in Table 2.

2.1 Multi-attribute

These definitions have been defined in a general way because trusti-
ness and trustworthiness need to be measured for specific attributes
on a trustee. There is not one single attribute, but a set of multiple
attributes that an trustor needs to measure on a trustee. In this sec-
tion, we define seven attributes which will be important to assess
on secure systems. However, there are likely to be other attributes
for which trustiness and trustworthiness needs to be assessed that
depends on the specific domain in which a system operates.

Identity The identity attribute is concerned with verifying who an
entity is in the system is. This can be for a digital component
of a system, a person, an organisation, or other types of en-
tities with an identity. An trustee may have many identities.

Behaviour The behaviour attribute refers to whether the actions
taken by the trustee in the system matches the expectations
of the trustor, i.e., the trustee does what it is supposed to do.

Limitation The limitation attribute refers to whether the trustee
does not exceed its capabilities and also has the ability to
police and enforce those limits, i.e., the trustee does not do
what it is not supposed to do.

Execution The execution attribute is where the software running
on the trustee is the expected software.

Correctness] The correctness attribute is where the trustee
is implemented correctly and that the implementation is the
right implementation for the purpose of the trustee.

Data The data attribute itself has sub-attributes. A trustor may
need to assess the accuracy, integrity, provenance, and other
sub-attributes of data provided by the trustee.
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Environment The environment attribute is where the trustor ex-
pects certain conditions or state of the environment in which
the trustee operates or with which it interacts.

Each of these attributes will have different degrees of importance
to different systems which are deployed for different purposes.
Some of these attributes are likely to be universally important, such
as with identity and behaviour, as it is usually the case that an
identity (whether real or a pseudonym is verifiable) is required
for interactions and that a trustor will require that the behaviour
of a trustee matches its expectations. From a security perspective,
other attributes become critical. For example, in digital forensics it
is important that a tool or system acts within specific limits. It is
poor practice to trust that these limits will be followed and instead
trustworthiness should be demonstrated by suitable evidence [28].

Of these attributes Behaviour, Limitation, Execution, and Cor-
rectness are the four most similar. We have divided trust into these
categories because they respectively state: (1) does the system do
what it is expected to do, (2) does the system not do what it is ex-
pected to not do, (3) does the system execute the expected software,
and (4) is the system correctly implemented.

To highlight the differences, we now provide two examples. In
the first example, a server with a memory leak is delivering content
to clients, which crashes when the memory runs out. The server
may initially be assessed to be behaviourally trusted before the
out of memory error, but if the system was deemed to be trusted
based on correctness, this would have been incorrect. In the second
example, a system is behaving correctly with respect to the obser-
vations that a trustor is making. However, if the software is not
as expected it may be performing other activities that were unex-
pected. Therefore, if the system was deemed to be trusted in terms
of the software being executed this would have been incorrect.

That there are many attributes for which trustiness and trustwor-
thiness can be assessed means there is complexity in determining
if a system is trusted or trustworthy. However, when assessing just
one of these attributes, there are a variety of considerations around
the evidence that can be gathered. In the next section we present a
collection of dimensions to describe a single attribute.

3 DIMENSIONS OF EVIDENCING AND
MEASURING TRUSTINESS AND
TRUSTWORTHINESS ATTRIBUTES

In order to describe these attributes, we will now define a six dimen-
sions in which each attribute can be assessed. For each dimension,
a hierarchy is presented of values that could be assigned.

3.1 Time at which Evidence is Gathered

The time over which evidence is gathered is important to consider,
as the freshness of evidence will be important in a highly dynamic
system. The hierarchy of this dimension is shown in Figure 1. As-
sumed means that the system is designed trusted and/or trustwor-
thy at all times without evidence. Single means that trustiness
and trustworthiness is derived from one-shot evidenced properties
such as results from tests, formal proofs or other evidence that
are gathered at a single point in time. Sampled is when the asses-
sor periodically samples the subject or system to assess trustiness
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and trustworthiness. Continual is when the assessor continually
evidences trustiness and trustworthiness.

Sampled and Continual evidence differ because when evidence
is sampled it means that there are periods of time between the
samples in which the trustee would otherwise lose trustiness or
trustworthiness but not be detected, whereas this cannot be the
case when continually evidenced [2].

Assumed — Single — Sampled — Continual

Figure 1: Hierarchy of evidence time

3.2 Scale

Trustiness and trustworthiness have been assessed on a variety
of different scales [34]. However, these scales can be categorised
into four levels of measurement shown in Figure 2. The nominal
scale has variables without ordering, the ordinal scale has variables
with ordering, the interval scale is the same as the ordinal scale
but with fixed widths between variables, and the ratio scale is the
same as interval scale but includes a notion of true zero. While the
nominal scale has been included, we do not expect trustiness or
trustworthiness to be measured using a scale that does not have an
ordering of the variables which comprise the scale.

Trustiness and trustworthiness may be quantified using a proba-
bility measure (i.e., what is the probability that the behaviour will be
as expected) which would fall under the interval scale. Alternatively,
anumber of finite variables with ordering such as “High”, “Medium”
and “Low” could be use, which would fall under the ordinal scale.
Similarly a binary quantification of trustiness and trustworthiness
would fall under the ordinal scale. Understanding which scale is
appropriate, as if a composite metric is desired, it would be funda-
mentally invalid to arithmetically compose measurements from an
ordinal and ratio scale for example. In this case suitable processes
would need to be defined to evaluate whether thresholds of trust
and trustworthy states had been reached.

Nominal — Ordinal — Interval — Ratio

Figure 2: Hierarchy of trustiness/trustworthiness scale

3.3 Proactive or Reactive

How trustiness and trustworthiness are assessed is important to
understand what guarantees the evidence provides. Typically assess-
ments are performed reactively, meaning that evidence is gathered
after the trustor acts, and the goodness of the evidence is then eval-
uated. Alternatively, trustiness and trustworthiness can be assessed
proactively, where the trustor takes actions before the trustee in
order to obtain appropriate evidence. Neither proactive or reactive
assessments (shown in Figure 3) are better than the other in general,
although in different situations one may be preferred.

Proactive < Reactive

Figure 3: The ways in which trustworthiness is assessed

An example of the difference between these two is now given for
an example scenario of two approaches to assess behavioural trust
of Edge nodes who are executing tasks that resource-constrained
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10T devices have offloaded to them. The first is the reactive as-
sessment [3] where evidence is stored in a trust and reputation
system after observations have been made An alternate approach
is to instead proactively send challenges from IoT devices to Edge
nodes [2], however, this assumes that responding to the proactive
challenge accurately reflects the trustiness of the behaviour that
needs to be assessed. Hence, there is an assumed trusted correlation
between the a correct response to the challenge and a correct re-
sponse to a task. If this assumption does not hold, then the approach
to assess trustiness does not work.

3.4 Evidence Strength and Scope

To determine the trustiness or trustworthiness of a specific attribute
evidence needs to be provided. Different attributes will typically re-
quire different evidence. Not all evidence will be of the same quality
or provide the same guarantees. For example, both hashed message
authentication codes (HMACsS) and digital signatures can be used
to demonstrate authenticity of data, however, HMACs cannot be
used to evidence non-repudiation whereas digital signatures can.
Secondly, not all evidence will be sourced from the same breadth
of sources. Thirdly, evidence may not be directly gathered and may
be provided by another party as reputation.

We do not specify a hierarchy for the strength of evidence. The
strength of evidence could be similar to scale on which trustiness
and trustworthiness are measured. In reality strength is likely to
be complicated to measure and will require statistical techniques
such as with Bayesian approaches and hypothesis testing [14].

None — Local — Distributed — Global

Figure 4: Hierarchy of scope of evidence

For the evidence scope in Figure 4, None is where evidence comes
from no sources, Local is where evidence comes from the single
trustor assessing trust, Distributed is where evidence comes from
multiple entities in a system, and Global is where evidence comes
from all entities in a system. Typically, the greater the scope of
evidence the stronger the evidence will be. However, depending
on the type of evidence, sufficient proof may be provided with a
smaller scope from which evidence is presented.

Indirect — Direct

Figure 5: Hierarchy of who has gathered evidence

Finally, some evidence will be gathered directly by the trustor.
Alternatively, another entity could have gathered their own evi-
dence and shared it with the trustor. This is reputation information
which has been indirectly gathered. A challenge with reputation
is that the trustiness and trustworthiness of the entity providing
accurate and reliable information needs to be assessed.

3.5 Evidencing Attributes

For each of these attributes there exist specific techniques to ev-
idence trustiness and trustworthiness which typically cannot be
used to assess another attribute. This section provides a summary
of the difference techniques which can be used to evidence the
attributes presented in Section 2.1.
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Identity can be assessed in an IoT system via the use of cen-
tralised approaches via certificate authorities which issue digital
certificates and allow the verification of the authenticity of digital
signatures. Alternate techniques include HMACs or signatures pro-
duced by physically uncloneable functions (PUFs). Decentralised
approaches include the web of trust [37] where the trustiness of
an identity is derived from a chain of peers each of whom trust
the next peer in the chain. Higher-level approaches include digital
identity systems (such as the EU eIDAS regulation [6]).

Behaviour can be assessed by IoT systems making observa-
tions on the actions an entity in a system takes and evaluating
how well those observations match the expected observations of
good behaviour. Various ways to record this information have been
developed [34], typically by maintaining extensive logs.

Limitation is very similar to behaviour, as it can also be assessed
by making observations on a system and evaluating if no observed
action exceeds what is expected from the system.

Execution is typically assessed by checks on the code a system is
executing. For example, where only digitally signed code is allowed
to be executed in a privileged context. Alternately, when evidence
needs to be provided to a remote entity, remote attestation can be
used to evidence that specific software is running on an entity.

Correctness can be assessed by Verification and Validation
(V&V) techniques. There are a wide variety of V&V different tech-
niques from verifying properties on an abstract model of the sys-
tem [21], to runtime monitors [12].

Data trustiness/trustworthiness is highly complex and there are
many sub-attributes that need to be assessed, these include integrity,
authenticity, availability guarantees, management of the data, the
collection procedure and many others. Integrity can be protected
via a variety of techniques including cyclic redundancy checks
(CRCs) and also techniques used to provide identity trust (such as
HMACs and digital signatures). These identity trust techniques also
allow the authenticity of the data to be verified.

Environment can be assessed by directly monitoring the en-
vironment. The assessors will need to sense the environment or
used evidence provided by other entities sensing the environment
to assess if the conditions match expectations.

A trustor may have multiple attributes to evaluate. For example,
a trustee is unlikely to have a single behaviour but multiple of them.
Evaluating trustiness and trustworthiness in a single behaviour
may not demonstrate trustworthiness in other behaviours, so these
need to be considered separately as the evidence does not apply
to multiple attributes. In addition, there are inter-dependencies
among the evidence for different attributes where evidence for one
attribute depends on another attribute having been evidenced. For
example, assessing behaviour will rely on an assessment of identity
as without knowing who is being assessed no behavioural evidence
can be associated with the appropriate trustee.

3.6 Classification Matrix

In summary, we have proposed that for each attribute that trusti-
ness and trustworthiness are being assessed for, there are multiple
dimensions along which how trustiness and trustworthiness are
being assessed can be described.
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In order to demonstrate the complexity, we now present a cate-
gorisation of an example IoT system in which resource-constrained
devices offload tasks to resource-rich edge devices. In this sys-
tem [2], trustiness and trustworthiness is assessed by observing
and recording evidence about how an edge device responds to a
task. The edge device is considered to have acted badly when a task
is (i) ignored, (ii) late, or (iii) has an incorrect response. Trustiness is
calculated using the expected value of the Beta Reputation System,
which is a continuous value between 0 and 1. An edge is considered
trusted when the trustiness level is greater than or equal to the
highest trustiness level of any edge minus 0.25.

The classification of this system is shown in a Classification
matrix in Table 3. This matrix is complex with different attributes
having different classifications for the different dimensions. This
complexity shows that in this simple system, it is not possible to
summarise it with statements such as “the system is trusted” or “the
system has been demonstrated to be trustworthy” because many
attributes differ in their classification and some attributes have
not had trustiness evidenced. However, one approach may be to
specifically define the set of attributes that are needed for a system
to be considered trusted or trustworthy. In this case, it is important
that the limitations are clearly identified and that such a claim does
not mean that a system is holistically trusted or trustworthy.

This matrix does not include other attributes such as (i) the de-
sign of the system or hardware being correct, (ii) lack of tampering
during manufacture or delivery, or if being re-used that (iii) previ-
ous owners correctly used the devices and did not damage or alter
them. These are only a selection of possible additional attributes and
there are likely to be many others worth considering depending on
the domain in which trustiness and trustworthiness is considered.

4 LIMITATIONS TO TRUST

The goal of a system should be to have a minimal set of entities
within it that need to be implicitly trusted. Instead the system
should aim to demonstrate its trustiness and trustworthiness via
appropriate evidence. However, due to IoT systems unique charac-
teristics (such as limited resources) it means that challenges can
often be faced by an IoT system when evidencing trustiness and
trustworthiness. This may necessitate a balance between what
should be assumed to be trusted/trustworthy versus demonstrated
as trusted/trustworthy based on the costs to evidence an attribute
and the potential impact an assumption may have.

4.1 Cost to Evidence Trustiness and
Trustworthiness

Evidencing trustiness and trustworthiness can be expensive. Dif-
ferent techniques to provide evidence will incur costs such as: ad-
ditional computation, memory usage, time delays, energy, com-
munication, and others. Blockchain and its different approaches
to distributed consensus have different costs depending on the ap-
proach used, for example, proof-of-work has very high computation
costs but others such as proof-of-stake eliminate the need to solve
the same problem, so have lower computation costs.

For resource-rich systems, these costs are often appropriate in
order to obtain the required evidence demonstrating trustiness and
trustworthiness. However, systems such as in the Internet of Things
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Table 3: Example classification matrix of a proactive task offloading technique [2]

Attribute ‘ Scale Activity Scope Strength Source  Time of Evidence
Identity’ Ordinal Reactive Distributed High Direct Sampled
Behaviour? Ratio Proactive Local Medium Direct Sampled
Limitation3 - — None — — Assumed
Execution® - — None - — Assumed
Correctness® Varies Proactive Global Low Indirect Single

Data Accuracy — — None — — Assumed
Data Integrity® Ordinal Reactive Local High Direct Sampled
Data Provenance® | Ordinal Reactive Local High/Medium’  Direct Sampled
Environment® Ratio  Reactive/Proactive Distributed Varies Direct  Sampled/Continual

1 Verify identity via digital signature and certificates, a certificate authority is needed who is trusted.

2 Assumes behaviour to mean correctly responding to a challenge will mean the edge will correctly respond to task.

3 While behaviour has been assessed, no attempt has been made to check that the system does not do actions it should not do. Behavioural
trustworthiness assessment is limited to checking if an Edge responds correctly to a challenge.

4 No evidence is provided about software running, nor is signed firmware required.

5 Correctness was evidenced via experimentation, there exists the potential for incorrect operation in other scenarios not tested.

6 Guaranteed by protections provided by CoAP/OSCORE (HMAC) or Group OSCORE (digital signatures).

7 HMAC has weaker guarantees than digital signatures.

8 Aspects of the environment are checked (radio links, edge availability) via different mechanisms. However, many aspects are not checked.

are typically resource-constrained. This means that there will be a
trade-off between the capability to gather evidence, the capability
to check the evidence, and the capability to provide the evidence to
another party within the limited resource of the device or system.

4.2 Changing over Time

Trustiness and trustworthiness are not static, they will change over
time as the environment, system, beliefs of the trustor, and other
considerations change. This means any designation of a trustee
being trusted or trustworthy needs to be associated with (at min-
imum) a time at which this becomes true, but ideally will have
a maximum duration for which the belief is held. An example of
systems in which this is the case are X.509 digital certificates which
bound the time at which the certificate is valid.

Another aspect to trustiness and trustworthiness changing over
time is that if a trustor deems a trustee to be trusted or trustworthy
then this may take a significant amount of time. However, a loss
of trustiness or trustworthiness can occur over a much shorter
period of time and then be harder to restore once diminished or
lost. This means that any trustee in which trustiness and trustwor-
thiness is assessed needs to consider the impact of choices they
make on how trusted or trustworthy they will be considered in the
future. However, these properties are not guaranteed and specific
implementations [31] may be required to have these properties.

4.3 Bootstrapping Trust

A root of trust in a computer system is a fundamental component
which needs to be trusted. A trusted platform module (TPM) is often
used as a root of trust for cryptographic operations and random
number generation and is commonly used to verify the integrity
and authenticity of firmware used to boot an operating system [17].
Bootstrapping trust for a TPM [29] and evidencing that a TPM is
trusted and trustworthy is a challenging problem as reaching a
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state of trust in a root of trust comes with disadvantages [25]. This
is concerning as a loss of trust in this component would mean the
invalidation of the evidence it has produced and previously trusted
components would no longer be considered as trusted.

This issue is not limited to roots of trust in hardware, this issue
occurs in other domains too. For example, certificate authorities
(CA) who issue digital certificates need to provide a root certificate
that is trusted. The CA needs to be trusted along multiple dimen-
sions, including that they only issue certificates to valid entities,
that they manage their private keys correctly, that correct certifi-
cate revocation lists are updated and published, plus many other
attributes. The root certificate is needed to validate the authenticity
of certificates which claim to be issued by that CA, hence trust of
identity is built upon a root of trust whose trustiness cannot be
assessed using the same techniques as other certificates [4].

A variety of other system components encounter the same issue.
In 1984 Thompson wrote “You can’t trust code that you did not
write yourself” [35] which followed from his work where compil-
ers can intentionally miscompile code to introduce vulnerabilities
or behaviour different to the behaviour expected. The problem is
that compilers are typically trusted without users checking the
compiler’s output to assess its trustiness and trustworthiness in
generating compiled code. This problem is partially mitigated via
Diverse Double-Compiling [36]. In this technique a diverse set of
compilers is used to compile code. However there still exist chal-
lenges when compilers do not output reproducible builds (either
due to non-deterministic behaviour or the output is based on vary-
ing inputs such as time) and the potentially limited number of
compilers for less common languages!.

The problem with bootstrapping trust is that assessing trustiness
and trustworthiness of a trustee in which trust is being bootstrapped
means there is a circular dependency, i.e., the trustee needed to be

Uhttps://www.awelm.com/posts/evil-compiler/
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trusted in order for its trustiness and trustworthiness to be assessed.
This means that bootstrapping trust often needs to evaluate trusti-
ness and trustworthiness outside of the established trust framework.
For example, by tracking if CAs correctly issue certificates [23],
which is outside of the scope of verifying the authenticity of a
digital certificate using a CA’s root certificate.

4.4 Unknown Unknowns

It is the case of evaluating trustiness and trustworthiness (as it is
with security) that unknown issues that we do not know we don’t
know will not be able to be addressed. For security, this means that
there are vulnerabilities (or classes of vulnerabilities) we have not
yet discovered and do not know to mitigate. This impacts assess-
ment of trustiness and trustworthiness, as there is evidence that
should be gathered to demonstrate the level of trustiness and trust-
worthiness in specific attributes, but it is not known that this should
be done. This means any assessment of a system being trusted or
trustworthy is performed based on incomplete knowledge.

4.5 Systems of Different Criticalities

Different domains will have different thresholds to which trusti-
ness and trustworthiness must be demonstrated. A smart bulb,
autonomous car, and nuclear power plant each has different levels
of trustiness and trustworthiness that need to be demonstrated in
order for a system to be deemed trusted or trustworthy. In more
critical domains, more information will typically be provided to
demonstrate trustiness and trustworthiness to stakeholders. There-
fore, a designation of trust or trustworthy in one system is not
necessarily comparable to another due to the different requirements
for a system to be designated as trusted or trustworthy.

4.6 Freedom

Another side to assessing trustiness and trustworthiness is that in
some scenarios it is not a benefit to all parties. For example, an
organisation may want to place restrictions on the software that
can be run on certain hardware either to prevent the misuse of
the hardware or to mitigate vulnerabilities (e.g., rootkits) that the
users may face. This could be achieved via a number of mechanisms
such as requiring signed firmware or remote attestation. However,
this means that users may be limited in how they can use their
device, potentially preventing them from making legitimate choices
in terms of the software that they runs [32]. This also has a sustain-
ability impact as there is the potential for the reuse of devices to
be prevented as maintenance may not be able to be turned over to
open source communities.

5 RELATED WORK

There have been several other works that have proposed similar
frameworks for discussing and reasoning about trust. many of
these related works focus on the techniques to assess trustiness or
trustworthiness [34]. However, other works have tried to classify
the way in which trust can be assessed.

A set of trust classes was proposed by Josang et al. [20] (pro-
vision, access, delegation, identity, context, purpose trust) based
on, but different to, the classes proposed by Grandison and Sloman
[15] (resources, provision of service, certification, delegation, and
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infrastructure). These trust classes are similar to the attributes pro-
posed in this work and overlap in some cases (such as identity, and
context mapping to our environment attribute). Many of the classes
proposed fall under our behaviour attribute. For example, “provi-
sion” relates to a service or resource provided, “access” is the ability
to access resources, “delegation” is concerned with tasks delegated
to another agent, these can all be attributed to the behaviour of the
trustee. The execution, limitation, and correctness attributes we
have proposed encapsulate different elements of trust compared to
the proposed classes. However, as indicated by this previous work
and our work, these lists are not exhaustive and each framework
can make use of additional attributes as needed.

Daubert et al. [8] proposed a different set of trust attributes of:
device, processing, connection, system, and multidimensional trust.
Each of these dimensions have their own definition as to what trust
in that context means. However, some of these definitions do relate
to trust, for example, device trust “refers to the need to interact with
reliable devices such as sensors and actuators” [8]. A “need” does
not describe what needs to be assessed as trusted or trustworthy in
the devices being interacted with. In addition, this paper circularly
defines trust as “a measurement for the need of trust”.

6 CONCLUSIONS

We have presented an alternate view for describing trust. Instead
of using previous definitions, we have defined trustiness and trust-
worthiness as measures of belief and uncertainty made by a trustor
about a trustee respectively, and trusted and trustworthy as states
placed by the trustor on the trustee based on these measures. This
alternate definition is intentionally general, such that it can be
paired with an appropriate attribute. We have defined 7 attributes
we believe to be important to secure systems: identity, behaviour,
limitation, execution, correctness, data, and environment. Next we
defined six dimensions to evidencing and measuring the trusti-
ness and trustworthiness of a specific attribute: time, scale, proac-
tive/reactive, strength, scope, and source. The complexity in decid-
ing if a system is trusted or not was highlighted using an example
system of task offloading based on an assessment of trustiness.

Our conclusions are that systems should avoid being described
as holistically trusted or trustworthy, but trusted or trustworthy for
specific attributes and that an assessment of trustiness and trust-
worthiness in a specific attribute is complex due to the multiple
dimensions involved with assessing them. For future work, we
intend to explore the implications of defining trustiness and trust-
worthiness as analogous to the mean and variance of a probability
distribution. We believe that this opens up scope to perform further
rigorous analysis and quantification.

A TRUST DEFINITIONS

To give an understanding of the diversity of trust definitions that
have been used in the literature, a selection are included here.

e “I trust you because your interests encapsulate mine” Hardin [16]

e “willingness of a party to be vulnerable to the actions of another
party based on the expectation that the other will perform a
particular action important to the trustor, irrespective of the
ability to monitor or control that other party” Mayer et al. [27]
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“Trust is the expectation of an entity with respect to certain
properties or actions of another entity under a specified con-
text and time, considering the risks, incentives, and historical
information.” Lee [26]

“Risk, or meaningful personal investment, is a prerequisite of
trust. The need for trust only arises in risky situations, and the
trustor must be cognizant of the risks involved” Deutsch [11]
“trust (or, symmetrically, distrust) is a particular level of the sub-
jective probability with which an agent assesses that another
agent or group of agents will perform a particular action, both
before he can monitor such action (or independently of his ca-
pacity ever to be able to monitor it) and in a context in which it
affects his own action” Gambetta [13]

digital trust as “a trust based either on past experience or evidence
that an entity has behaved and/or will behave in accordance with
the self-stated behaviour” Akram and Ko [1]
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