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a b s t r a c t

We characterize a Hawkes point process with kernel proportional to the probability
density function of Mittag-Leffler random variables. This kernel decays as a power law
with exponent β + 1 ∈ (1, 2]. Several analytical results can be proved, in particular
for the expected intensity of the point process and for the expected number of events
of the counting process. These analytical results are used to validate algorithms that
numerically invert the Laplace transform of the expected intensity as well as Monte
Carlo simulations of the process. Finally, Monte Carlo simulations are used to derive the
full distribution of the number of events. The algorithms used for this paper are available
at https://github.com/habyarimanacassien/Fractional-Hawkes.
©2023 TheAuthors. Published by Elsevier B.V. This is an open access article under the CCBY

license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In Ref. [1], a Hawkes process of fractional type was introduced. A Hawkes process, N(t), [2,3] is a self-exciting point
process defined by the following conditional intensity

Λ(t|Ht ) = Λ0 + α

∫ t

0
f (t − u) dN(u), (1)

where Ht represents the history of the process, Λ0 > 0 is a ‘‘naked’’ rate (if α = 0 we have a Poisson process with rate Λ0),
α ∈ (0, 1) is the branching ratio (see [4] for the connection with branching processes), and f (t) is the probability density
function of a positive random variable. The idea was to use as kernel the probability density function of Mittag-Leffler
random variables defined as follows [5]

fβ (t) =

∫
∞

0
θe−θ tKβ (θ ) dθ, (2)

∗ Corresponding author.Department of Mathematics, University of Sussex, Falmer, Brighton, UK.
E-mail addresses: c.habyarimana@ur.ac.rw (C. Habyarimana), jaduda@jkuat.ac.ke (J.A. Aduda), e.scalas@sussex.ac.uk (E. Scalas),

chenj60@cardiff.ac.uk (J. Chen), a.g.hawkes@swansea.ac.uk (A.G. Hawkes), federico.polito@unito.it (F. Polito).
https://doi.org/10.1016/j.physa.2023.128596
0378-4371/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/
licenses/by/4.0/).

https://doi.org/10.1016/j.physa.2023.128596
https://www.elsevier.com/locate/physa
http://www.elsevier.com/locate/physa
http://crossmark.crossref.org/dialog/?doi=10.1016/j.physa.2023.128596&domain=pdf
https://github.com/habyarimanacassien/Fractional-Hawkes
http://creativecommons.org/licenses/by/4.0/
mailto:c.habyarimana@ur.ac.rw
mailto:jaduda@jkuat.ac.ke
mailto:e.scalas@sussex.ac.uk
mailto:chenj60@cardiff.ac.uk
mailto:a.g.hawkes@swansea.ac.uk
mailto:federico.polito@unito.it
https://doi.org/10.1016/j.physa.2023.128596
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


C. Habyarimana, J.A. Aduda, E. Scalas et al. Physica A 615 (2023) 128596

w
here β ∈ (0, 1] and Kβ (θ ) is given by

Kβ (θ ) =
1
π

θβ−1 sin(βπ )
θ2β + 2θβ cos(βπ ) + 1

. (3)

Eq. (2) defines the probability density function of a Mittag-Leffler random variable interpolating between a stretched
exponential for small t and a power law of index β for large t [6,7]. The behaviour of the Mittag-Leffler distribution is
similar to the one of the Pareto distribution [8], but it is easy to use it as there is a simple analytic formula for the Laplace
transform of fβ (t) [5]. Functions such as (2) play an important role in fractional calculus [6] and, for this reason, we
decided to call the corresponding Hawkes process a ‘‘fractional’’ Hawkes process. Expressing the measure dN(u) in Eq. (1)
as dN(u) =

∑
Tk≤t δ(u − Tk) where {Tk}∞k=1 are the random variables representing the event times/epochs, one gets

Λ(t|Ht ) = Λ0 + α
∑
Tk≤t

fβ (t − Tk).

The probability density function fβ (t) diverges in 0+:

lim
t→0+

fβ (t) = ∞,

so, one potentially has infinite activity in all the epochs Tks. However, one can avoid this problem by setting

Λ(t|Ht ) = Λ0 + α
∑
Tk<t

fβ (t − Tk), for t ̸= Tk

and

Λ(t|Ht ) = Λ(T−

k |Ht ), for t = Tk.

In this way Λ(Tk|Ht ) is finite for all the epochs and, for ε > 0 and ε ≪ 1, one has that Λ(Tk + ε|Ht ) is finite as well.
Our simple approach is not the unique way for defining a ‘‘fractional’’ Hawkes process. For example, Hainaut [9]

considers a time-changed intensity process Λ(St ) where the conditional intensity of the self-exciting process is solution
of a stochastic differential equation

dΛt = κ(ρ − Λt )dt + ηdPt , (4)

where κ , ρ and η are suitable parameters and the driving process Pt is a continuous-time random walk defined as

Pt =

Nt∑
i=1

ξi (5)

where Nt is a counting process and ξis are independent and identically distributed marks with finite positive mean and
finite variance. The time-change St is then the inverse of a β-stable subordinator. This process has been later applied to
CDS valuation [10]. Our process is related to Epidemic Type Aftershock Sequence (ETAS) models introduced by Ogata [11]
as the kernel in (2) has the same asymptotic behaviour as the power-law kernel suggested by Ogata. Another interesting
related approach is the so-called randomization of classical Hawkes process discussed in [12]. In such an approach the
kernel becomes a random function, for instance because of the dependence on a random parameter.

There are several possible applications of the fractional Hawkes process discussed in this paper. The above remarks
immediately point to a potential application to geophysics and namely to the spatio-temporal statistical analysis of
earthquakes. However, Hawkes processes with power-law kernels have been applied in finance as well. One can
consult [13] for a review of the application of Hawkes processes to finance.

In the previous paper [1], we used the Laplace transform of the probability density function (2) [6]

f̃β (s) =

∫
∞

0
e−st fβ (t) dt =

1
1 + sβ

, Re(s) > 0 (6)

to derive the Laplace transform of the expected intensity

λ(t) = E[Λ(t|Ht )]. (7)

In Eq. (6), the argument s of the Laplace transform is a complex number and the condition that the real part of s is positive
(Re(s) > 0) is useful to avoid the branch cut in the origin. Similar remarks apply throughout our paper.

Indeed, from the definition of the conditional intensity process in Eq. (1), one can derive a self-consistent equation for
λ(t)

λ(t) = Λ0 +

∫ t

fβ (t − u)λ(u) du, (8)

0
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nd, taking the Laplace transform of this equation, one eventually gets

λ̃(s) =
Λ0

s
1 + sβ

(1 − α) + sβ
, Re(s) > 0. (9)

If time is rescaled using a time scale γ > 0, this equation becomes

λ̃(s) =
Λ0

s
γ + sβ

(1 − α)γ + sβ
. (10)

n [1], we noticed that there is an analytical formula for the expected intensity λ(t) when β = 1/2, but no proof was given
f this result. This is now discussed in detail in Section 2. In that same section, we now present (i) the analytical inverse
f (10) as well as (ii) a numerical method to invert the Laplace transform and compute λ(t), in the general case β ∈ (0, 1].
ote that the case β = 1 leads to probability density functions for exponential random variables. Finally, we study the
symptotic behaviour of λ(t) as a consequence of Tauberian theorems, a point that was also mentioned in [1] without
xplicit proof. In Section 3, results on the expected number of events up to time t are presented whereas the distribution
f the number of events is discussed in Section 4. The Monte Carlo thinning algorithm [14] described in [1] and generating
he intensity process has been translated into R [15] and it is used throughout this paper. The code used in the present
aper is freely available from the following repository https://github.com/habyarimanacassien/Fractional-Hawkes.

. Expected intensity

In this section, we present our results on the expected intensity as a function of time. We focus on the analytical
nversion of its Laplace transform in the case β = 1/2, and in the general case β ∈ (0, 1) as well as on the numerical
nversion, and on the limiting behaviour for large times (t → ∞).

.1. Analytical result for β = 1/2

As discussed in the previous section, the Laplace transform of the expected intensity is given by Eq. (10). As mentioned
bove, in [1], we presented the explicit inverse Laplace transform of this equation in the case β = 1/2 without proof. In
hat follows, let us denote by L the Laplace transform. We are now presenting a proof in the following proposition.

roposition 1. The inverse Laplace transform L−1 of (10) for β = 1/2 is given by

λ(t) = L−1 {
λ̃(s)

}
(t) =

Λ0

1 − α
−

αΛ0

1 − α
e(1−α)2γ 2terfc

[
(1 − α)γ

√
t
]
, (11)

here

erfc(t) = 1 − erf(t) =
2

√
π

∫
∞

t
e−τ2 dτ

s the complementary of the error function

erf(t) =
2

√
π

∫ t

0
e−τ2 dτ .

Proof. The strategy is to find the Laplace transform of λ(t) in (11) and show that it coincides with λ̃(s) in (10). We have

L
{

Λ0

1 − α
−

αΛ0

1 − α
e(1−α)2γ 2terfc

[
(1 − α)γ

√
t
]}

(s)

= L
{

Λ0

1 − α

}
(s) − L

{
αΛ0

1 − α
e(1−α)2γ 2t

}
(s)+

L
{

αΛ0

1 − α
e(1−α)2γ 2terf

[
(1 − α)γ

√
t
]}

(s)

=
Λ0

·
1

−
αΛ0

·
1

2 2 +
αΛ0 L

{
e(1−α)2γ 2terf

[
(1 − α)γ

√
t
]}

(s). (12)

1 − α s 1 − α s − (1 − α) γ 1 − α

3
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sing the property that L
{
eat f (t)

}
(s) = f̃ (s− a) where f̃ (s) = L {f (t)} (s) [16] (property 1.8 on page 3), the expression in

12) becomes

L
{

Λ0

1 − α
−

αΛ0

1 − α
e(1−α)2γ 2terfc

[
(1 − α)γ

√
t
]}

(s)

=
Λ0

1 − α

1
s

−
αΛ0

1 − α

1
s − (1 − α)2γ 2 +

αΛ0

1 − α
F

(
s − (1 − α)2γ 2) . (13)

F (s) in (13) is given by

F (s) = L
{
erf

√
(1 − α)2γ 2t

}
(s). (14)

Also, using the property that L {f (at)} (s) =
1
a f̃ (

s
a ) where, again, f̃ (s) = L {f (t)} (s) [16] (property 1.3 on page 3), the

xpression in (14) becomes

F (s) = L
{
erf

√
(1 − α)2γ 2t

}
(s) =

1
(1 − α)2γ 2 · G

(
s

(1 − α)2γ 2

)
, (15)

here

G(s) = L
{
erf

√
t
}
(s).

We are now left with the task of computing G(s) = L
{
erf

√
t
}
(s). With erf(

√
t) =

2
√

π

∫ √
t

0 e−τ2 dτ , let τ 2
= u, so that

τ =
du
2
√
u , and u = 0 for τ = 0 and u =

√
t for τ = t . Thus, we have

erf(
√
t) =

2
√

π

∫ t

0
e−u du

2
√
u

=
1

√
π

∫ t

0
e−uu−1/2 du,

hich implies that

G(s) = L
{
erf(

√
t)

}
(s) =

1
√

π
L

{∫ t

0
e−uu−1/2 du

}
(s). (16)

sing the property that

L
{∫ t

0
f (τ ) dτ

}
(s) =

1
s
f̃ (s),

where, once more, f̃ (s) = L {f (t)} (s) [16] (property 1.33 on page 7), the expression in (16) becomes

G(s) = L
{
erf(

√
t)

}
(s) =

1
√

π

L
{
e−uu−1/2

}
(s)

s
=

1
√

π

H(s + 1)
s

, Re(s) > 0, (17)

here

H(s) = L{u−1/2
}(s) =

Γ (− 1
2 + 1)

s−
1
2 +1

(s) =
Γ ( 12 )

s
1
2

=

√
π

√
s
, Re(s) > 0. (18)

herefore, replacing (18) into (17), yields

G(s) =
1

√
π

H(s + 1)
s

=
1

√
π

√
π

√
s+1

s
=

1
s
√
s + 1

.

H⇒ F (s) =
1

(1 − α)2γ 2 · G
(

s
(1 − α)2γ 2

)
=

(1 − α)γ

s
√
s + (1 − α)2γ 2

H⇒ F
(
s − (1 − α)2γ 2)

=
(1 − α)γ(

s − (1 − α)2γ 2
)√

s − (1 − α)2γ 2 + (1 − α)2γ 2

=
(1 − α)γ(

s − (1 − α)2γ 2
)√

s
. (19)

inally, taking the expression in (19) into (13), yields

L
{

Λ0

1 − α
−

αΛ0

1 − α
e(1−α)2γ 2terfc

[
(1 − α)γ

√
t
]}

(s)

=
Λ0 1

−
αΛ0 1

+
αΛ0 F

(
s − (1 − α)2γ 2)
1 − α s 1 − α s − (1 − α)2γ 2 1 − α

4
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=
Λ0

1 − α

1
s

−
αΛ0

1 − α

1
s − (1 − α)2γ 2 +

αΛ0

1 − α

(1 − α)γ(
s − (1 − α)2γ 2

)√
s

=
Λ0

1 − α

[(√
s − (1 − α)γ

) (√
s + (1 − α)γ − α

√
s
)

s
(√

s − (1 − α)γ
) (√

s + (1 − α)γ
) ]

=
Λ0

s
γ +

√
s

(1 − α)γ +
√
s
.

his ends the proof as this expression coincides with the expression in Eq. (10) for β = 1/2. □

.2. Inversion of the Laplace transform and limiting behaviour

For β ∈ (0, 1) and β ̸= 1/2, the analytical inverse to Eq. (10) can be found using a result from [17] (formula (2).5). We
eport it below for readers’ convenience. We define the Prabhakar functions a.k.a. three-parameter Mittag-Leffler functions
s follows

Ec
a,b(z) :=

1
Γ (c)

∞∑
k=0

Γ (c + k)zk

k!Γ (ak + b)
, a, b, c ∈ C, Re(a) > 0. (20)

he Laplace transform we need is∫
∞

0
e−st tb−1Ec

a,b(νt
a) dt = s−b(1 − νs−a)−c, Re(a), Re(b) > 0, |s| > |ν|

1/Re(a). (21)

We can now state the following proposition

Proposition 2. The inverse Laplace transform of (10) is

λ(t) =
Λ0

1 − α
−

αΛ0

1 − α
Eβ ((α − 1)γ tβ ), (22)

where Eβ (z) := E1
β,1(z) is the one-parameter Mittag-Leffler function.

Proof. To prove the result, we first rewrite (10) as

λ̃(s) = Λ0

[
γ s−1

(1 − α)γ + sβ
+

sβ−1

(1 − α)γ + sβ

]
,

then we apply (21) to the two summands to get

λ(t) = Λ0[γ tβE1
β,β+1((α − 1)γ tβ ) + E1

β,1((α − 1)γ tβ )].

Now, it is possible to use the following identity for the two-parameter Mittag-Leffler function (see [18], equation (2.2.1))

E1
a,b(z) = zE1

a,a+b(z) +
1

Γ (b)
,

with a = β , b = 1 and z = (α − 1)γ tβ to get the thesis (22). □

Remark 1. Proposition 1 can now be seen as a corollary of Proposition 2 setting β = 1/2 and noticing that E1
1/2,1(z) =

ez
2
erfc(−z) (see [18], equation (2.1.5)).

To test the analytical results, we have used an algorithm for the numerical inversion of Laplace transforms [19].
We have modified the original R code in the package invLT [20] for our purposes and the code is available at https:
//github.com/habyarimanacassien/Fractional-Hawkes. In Fig. 1, we present a comparison between the numerical inversion
of the Laplace transform and the analytical result for the cases β = 1/2 and β = 0.9; the values of the other parameters
are specified in the figure caption.

As mentioned in [1], one can observe a fast increase of the expected intensity, followed by a slower convergence to a
constant value. In that paper, we mentioned that one can prove that the following limit holds

lim
t→∞

λ(t) =
Λ0

1 − α
(23)

sing Tauberian theorems. We now make this result explicit. We first quote, without proof and as a lemma, the Tauberian
heorem proven by Hardy and Littlewood [21].
5
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Fig. 1. Top: Comparison between the exact formula (11) for β = 1/2 (solid red line) and the numerical inversion of the Laplace transform in (10)
blue dots). The parameters are Λ0 = 1, α = 0.1 and γ = 0.1, 0.8, 1.7 from left to right. Bottom: Comparison between the exact formula (22)
or β = 0.9 (solid red line) and the numerical inversion of the Laplace transform in (10) (blue dots). The parameters are Λ0 = 1, α = 0.1 and
= 0.1, 0.8, 1.7 from left to right. Time is measured in arbitrary units.

emma 1 (Hardy and Littlewood 1930, Theorem 1). If f (t) is positive and integrable over every finite range (0, T ) and e−st f (t)
s integrable over (0, ∞) for every s > 0 and if

f̃ (s) =

∫
∞

0
e−st f (t) dt ∼ Hs−a (24)

or s → 0 with a > 0, H > 0, then as t → ∞

F (t) =

∫ t

0
f (u) du ∼

H
Γ (1 + a)

ta. (25)

The symbol ∼ is used by Hardy and Littlewood to denote asymptotic equivalence. For instance, given two functions
f (x) and g(x) we say that they are asymptotically equivalent for x → ∞ if and only if

lim
x→∞

g(x)
f (x)

= 1.

A similar definition is used for the limit x → 0. In our case, we also have the following lemma

Lemma 2. Consider λ̃(s) given by Eq. (10). Then we have

λ̃(s) ∼
Λ0 s−1. (26)
1 − α

6
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roof. For s → 0, Eq. (10) can be expanded around s = 0 in Puiseux-Newton series [22] as

λ̃(s) =
Λ0

1 − α
s−1

−

∞∑
k=1

αΛ0

(α − 1)k+1γ k s
kβ−1 (27)

meaning that

lim
s→0

λ̃(s)
Λ0
1−α

s−1
= 1. □ (28)

An immediate consequence of the two previous lemmata is the following proposition

Proposition 3. Let λ(t) = L−1
{λ̃(s)}(t) with λ̃(s) given by Eq. (10). Then

lim
t→∞

λ(t) =
Λ0

1 − α
.

Proof. With the identification H = Λ0/(1 − α) and a = 1, we have that the expected number of events asymptotically
grows in a linear way by virtue of Lemmas 1 and 2 for large t

E[N(t)] =

∫ t

0
λ(u) du ∼

Λ0

1 − α
t. (29)

aking the derivative of Eq. (29) leads to the thesis

λ(t) ∼
Λ0

1 − α
. (30)

o see that this is the case, one can argue that λ(t) defined in (22) is an increasing function of t . Therefore one can invoke
he monotone density theorem [23] to see that the differentiation of (29) correctly leads to the asymptotic behaviour
30). □

emark 2. The property can also be proven directly from Eq. (22) observing that, as (α − 1) < 0, one has that

lim
t→∞

αΛ0

1 − α
Eβ ((α − 1)γ tβ ) = 0.

Moreover, it turns out that the rate of convergence is given by the same term

d(t) =

⏐⏐⏐⏐λ(t) −
Λ0

1 − α

⏐⏐⏐⏐ =
αΛ0

1 − α
Eβ ((α − 1)γ tβ )

whose asymptotic behaviour for t → ∞ is power-law [24]

d(t) ∼
αΛ0

(1 − α)2γΓ (1 − β)
t−β .

3. Expected number of events

As we mentioned previously, the expected number of events, E[N(t)] up to time t is given by the integral of the
expected intensity from the initial time 0 to t . From Proposition 2, we can see that for large t , it grows linearly in t with
slope given by Λ0/(1−α). In the case β = 1/2, we can directly integrate Eq. (11) and compare the result with Monte Carlo
simulations of the process using the program described in [1] and available at https://github.com/habyarimanacassien/
Fractional-Hawkes. This gives the following exact analytical result

E[N(t)] =

∫ t

0
λ(u) du =

Λ0

1 − α
t −

αΛ0

1 − α

∫ t

0
e(1−α)2γ 2uerfc

(
(1 − α)γ

√
u
)
du

=
Λ0

1 − α
t −

αΛ0

(1 − α)3γ 2

∫ (1−α)2γ 2t

0
ewerfc(

√
w) dw (31)

here w = (1 − α)2γ 2u. The integral in the right hand side of Eq. (31) can be computed and gives the following result

E[N(t)] =
Λ0

1 − α
t

−
αΛ0

(1 − α)3γ 2
√

π

(√
πe(1−α)2γ 2terfc((1 − α)γ

√
t) + 2(1 − α)γ

√
t −

√
π

)
. (32)
7
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Fig. 2. Comparison between the exact formula (31) for β = 1/2 (solid blue line) and Monte Carlo simulations (red circles). The parameters are
0 = 1, α = 0.1 and γ = 0.1, 0.8, 1.7 from left to right. Time is measured in arbitrary units.

Fig. 3. Comparison between the integral of the numerical inversion of the Laplace transform (blue triangles) and Monte Carlo simulations (red
triangles) for β = 0.99. The parameters are Λ0 = 1, α = 0.1 and γ = 0.1, 0.8, 1.7 from left to right. Time is measured in arbitrary units.

emark 3. From Eq. (32), one can see that

lim
t→∞

E[N(t)]
t

=
Λ0

1 − α
,

r, in other words, E[N(t)] ∼ Λ0t/(1 − α) in agreement with Eq. (29) in Proposition 2.

The comparison between the analytical result (32) and Monte Carlo simulations is presented in Fig. 2 for values of the
parameters given in the caption.

In the general case β ∈ (0, 1) and β ̸= 1/2, one can first numerically invert the Laplace transform using the
procedure outlined in Section 2.2 and then numerically integrate the inverse to obtain an estimate of the expected
number of events up to time t . The program to do so is available at the previously mentioned repository: https:
//github.com/habyarimanacassien/Fractional-Hawkes. Results for the case β = 0.99 are presented in Fig. 3 for values
of the other parameters given in the caption. This curve is compared with Monte Carlo simulations of the process. It is
also possible to integrate (22) with respect to t to get

E[N(t)] =
Λ0

1 − α
t −

αΛ0

1 − α
tE1

β,2((α − 1)γ tβ ), (33)

here

tE1
β,2((α − 1)γ tβ ) =

∫ t

0
Eβ ((α − 1)γ uβ ) du.

his integral is an immediate consequence of equation (2.3.17) in [18]∫ z

0
tc−1Eb,c(wtb) dt = zcE1

b,c+1(wzβ ),

when we set b = β , c = 1 and w = (α − 1)γ . The same identity can be used to see that Eq. (33) reduces to (31) (or
equivalently (32)) for β = 1/2.
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Fig. 4. Comparison between the distribution P(N(t) = k) for the fractional Hawkes process (vertical blue bars) and for the corresponding limiting
Poisson process (red dots). The parameters are Λ0 = 1, γ = 1, α = 0.01, t = 1, 5, 10 from top to bottom and β = 0.5, 0.9 from left to right. Time
s measured in arbitrary units.

. Distribution of the number of events

In the previous section, the expected number of events up to time t is discussed. In principle, it is possible to derive the
istribution of the random variable N(t) at any fixed time using the Monte Carlo simulation of the process. The program for
his task is available at the GitHub repository https://github.com/habyarimanacassien/Fractional-Hawkes. Unfortunately,
or the distribution of this random variable, we do not have any exact formula, but it is possible to compare it with
he Poisson distribution in the limit of ‘‘small’’ branching ratio α. This is done in Fig. 4, for Λ0 = 1 and γ = 1, when
= 0.01, t = 1, 5, 10 from top to bottom and β = 0.5, 0.9 from left to right. We can see that, with this branching ratio,

he behaviour of the counting process is similar to the behaviour of the Poisson process with the same values of Λ0 and
as expected. There is another important limit that can be used as a test for the Monte Carlo program. When β = 1, the
ittag-Leffler kernel coincides with the exponential kernel and one can expect that, for β close to 1, the behaviour of the

ractional Hawkes process is close to the one of the standard Hawkes process with an exponential kernel. This limit is
llustrated in Fig. 5 when β = 0.99, t = 1, 5, 10 from top to bottom and α = 0.1, 0.5 from left to right. Also in this case,
we set Λ0 = 1 and γ = 1. Also in this limit, one can see that the two processes behave in a similar way. To conclude this
section, we consider the case in which α = 0.5 and we set β = 0.5, 0.9 as in Fig. 4. In this case, represented in Fig. 6,
one can see that the Poisson approximation does no longer work as the effect of the self-exciting part is now stronger.

5. Conclusions and outlook

In [1], we introduced a Hawkes process of fractional type by using a kernel proportional to the probability density
function of Mittag-Leffler random variables. In this paper, we characterize the process by including explicit proofs of
some results that were announced in [1] and we further present simulations to illustrate and corroborate our analytical
results.

Our next step will be to study the efficiency and performance of procedures estimating parameters of the process.
In particular, we are currently working on approximate Bayesian computation (ABC) algorithms [25] and we plan this
to be the subject of a forthcoming paper. We also plan work on multivariate Hawkes processes which will extend the
applicability of the method.

Another interesting problem to be investigated is the relationship with Cox processes. The readers interested in this
topic can consult a recent review [26].
9
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Fig. 5. Comparison between the distribution P(N(t) = k) for the fractional Hawkes process (vertical blue bars) and for limiting Hawkes process with
exponential kernel (red dots). The parameters are Λ0 = 1, γ = 1, β = 0.99, t = 1, 5, 10 from top to bottom and α = 0.1, 0.5 from left to right.
ime is measured in arbitrary units.

Fig. 6. Comparison between the distribution P(N(t) = k) for the fractional Hawkes process (vertical blue bars) and for the corresponding limiting
Poisson process (red dots). The parameters are Λ0 = 1, γ = 1, α = 0.5, t = 1, 5, 10 from top to bottom and β = 0.5, 0.9 from left to right. Time is
easured in arbitrary units.
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