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Abstract
People with speech impairments usually use assistive technology devices to assist them with communication and daily tasks. 
These devices can be controlled using different modalities, such as touch, eye gaze, gestures, and others. This article proposes 
a standardized methodology for designing non-verbal voice cue interactive systems that enable people with dysarthria to 
vocally interact with virtual home assistants (VHAs). We adopted a qualitative data-gathering approach to gain insights into 
users’ experiences and requirements and to determine crucial design elements for designing interactive voice assistants for 
people with dysarthria. Nineteen participants with varying levels of dysarthria took part in the study to create the framework. 
A system was then built using the proposed framework, and an additional test was performed with a further seven partici-
pants to validate the created system, thus inferring the validity of the framework. Our work empirically demonstrates how an 
informed, structured design of a fast, direct (verbal rather than forcing users to change modalities or using an intermediate 
device) method of communication improves the usability of VHAs for people with dysarthria while simultaneously allowing 
for a more authentic experience. The current data also highlighted that using non-verbal voice cues would be a convenient 
option. By providing a reproducible framework for developing non-verbal interactive systems for VHAs, we can increase 
the accessibility of said devices, their usability, and their user experience.
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1  Introduction

In their daily lives, people with disabilities rely on various 
assistive devices or systems to communicate with others, 
ensure mobility, and perform daily tasks. These devices 
include physical assistive aids, such as a wheelchair for a 

physical disability, a white cane for blindness, or an augmen-
tative and alternative communication device for cognitive 
or speech disabilities. Further, they may use software and 
computers for screen reader applications and voice synthe-
sis speech systems. In addition to using these devices, they 
have begun to use voice interfaces, such as Apple’s Siri and 
Microsoft’s Cortana. Similarly, standalone voice interface 
devices, or virtual home assistants (VHAs), such as Google 
Home and Amazon’s Alexa, can help people with disabilities 
to perform their daily tasks. VHAs are devices that receive 
voice commands and perform tasks accordingly. For exam-
ple, a person with vision impairment could use a VHA to 
control other devices or appliances without assistance from 
another person or device. Moreover, a person with a physical 
disability could use a VHA to perform a task that requires 
moving without having to perform any physical movement.

However, a question that arises is whether these devices 
are fully accessible. Studies have recognized that some peo-
ple with disabilities, such as persons with speech impair-
ment, may not be able to use VHAs. For example, Glasser 
[1] showed that individuals who are deaf or hard of hearing 

 *	 Aisha Jaddoh 
	 jaddoha@cardiff.ac.uk

	 Fernando Loizides 
	 loizidesf@cardiff.ac.uk

	 Jimin Lee 
	 jxl91@psu.edu

	 Omer Rana 
	 ranaof@cardiff.ac.uk

1	 School of Computer Science and Informatics, Cardiff 
University, Cardiff, UK

2	 Department of Computer Science and Engineering, Yanbu 
Industrial College, Yanbu, Saudi Arabia

3	 Communication Sciences and Disorders Department, The 
Pennsylvania State University, State College, USA

http://crossmark.crossref.org/dialog/?doi=10.1007/s10209-023-01037-3&domain=pdf


	 Universal Access in the Information Society

1 3

and have speech difficulties face challenges when interact-
ing with VHAs. Similarly, Ballati [2] demonstrated that 
VHAs do not perform at a sufficient level for people with 
speech impairment the more severe the case, the worse the 
performance.

In this study, we focused on one type of speech impair-
ment: dysarthria. Dysarthria is a neurological motor speech 
disorder; it is one of the most severe communication dis-
orders [3].The speech of an individual with dysarthria is 
characterized by slowness and a low level of intelligibility, 
and such individuals find it difficult to control the movement 
of their speech muscles [4].

Although people with speech impairment can use differ-
ent input forms, such as a mouse and a keyboard, dysarthria 
can co-occur with other physical disabilities [5],which limits 
the use of those forms of input. This aspect restricts their 
independence as regards communicating as well as perform-
ing daily tasks. This is the case for some who have expe-
rienced traumatic brain injuries and people with cerebral 
palsy or some progressive neuralgic impairments. Therefore, 
it is worthwhile to explore the use of voice as method of 
interaction [6].

In this context, some studies have examined the chal-
lenges that individuals with dysarthria face in using VHAs, 
but have not proposed potential solutions, whereas other 
studies have proposed solutions. For instance, in one study, 
brain signals were converted to speech commands that were 
sent to a VHA [7]. However, this type of solution is not yet 
sufficiently advanced for commercial or daily use by people 
with dysarthria.

To fill this literature gap, in this article, we describe a 
technique that relies solely on speech, that is, non-verbal 
voice cues (e.g., “ahh”), which enable people with dys-
arthria to interact directly with a device without using an 
intermediary device or system to type or send commands. 
This approach would be especially useful for people with 
both dysarthria and a physical disability. We also describe 
the inclusive design method we used to create a system that 
aims to improve usability.

We conducted interviews with people with dysarthria in 
order to assess their needs and requirements. The focus of 
the interviews was to understand how they use technology 
for assistance with their daily tasks. In addition to asking 
them about their experience using voice assistants in general 
or VHAs in particular, we also asked them about their views 
on how systems should be designed to use non-verbal voice 
cues and account for their enunciation capabilities and pref-
erences. Data collected from these interviews contributed 
to the system design.

1.1 � Related work

Numerous studies have been conducted on speech tech-
nologies and people with dysarthria, and in particular, on 
automatic speech recognition (ASR) systems, and on dif-
ferent aspects of this domain. For example, in a review, 
Mustafa [8], explored how speech intelligibility affects 
the accuracy of ASR systems when used by people with 
dysarthria. Speech intelligibility has been defined as the 
level to which the listener can understand the speech of 
people with dysarthria [9]; Researchers have found it to be 
a factor that affects ASR accuracy. A direct correlation was 
found, which means the higher (lower) the intelligibility, 
the better (lower) the accuracy [10–14].

Many literature reviews have also focused on dysarthria 
and the ASR system. For instance, Rosen [13] identified 
different types of ASR systems and their performance 
when used by people with dysarthria. Next, Young [14] 
demonstrated challenges that people with dysarthria likely 
face when using such a system, such as the need to train 
the system, user fatigue, and errors that cause frustration. 
If systems require training, it is necessary to have a large 
dataset that contains examples of dysarthric speech. How-
ever, this might be difficult since collecting such record-
ings may cause fatigue [5, 15], which means recording 
sessions need to be longer in duration and include breaks 
or multiple short sessions [11].

Further, studies have focused on applications that can 
be implemented to aid people with dysarthria in overcom-
ing the challenges related to ASR [16]. An early example 
is the Speech Training and Recognition for Dysarthric 
Users of Speech Technology project [17], which aims 
to help people with dysarthria to interact with assistive 
technologies. One application developed from this project 
is the voice-input voice-output communication aid [18], 
which converts impaired speech to synthetic speech. The 
user can create messages (simple or complex) from a small 
set of words. Another application from this project is that 
developed by Green [19] namely, an ASR recognizer for 
severe dysarthric speech. Both applications use isolated 
words as inputs. Another example of speech technol-
ogy is CanSpeak [20], a customizable speech interface. 
Simple-to-pronounce keywords were mapped with litter, 
number, and commands to perform certain tasks. The sys-
tem does not require training, for it is customized to each 
user. In contrast, ALADIN, another application [21, 22], 
requires training, but the training should be performed by 
the user, which means that the system fully adapts to the 
user’s speech. Similarly, Kim et al. [23] developed a voice 
user-interface keyboard for people with dysarthria that is 
customized to the user. The user needs to select a list of 
customized words: if they find it difficult to pronounce a 
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particular word or the system does not understand it, they 
can pronounce another favorite word.

1.1.1 � Virtual home assistants

In contrast to ASR systems, virtual home assistants have not 
been studied extensively by researchers. Thus, in this section 
we will also include research about different voice assistants, 
such as Siri. One study is by Ballati [24], who argues that the 
accessibility to virtual assistants needs improvement. Their 
study shows that virtual assistants can recognize between 
47%-59% of dysarthric speech. This result was after evalu-
ating the behavior of three virtual assistants (Siri, Amazon 
Alexa, and Google Assistant). In this domain, not only 
speech transcription accuracy affects the system’s perfor-
mance, but also the context of the words spoken. Moreover, 
the system’s performance could be leveraged by a word that 
was recognized [24], using which the system can respond 
correctly. Similar to Ballati, Russis [25] also evaluated voice 
platforms. What is interesting in the latter’s results is that the 
rate of correct transcription for the speakers was one sen-
tence or less from the 51 sentences for all platforms. Moreo-
ver, the word error rate (WER) was high with a percentage 
of error higher than 78. While the research did not consider 
that the platform could yield results based on other factors, 
such as context, and not just transcribed text, the results 
clearly show that there is a limitation. Another research by 
Ballati [2] studied the accuracy of Siri, Google Assistant, 
and Cortana for the Italian language and concluded that the 
behavior of the voice assistants varies according to the user.

The dearth of studies in this domain may affect the 
validity of the results as mentioned by others, that is, using 
recorded sentences for databases. For example, the TORGO 
database [26] was not directly designed for the voice assis-
tant, which made the sentences inadequate for use as com-
mands for voice assistance. However, other studies recorded 
datasets specifically for this type of system.

1.1.2 � Non‑verbal interaction

Speech, as an input, is faster than using a mouse or a key-
board, especially for people with dysarthria. Nevertheless, 
as speech may be distorted, some researchers have studied 
alternatives. For instance, one vowel sound, /a/, was used in 
a keyword-spotting model, which triggers wake-up words 
[27] When interacting with humans, the use of sentences 
and continuous speech is closer to normal speech. However, 
non-verbal voice inputs also have advantages; because dys-
arthric speech has a slower rate of expression, non-verbal 
voice interactions may allow users to interact more quickly 
with the system.

Further, Spokra [28], developed a system, namely 
CHANTI for people with physical disabilities and speech 

impairments, which supported the use of different voice 
tones to control keyboard inputs. This input method has 
been tested in other contexts as well. Various studies have 
used non-verbal voice as a technique to control applica-
tions. Early examples include a study by Igarashi and 
Hughes [29], who used vowel sounds to control an interac-
tive application in which the user finds a command and the 
application responds. Other studies have also used vowel 
sounds as inputs, including the use of a “vocal joystick” 
[30] as well as whistling and humming, to control a mouse 
cursor. In another context, Harada et al. [31] attempted to 
improve the accessibility of computer games by building a 
prototype that responded to non-verbal voice input.

1.2 � Purpose of the Study

The purpose of this study was to address the challenges 
faced by people with dysarthria when using VHAs, 
through the two studies described in this article. The 
first study used data from interviews to explore the VHA 
experiences of individuals with dysarthria, thus improving 
the understanding of the issues they face and areas that 
require improvement. From the interview data, we col-
lected user feedback and requirements regarding the pro-
posed non-verbal voice cue interaction system. The results 
of this initial study determined the second phase, which 
is, designing a system tailored to user requirements. In the 
design process, we implemented a prototype to conduct 
preliminary testing of the proposed system. In summary, 
this study contributes to this area of research by exploring 
the accessibility to, and usability of, VHAs by individuals 
with dysarthria.

2 � First Study: Interviews

2.1 � Method

In this study, we aimed to design a non-verbal voice cue ena-
bled system that is accessible and can be used by those with 
dysarthria and speech impairments. To this end, we needed 
a holistic set of requirements from representative users and 
therefore, we used both a participatory design method and 
a user-centered design approach. We adopted the interview 
questions from [23] and [32]. Both studies targeted the same 
audience as we do, and their general goal intersects with 
ours. Each of the studies examined the problem from a dif-
ferent angle. One focused on the user experience [23] and 
the other [32] on system design for people with dysarthria. 
Then, we used the responses from the interviews to design 
a new system.
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2.1.1 � Participants

The criterion to include participants was that they should 
have dysarthria to the point where it affects their speech. We 
recruited 19 adults: ten males and nine females.

Their age ranged from 42 to 65+ years (Table 1). The 
severity of cases (Table 2) and participants’ speech capabili-
ties varied so that our system and our requirements could 
facilitate the entire spectrum of people with dysarthria. In 
the following section, we describe how we accounted for this 
disparity and range. We recruited all participants through 
charity organizations and social media.

2.1.2 � procedure

Prior to undertaking the interviews, ethical clearance was 
obtained from users. Then, the participants completed a 
demographic questionnaire in which they had to indicate 
their age, location, severity of dysarthria, and preference 
regarding the method of communication or assistive device 
to be used in the interview.

We conducted the interviews during the first half of 2021. 
The timing is important because, during this year, much of 
the world was weathering the coronavirus, or COVID-19, 
pandemic. Since several countries, including many where 
we conducted interviews, were under lockdown for varying 
periods, we conducted all interviews online.

As all the interviews were conducted online and partici-
pant speech capabilities varied, each interviewee commu-
nicated their answers using different methods. Some relied 
on their own speech to communicate, whereas others, when 
unable to speak clearly or tired of speaking, either typed 
in the video call program’s chat function or shared their 
screen to reveal their answers typed into a Microsoft Word 

document. Another group used an assistive device (e.g., a 
text-to-speech device) to communicate.

Several participants also had another person to assist 
them in communicating. Considering that the person helping 
them would be biased from their own experience, we wanted 
to clearly distinguish between the subjective feedback of 
the assistant and that of the participant. Consequently, we 
focused our questions and framed them to relate exclusively 
to the participants’ experience.

Since the interviews were semi-structured, all partici-
pants were asked to answer a set of core questions, and 
then, depending on their responses, were asked follow-up 
questions. The first section was about their experience with 
dysarthria, including the history of their case, their speech 
style, and the associated effects on their lives at home. The 
second section focused on how they coped with dysarthria. 
They were asked about technologies or assistive devices they 
use and their experience using these. They were also asked 
whether they were using VHAs or any voice interface (VI) 
device/service. The last section was regarding the proposed 
system. In this section, the interviewer explained the pro-
posed system concept and its functioning. Then, the users 
were asked about their feedback regarding the proposed 
system, voice cues that they would find convenient, and the 
system design they would prefer.

2.2 � Data analysis

As the interviews were exploratory, we conducted a the-
matic analysis using an open coding approach, which is 
driven from the transcripts (bottom-up approach), utiliz-
ing the guidelines in [33]. The first author transcribed all 
interviews verbatim. We used NVivo 12 to assist with the 
coding process. We began by transcribing a few recorded 
interview files to generate the code logbook and then moved 
on to transcribing all files. We repeated the coding process 
several times to identify similar codes and refine these until 
we arrived at a final set of codes. Next, we validated the 
reliability of the coding process using inter-coder reliability 
to check the agreement between different coders regarding 
the data coded. Two of the authors coded randomly selected 
transcripts. Then, we evaluated the inter-coder reliability 
using Krippendorf’s alpha, obtaining a value of.86. This 
method was selected as it is the most flexible one and pro-
duces a maximally accurate result [34], Moreover, research-
ers have been using it more often [35].

2.3 � Results

In this section, we discuss the themes and the major points 
identified from the interviews with the study participants. 
The subheadings in this section are the themes we derived 
from our coding analysis. For each of these themes, we 

Table 1   Participants’ Age 
Range

Age group (years) Number of 
Participants

25 - 44 2
45 - 64 7
65+ 10

Table 2   Dysarthria Severity among Participants

Dysarthria Severity Number of 
Participants

Mild 9
Moderate 4
Severe 4
Unknown 2
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discuss the participants’ responses and provide direct quo-
tations from the interviews.

2.3.1 � Tasks

Participants reported that they use VI in general and VHAs 
for different, specific tasks. These devices give the partici-
pant some independence. One participant commented that 
using voice assistants “would give my wife a break from me 
asking her to find that information for me.” They mentioned 
various tasks, either those for which they were currently 
using the devices, or those for which they would like to 
use one if their health condition deteriorated. The majority 
reported that they most often used the VHA device to play 
music. Similarly, they noted that they used their VHAs to 
acquire information, such as like news, weather updates, and 
football scores. Furthermore, they also used VHAs for enter-
taining themselves-one participant states that they often ask 
their VHA to tell a joke, and another that they ask it to play 
the "Alexa, I love you” song. Interestingly, few participants 
indicated that they use the device for communication, such 
as to send messages and make calls. They also gave exam-
ples of tasks for which they were not currently using a device 
but would like to have the opportunity to do so. Examples 
are to control smart devices and home appliances, such as 
lights, heating, alarm systems, and curtains, and the volume 
of the television or music system.

2.3.2 � VHA/VI experience

Participants shared their experiences regarding using VHAs 
or other voice interfaces, such as Siri or smart devices. 
Our first finding was that the ways in which each partici-
pant interacted with the devices varied. Some participants 
with mild dysarthria interacted with these directly through 
speech, whereas others with severe dysarthria used their 
cellphone to type the command they wanted to send to the 
device and then relied on their cellphone to speak it. This 
would occur with the help of either a text-to-speech appli-
cation or an application relying on the user’s stored voice, 
which is a recording made by the users when they were still 
able to utter phrases. These recordings are then transferred 
to synthesized speech. Another group used their augmenta-
tive and alternative communication devices to speak on their 
behalf. These devices are tools that aid communication for 
people with communication disorders. The device receives 
input through different input devices, such as a mouse, a 
keyboard, and a joystick, and converts it to speech.

The participants’ experiences of interacting with the 
VHAs or other voice interfaces similarly varied, but the 
majority had negative experiences, regardless of the method 
they used to interact. When the participant interacted by 
speaking, the device often failed to understand their speech. 

One interviewee said, “I would rather type because nine 
times out of 10 you get the wrong answer.” Their experience 
with the voice interface failing to recognize their speech 
drove them to use a different method of interaction that sent 
their input directly. Another participant also indicated facing 
the same problem when using the alarm feature, comment-
ing, “I find myself yelling at them a lot. My alarm clock-
I can’t turn it off anymore." As dysarthria could co-occur 
with a physical disability, using a regular alarm clock or 
phone alarm requires the use of hands, which the user might 
be unable to do. In contrast, one participant observed that 
when the method of interaction was through a cellphone, 
the process was complicated, requiring more steps to send 
their command to the device. Moreover, another participant 
commented, “I suppose the only difficulty with... all these 
voice banking systems is that the pronunciation that you get 
from your synthetic voice is not necessarily the word that 
you want to come out, and therefore, Alexa does not always 
respond correctly. So, you have to learn how to type certain 
words in to get the correct pronunciation.” This comment 
raises several issues regarding the effects of system design in 
VHAs and other voice interfaces on people with dysarthria.

Nevertheless, not every participant’s experience was uni-
formly negative-some were happy with their interactions 
with their devices. These individuals most often interacted 
through their cellphones or through an augmentative and 
alternative communication device.

2.3.3 � Proposed system design

Participants expressed a variety of perspectives regarding 
the potential of interacting with VHAs using non-verbal 
voice interaction. Overall, they responded positively to the 
idea. One group was interested in non-verbal voice interac-
tion as a means to decrease their dependence on others for 
performing a task. Moreover, the technique would empower 
them to use other device features, especially if they only 
have limited use of their hands. Other participants compared 
it with other interaction methods, such as typing, believing 
that non-verbal voice interaction would be faster and more 
direct than typing. One participant noted that typing in order 
to interact with their VHA “feels backward.”

Another group thought otherwise and disagreed that non-
verbal voice interaction would be convenient. Some could 
not make any noise using their voice at all, and thus believed 
that the proposed system would not suit them. Moreover, the 
dysarthria of some participants was severe enough to make it 
difficult to distinguish between even non-verbal voice cues. 
Others noted that since they were physically able to per-
form all their tasks, they did not need to use their voices. 
One interviewee argued that using one’s voice if one has 
dysarthria is fighting a losing battle. Another found typing 
to be faster, and because of the rapid deterioration of their 
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condition, said that they preferred typing or using their eyes 
over using their voice.

The last group did not have a clear opinion. These par-
ticipants had dysarthria that was still mild, and they believed 
that non-verbal voice interaction might be helpful were their 
condition to worsen

Sounds When asked about what sounds they could make-
if they were able to make sounds at all-to be used as com-
mands, participants were unable to give specific answers 
and found it difficult to decide on an exact sound. However, 
regardless of the severity level of dysarthria, most of them 
found vowels to be easier, albeit softer, sounds to make than 
consonants. A participant with severe dysarthria tried to 
enunciate the sound of a long form of the letter “E” (e.g., 
“eeee”), but their voice was breathy. The same participant 
found it challenging to enunciate combinations of vowels 
because their voice was similarly breathy when uttering all 
of them. Another vowel that was difficult for a participant 
with a mild case of dysarthria to enunciate was “U;” the 
participant had difficulty pulling their tongue back.

As for consonants, some participants were able to enun-
ciate these, but these required more effort, and made the 
participants’ speech sound lazy or that the participant did 
not take the time to pronounce the consonant properly. Par-
ticipants noted that the most difficult consonant sounds to 
make were “G,” “H,” “S,” “D,” “K,” “F,” “Ch,” “T,” “P,” 
“B,” and “L.” Two participants observed that words with 
multiple consonants, such as the word “consonant,” were 
more difficult to pronounce than words with only one conso-
nant. For instance, a participant said that they found it easy 
to pronounce “T” and “L” separately, but that they found it 
much more difficult to pronounce the word “little.”

In summary, the ability of each individual to pronounce 
letters and words varies and is affected by various factors, 
such as the level, the cause, and the type of dysarthria. How-
ever, most of them found it easier to pronounce vowels.

List preference
When the participants were asked whether they preferred 

the system to have a predefined list of voice commands or 
whether they preferred to generate their own list, their opin-
ions differed. Most respondents preferred to program their 
own voice commands. They argued that, since every case is 
different, voice commands should be personalized and cus-
tomized. One participant indicated that creating their own 
commands helped make these easier to remember.

In contrast, a few participants preferred a predefined list. 
One individual stated that their choice was related to their 
age or generation, for they were used to “Plug and Play” 
devices. Another commented that developers would know 
the sounds that work best and, therefore, they preferred a 
predefined list. Another participant alluded to the same idea 
but said they would prefer to have the predefined list ini-
tially and then move on to create their own personalized 

commands. Many of the participants agreed that both 
options should be available to the user. For instance, one 
noted that they would use the predefined list to become 
comfortable with using the system and then generate their 
own voice commands, and another suggested that developers 
offer guidelines to start or provide a list of voices that the 
user can choose from.

2.4 � Discussion

The objective of the interviews was to understand the users’ 
requirements; obtain feedback on the proposed interaction 
method, which involves non-verbal voice cues; and to deter-
mine the non-verbal voice cues that may be incorporated 
into the system. The interview results indicate that people 
with dysarthria face challenges in using VIs and VHAs and 
that these devices are not fully accessible. Difficulty is expe-
rienced both when interacting directly with the device and 
when interacting through an intermediary device. However, 
Ballati [2] indicated that people with mild dysarthria could 
use these devices to a certain degree. This finding is consist-
ent with the results of other studies that address the issue of 
interactions between people with dysarthria and VHAs [36].

A person’s quality of life is a major issue, and we found 
that these devices improve different aspects of the quality of 
life. For instance, they give the user the ability to commu-
nicate. As per Light’s definition of communication [37], the 
act of communicating involves expressing needs, exchanging 
information, and engaging in social interaction. This was 
shown when the participants used the VHA to tell a joke, 
call a partner, or send text messages. This result supports 
that of prior research, which has indicated that a person with 
dysarthria could use music as a form for interaction with 
their children. Others with dysarthria use music to express 
themselves and to add a humorous effect when communicat-
ing with others [38]. Another aspect of improving the qual-
ity of life is that it gives these individuals independence in 
performing various daily tasks [39].

The participants in our study reported that they perform 
various tasks using VHAs. However, a highlight is that there 
is a limiting factor in the usage, in which the tasks VHAs 
were used for, is the ability of the participant to enunciate 
the correct commands. In other words, instead of searching 
for a task that would perform the specific job they needed, 
the users started to examine which tasks they were able 
to utter. For instance, if the user were able to enunciate 
“weather” and not “music,” then they would only use the 
VHA for “weather.” Regarding tasks, we also inferred from 
some users that there is a discoverability issue with VHAs. 
The participants sometimes did not know the capabilities of 
the device and how they could use it fully. This is an issue 
for all users and not specifically for people with dysarthria 
[40]. However, this would be more difficult for people with 
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dysarthria, for they would find it challenging to discover the 
tasks verbally owing to their speech impairment.

In addition, we found from the interviews that people 
without physical disabilities could perform daily tasks them-
selves despite the severity level of their dysarthria. They 
were able to use their phones or other input devices if they 
wanted to use text-to-speech apps, perform a certain task, 
or find an answer to something. Moreover, if their case is 
mild and their speech is still intelligible, they will be able 
to use VHAs. However, their experience would not neces-
sarily be similar to that of people with physical disabilities. 
Similarly, if the level of dysarthria becomes so severe that 
the participant cannot use their voice, they will obviously be 
unable to use VHAs. Consequently, the target audience of 
our system would be people with moderate dysarthria and 
a physical disability. We hypothesize that people who do 
not have a physical disability but have dysarthria will prefer 
to use voice rather than the alternatives that they currently 
use. We intend to test this hypothesis in another study. How-
ever, the audience is not limited to this group and could also 
include people with severe dysarthria as long as they are able 
to utter sounds using their voice.

To summarize, this study identified users’ insights, 
experiences, and challenges with using VHAs. In addition, 
it identified participants’ preferences regarding the list of 
tasks, sounds, and task-sound mapping. These data help to 
enhance the understanding of users and, thus, the ability to 
build more effective and more usable systems. The following 
section describes the design process of the system developed 
according to the users’ needs and preferences.

3 � Second Study: System Design 
and Evaluation

3.1 � Design Elements

3.1.1 � List

Creating the voice command list is a key part of the system 
design for these tools. In line with the study participants’ 
responses about the list of commands they would prefer, 
we decided to offer users the customization option they pre-
ferred. However, the voice list itself will be controlled that 
is, we will provide users with a list of voice commands to 
choose from and then customize the mapping between the 
commands and the task to be performed.

This approach has been incorporated in the related litera-
ture. For instance, [23] collected preferred keywords–com-
mands in their case-from participants and programmed these 
into the system. When the user starts using the system, they 
can choose various keywords that are easier for them, which 
are selected from the list provided by the participants in that 

study. In addition, [41] relied on the same process, allowing 
users to customize their list. Further, Hamidi [20] found that 
list customization resulted in improvement in accuracy rates, 
and the improvement was significantly greater for groups 
whose caregivers and therapists participated in customizing 
the list.

To study the impact of different list choices on users, we 
will compare this approach of partially customizing the list 
with that of providing a predefined list in the system. The 
lists in both approaches will be extracted from the interview 
results and users’ preferences and capabilities, as in Parker’s 
study [17]. In this research, the participants provided a list 
of appliances they wanted to be able to control using their 
voice. The researcher then selected the words pragmatically 
according to the functionality of the appliance (e.g., “on” 
and “volume”). After a participant recorded their voice, if 
the researcher found that certain voices were unclear, they 
replaced the unclear word with another word.

3.1.2 � Sounds

Sound and mapping:
Mapping the sounds with their corresponding actions 

entails connecting each sound with a command. To have 
a usable, learnable, and memorable system, we created 
a framework for the sound-action mapping process (see 
Fig. 1). First, we set the criteria for selecting sounds. Next, 
we listed the sounds that met the criteria, decided on the 
mapping approach and, last, conducted the mapping.

In setting the criteria for selecting sounds, the initial cri-
terion was users’ preference. Almost all of the participants 
reported that vowels were convenient sounds for them to 
make. However, it was difficult for them to select specific 
preferred vowel sounds or any sound for the interactions. 
Therefore, we, as the researchers, had to make the selection. 
We adapted the selection criteria according to the findings of 
[42] and [20]. The first criterion was for the sound to be easy 
to utter, thereby lowering the likelihood of vocal fatigue. 
The second criterion was related to acoustic discriminability.

The first selection criterion, namely, the sound should be 
easy to utter, aims to lower the likelihood of vocal fatigue. 
Based on the users’ preference, vowel sounds were selected, 
in addition to nasal sounds, which are easy for people with 
dysarthria to utter. We added nasal sounds to increase the 
number of command combinations. The second criterion is 
related to acoustic discriminability which is the ability to 
recognize different sounds [43]. The sounds of the vowels 
may overlap in some cases of dysarthria [44]. Therefore, we 
selected sounds that are in the corners of the IPA vowel chart 
to minimize and avoid overlapping sounds.

The second step was sound selection. Because of the dis-
parate etiologies attributed to the different causes of dysar-
thria, various articulation capabilities emerged [45], which 
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led to a limited number of vowels to choose from. For exam-
ple, certain vowels (e.g., /i, a/) remain quite intelligible even 
in the individuals with severe dysarthria unlike other vowels 
[45]. Because of their capabilities, the vowel sound that we 
opted for comprised monophthongs, which are single-vowel 
voices. Notably, diphthongs (i.e., a combination of sounds) 
require changing the vocal tract configuration, which results 
in a steep second formant slope, a type of acoustic measure 
[46]. People with dysarthria find it challenging to pronouns 
diphthongs. Since a monophthong is composed of only one 
sound, it is less challenging to pronounce compared with 
diphthongs or other vowels.

The third and fourth steps, which overlap, entailed 
selecting the mapping approach and implementing it. As 
mentioned in the beginning of Section 3.1.2, the aim of the 
mapping process is to increase the usability and memora-
bility of the voice commands by taking the users’ prefer-
ence into consideration. Researchers have applied several 
mapping approaches to map sounds with actions or con-
trollers. For example, [30] and [42] used the tongue’s posi-
tion to map vowel sounds with the mouse movement and 
direction. Harada [47] incorporated a similar approach in 
a voice-driven drawing application. Norman [48] also dis-
cussed mapping as one of the design principles that aims to 
increase system usability. We followed the natural mapping 
design principle from Norman’s design principles. Natural 
mapping takes place when the knowledge in our heads is 
integrated with the knowledge from the world around us. 
In other words, through natural mapping the relationship 
between our knowledge and what we are trying to control is 
clear and obvious.

We applied this principle by taking a concept in our 
daily life and applying it to our design. This could also be 
described using life metaphors. An example from our daily 
life is the iPhone brightness controller, which increases 
the brightness by simply sliding the control up. Another 
example is the volume button in phones or remote controls, 
wherein the upward direction represents an increase while 
the downward direction indicates a decrease. This metaphor-
ical orientation (up means more, turn on, or increase) is not 
arbitrary; it results from physical and cultural experiences 
[49]. From this concept, we selected the /a/ vowel most of 
the participants were able to utter-, which is an open vowel 
that requires opening the mouth and positioning the tongue 
far from the roof of the mouth. In our mapping, this sound 
will represent open, up, raise, and increase. This vowel is 
mapped with commands that has increasing and turning o 
feature. So /a/ vowel is mapped with “Turning on Light” 
and “Increasing Volume.” However, we added a nasal letter 
before the vowels (ma) to differentiate between the com-
mands for increasing volume.

An effective design takes into consideration user behav-
ior [48]. Accordingly, we used users’ behavior as a basis 

for mapping one of our voices. We chose the commands 
according to the users’ behavior or what they would say in 
certain situations. For the “Weather” command, we exam-
ined behaviors/spoken words that would be related to the 
weather. Then, we decided to use “oh” because it “is used to 
communicate the sense that something has ‘just now’ been 
noticed or realized” [50]. For example, a person could com-
ment about the weather saying, “Oh, the weather is nice” or 
“Oh, the weather is cold.” In her book [51], Diane described 
“oh” in the sentence “Oh, this weather is awful” as an attitu-
dinal adverb that expresses emotion or attitude. From this, 
we used the /u/ vowel, which has the same sound, for the 
“Weather” command. Next, since people hum when they 
are trying to recall or repeat the lyrics of a song, for the 
“Music” command, we chose “Hmm.” Table 3 summarizes 
the sound-action mapping list.

The last technique was extracting the voice from the 
words, following Haradah [47]. Who used the “ck” sound for 
the command “Click.” In our mapping, we used the sound 
“ing” for the command “Ring,” which is intended for call-
ing someone. Similarly, the sound “am” was used for the 
“Alarm” command.

3.2 � Initial Prototype and Preliminary Evaluation

In this section, we describe the prototype system based on 
our framework, and the preliminary testing we conducted.

The initial system comprised a list of five actions and five 
non-verbal voice cues. Each voice cue was mapped to one 
action, as shown in Table 4. The list was selected according 
to two factors: first, the interview results, which indicate the 
activities for which the participants use VHAs and, second, 
voice cues with only one sound, rather than, for example, 
commands with vowel and nasal sounds. The system was 
implemented on a Raspberry Pi that was connected to a 
microphone. Users must speak out a non-verbal voice cue 
to the microphone, and this command will be interpreted in 

Table 3   Sound - Action Mapping

Command Voice Cue

Light /ɑ/
/i/

Volume /mɑ/ /
/mi/

Main Menu /ɛ/
Ring (call) /ŋ/

/ŋ//ŋ/
Stop/ terminated /nÄ/
Alarm /Äm/
Music Mmm (humming)
Weather /u/
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Fig. 1   Sound - Action Mapping Framework
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the Raspberry Pi. The user’s commands will be converted 
into text-based commands that will be sent to Google Assis-
tant, which will process the request and produce a response 
(See Fig. 2).

At the end of the design and implementation phase, we 
conducted preliminary testing with seven participants. The 
aim of this user acceptance test was to verify the efficacy of 
the customized system that we built using the framework 
we proposed.

First, we tested the system with one participant to ensure 
that it performed well and had no bugs. In this test, we 
noticed some issues with the system, which we addressed 
before testing the system with the remaining six participants. 
Despite these issues, the participants gave positive feedback 
about the mapping and found it clear and easy.

3.3 � Method

3.3.1 � Participants

The main testing includes six participants who tested the 
system remotely, of whom three were male and three female, 
while three cases were mild and three were moderate.

3.3.2 � Procedure

We conducted between-subjects testing, for which we 
divided participants into two groups. Group 1 tested the 
system using a set of pre-mapped commands-that is, we had 
already mapped the commands (voice cues) to the action 
desired. Group 2 tested the system using commands that 
they mapped to actions, and thus, they chose the command 
for each action.

The sessions started with five minutes of training, during 
which we explained the system to both groups and intro-
duced the list of commands. To Group 1, we explained the 
process we followed to map the commands to the actions, 
along with the metaphorical concepts these represent. We 
asked the Group 2 users to map the commands to the actions, 

for which we gave them a set of non-verbal voice commands 
and a list of actions. Next, we asked participants from both 
groups to utter the commands at least once to ensure they 
were capable of doing so. After starting the system, we 
prompted the users to send it their commands. The command 
orders were listed in a random order, and the participants 
were instructed to follow any order that they preferred. Last, 
we conducted post-test semi-structured interviews to collect 
feedback from the participants about the system, specifically 
the sounds uttered and the mapping.

We asked the participants how easy the sounds were for 
them to utter and for their feedback regarding the system, 
particularly whether they would use it again and how simple 
they found it to use Their feedback and insights helped us to 
understand both system usability and user satisfaction. We 
also measured the effectiveness of the system by evaluating 
its success in performing the task and understanding the 
sounds.

Regarding the mapping, Group 1 was asked for their per-
spective about the mapping we provided. Since Group 2 had 
developed their own mapping we asked them to share the 
underlying reasons for this mapping. We also asked partici-
pants about their preferences on how they would like to use 
the system in the future whether it should be pre-mapped 
for immediate use or whether they would like to perform the 
mapping. The task success was evaluated as a sound/system 
effectiveness measure for both types of mapping. Moreover 
we emailed both groups about the mapping after 24 h to 
measure the memorability of the commands.

Fig. 2   System Architecture

Table 4   Sound - Action 
Mapping

Command Voice Cue

Light /ɑ/
News /i/
Ring (call) /ŋ/
Music Mmm (humming)
Weather /u/
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3.4 � Results

Through this preliminary testing, we aimed to test the effi-
cacy of the proposed system. We found that the non-verbal 
voice cues selected were appropriately simple and utterable. 
All participants reported that they had no difficulty in utter-
ing the sounds, that they found the system easy to use, and 
that they would like to use it again. One participant stated 
that the system was “easy to use because [it does not] use 
difficult letters like R, Z, or S.”

We also found that vocal volume is important. Levels 
sometimes differ between voice cues, which is accentuated 
when the user does not increase their vocal volume for non-
verbal voice cues. For example, two of the participants spoke 
more quietly when uttering “hmmm,” and the system did 
not detect their almost voiceless commands. Similarly, one 
participant’s voice was quieter when uttering “ing.” Nev-
ertheless, although they had to repeat themselves for the 
system to detect the commands, they did not find the sounds 
difficult to utter.

The results also show that Group 1 found the mapping 
provided by us to be learnable and memorable. This opinion 
is in parallel with the memorability measurements we used, 
in that all the participants remembered all the commands 
24 h after using the system. When asked whether they would 
prefer to have the voice and actions pre-mapped, all the par-
ticipants in Group 1 responded positively. When Group 2 
were asked about the mapping 24 h later, only 40% could 
remember them, but all of them said they would prefer to do 
their own mapping. We also asked Group 2 about the rea-
sons behind their mapping decisions. One participant indi-
cated they had done the mapping randomly, whereas another 
stated they “tried to choose sounds that sounded a bit like 
the commands.”

3.5 � Discussion

The findings show that the system was successful and that 
the system that we built using the framework proposed has 
the potential to be used as a method of interaction, as an 
alternative to using different assistive technologies with 
varying modalities for people with dysarthria. The prelimi-
nary findings related to the question of mapping show that 
participants’ opinions differ regarding mapping customiza-
tion. Each group preferred to use the system the way they 
tested it, and this finding was unexpected. Group 1 found 
that the mapping made sense, whereas Group 2 preferred 
customization. A possible explanation for this variation is 
what Ellsberg [52] defined as ambiguity aversion. Partici-
pants chose the option they knew and thus avoided the risk 
of unknown factors. Therefore, further testing is required to 
determine whether user preferences for the pre-mapped and 
self-mapped systems differ.

4 � Conclusion

In this study, we presented a method to design an alter-
native interaction mode with VHAs for people with dys-
arthria. We found that these individuals generally find it 
difficult to interact with VHAs and hence would find a 
faster, direct method of communication useful. The cur-
rent data also highlighted that using non-verbal voice cues 
would be a convenient option. The framework we proposed 
in this study lays the groundwork for future research into 
non-verbal interaction using VHAs. This study thus con-
tributes to existing knowledge on designing interaction 
systems by providing the steps we followed to design the 
sound-action approach.

Nevertheless, this study does have a significant limi-
tation, namely, that only six participants were included 
in the preliminary testing process. However, this test was 
conducted just to verify the efficacy of the system. Hence, 
a larger sample should be included in a future test to obtain 
more quantitative and qualitative data and more insightful 
analysis on the specific utterances that should be mapped. 
Despite this limitation, the study certainly adds to cur-
rent understanding about the research topic by providing 
information about the different experiences of the study 
participants, and their feedback.

5 � Future Work

While the results of this study contribute to gaining insight 
into this field, further research with more participants is 
required to validate the results. Additionally, a broader 
range of evaluation measurements should be used.

Future work will also involve improvements to the sys-
tem using a wider range of sounds. Sound combinations, 
rather than single sounds, should be introduced and meas-
ured in terms of how this affects system usability and the 
users’ ability to utter them. A longer list of sounds would 
mean more actions could be performed, so the user would 
be able to use the system to perform more tasks. Addi-
tionally, a wake-up word could be added to the system to 
prevent it from detecting random sounds as commands. 
More customization options could also be added through 
which users could add the voices they prefer and map them 
to the actions they require.

Appendix A Interview Questions

1.	 About Dysarthria 
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(a)	 Can you tell me a brief history about your case 
with dysarthria?

(b)	 Could you describe your speech after having dys-
arthria?

(c)	 How do you feel when you are speaking?
(d)	 How does dysarthria affect your daily life?

2.	 Coping with dysarthria 

(a)	 What technologies are you using to cope with dys-
arthria?

(b)	 Do you have/use a virtual home assistant? (If yes: 
What do you use these devices for? If No: Why 
you do not use it?)

(c)	 Would you list the top actions you use in these 
devices?

(d)	 How often do you use it?
(e)	 How did you find using it?
(f)	 What would you wish for virtual home assistants 

to have or look like?

3.	 The proposed system 

(a)	 (after explaining the concept of non-verbal inter-
action) Do you think using non-verbal voice cues 
will be convenient?

(b)	 What non-verbal voice cues can be convenient for 
you to utter?

(c)	 Would you prefer having a predefined list of com-
mands or having the ability to program your own 
commands?

(d)	 Are we willing to record non-verbal sounds to be 
used in building our system ?
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