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Abstract. Low Reynolds number fluid flows are governed by the Stokes equations. In two
dimensions, Stokes flows can be described by two analytic functions, known as Goursat functions.
Brubeck and Trefethen [9] recently introduced a lightning Stokes solver that uses rational functions
to approximate the Goursat functions in polygonal domains. In this paper, we present the “LARS”
algorithm (Lightning-AAA Rational Stokes) for computing 2D Stokes flows in domains with smooth
boundaries and multiply-connected domains using lightning and AAA rational approximation [36].
After validating our solver against known analytical solutions, we solve a variety of 2D Stokes flow
problems with physical and engineering applications. Using these examples, we show rational ap-
proximation can now be used to compute 2D Stokes flows in general domains. The computations
take less than a second and give solutions with at least 6-digit accuracy.
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1. Introduction. At small Reynolds numbers, where viscous forces dominate
inertial forces, fluid flows are governed by the Stokes equations. This is typically true
when the fluid is highly viscous or the length scale is small. Stokes flows have numer-
ous physical and biological applications, including microcirculation [42], microfluidic
devices [50], swimming microorganisms [28], fluid mixing [17] and lubrication [37].
Many of the flow characteristics in these problems can be analysed in two dimensions.

For two-dimensional Stokes flows, analytical solutions have been derived for cer-
tain problems using the Wiener-Hopf method [25,47], the method of images [17,20,24],
and expansion of the stream function [35]. Analytical solutions usually only exist for
problems with very simple geometries and boundary conditions. For more complex
cases, one can approximate the solutions semi-analytically using the unified transform
method [19,31,32] and extended lubrication theory [43], or solve the Stokes equations
using numerical methods including finite element methods [29], boundary integral
methods [38], and the lattice Boltzmann method [27]. It should be noted that there
is no clear boundary between semi-analytical and numerical methods. For example,
it is sometimes necessary to approximate the boundary conditions using orthogonal
polynomials when using the unified transform method [32].

Brubeck and Trefethen [9] recently introduced a “lightning” Stokes solver, which
uses rational functions to approximate the Goursat functions [23], which are two an-
alytic functions that represent Stokes flow in 2D (see section 2 for details). The
lightning solver differs from other numerical methods, since it treats corner singulari-
ties of the Stokes equations by clustering the poles of rational functions exponentially
nearby. This enables its root-exponential convergence and thus “lightning” compu-
tation [22]. In [9], most Stokes flows were computed to at least 8-digit accuracy in
less than a second. For the classic lid-driven cavity problem, the lightning solver cap-
tured several self-similar Moffatt eddies [35] near the bottom corners, which can be
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challenging to resolve using more standard discretisation methods. The Goursat rep-
resentation for 2D Stokes flows and the lightning solver will be reviewed in sections 2
and 3 of this paper respectively.

However, Brubeck and Trefethen [9] primarily focus on 2D Stokes flow problems
in polygons. In this paper, we introduce LARS (Lightning-AAA Rational Stokes),
a solver that can be implemented easily to compute 2D Stokes flows in general do-
mains with custom boundary conditions in less than a second. LARS uses several
rational approximation algorithms: the lightning solver for sharp corners [9, 22], the
AAA rational approximation for smooth boundaries [10,36] and the series method for
multiply connected domains [3, 18,44].

It is well known that even for regions with analytic boundaries, the Goursat func-
tions may only be analytically continuable a very short distance across the boundary,
an effect known as the “crowding phenomenon” [11, 21]. This means that poles may
need to be placed close to curved boundaries to achieve good rational approxima-
tions. Recently Costa and Trefethen [10] showed that using AAA rational approx-
imation [36] to place poles outside the curved boundary enables fast and effective
solution of Laplace problems. The AAA algorithm, derived from “Adaptive Antoulas-
Anderson”, automatically searches for a rational approximation in barycentric form
for a vector of boundary values on a given boundary [36], and has been implemented
in the Chebfun toolbox in MATLAB [14]. In this work, we apply AAA rational ap-
proximation to compute Stokes flows in domains with curved boundaries. Using an
example case of Stokes flows in a channel with a smooth constriction, we compare our
solution against a solution approximated using extended lubrication theory [43], and
present these results in section 4.

We then introduce an algorithm for computing Stokes flows in multiply connected
domains. For Laplace problems in multiply connected domains, the solution can be
approximated using a Laurent series with a logarithmic term [3]. The series method
has been applied to compute numerical solution to Laplace problems [44]. It has
also been applied to 2D Stokes flows in domains bounded by cylinders [18, 39]. In
this paper, we present an algorithm using the series method to compute Stokes flows
in general multiply connected domains. We validate the computed stream function
for Stokes flows between two cylinders with different boundary conditions against an
analytical solution [17] in section 5.

We emphasise that the main contribution of this paper is the development of a new
algorithm for solving Stokes flow problems, and a summary of our numerical method
is given in subsection 6.1. In subsection 6.2, we apply LARS to compute various 2D
Stokes flow problems to demonstrate its broad application. Using these examples, we
show that rational approximation can now be used to compute 2D Stokes flows in
general domains. The computation usually takes a fraction of a second for a solution
to at least 6-digit accuracy.

2. 2D Stokes flow and biharmonic equations. Define (x, y) as the usual
Cartesian coordinate system with associated velocity components (u, v). The steady-
state Stokes equations in two dimensions are

µ∇2u = ∇p,(2.1)

∇ · u = 0,(2.2)

where u = (u, v)T is the 2D velocity field, p is the pressure and µ is the viscosity.
We consider 2D Stokes flow problems (2.1) and (2.2) in a bounded domain Ω. Two
boundary conditions are imposed on the domain boundary ∂Ω.
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Since the flow is 2D and incompressible, a stream function ψ can be defined by

(2.3) u =
∂ψ

∂y
, v = −∂ψ

∂x
.

Next we define the vorticity magnitude ω as

(2.4) ω =
∂v

∂x
− ∂u

∂y
= −∇2ψ.

Taking the curl of (2.1) gives

(2.5) ∇2ω = 0.

The stream function thus satisfies the biharmonic equation

(2.6) ∇4ψ = 0.

The Stokes problem now becomes that of finding a solution for the biharmonic
equation (2.6) in the domain of interest, subject to given boundary conditions. In the
complex plane z = x+ iy, where x, y ∈ R and i =

√
−1, we have

(2.7)
∂

∂z
=

1

2

(
∂

∂x
− i

∂

∂y

)
,
∂

∂z̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
,

where z̄ = x − iy is the complex conjugate of z. Equation (2.6) can then be written
in complex form as

(2.8)
∂4ψ

∂2z∂2z̄
= 0,

which has a solution

(2.9) ψ(z, z̄) = Im[z̄f(z) + g(z)],

where f(z) and g(z) are two analytic functions, known as Goursat functions [23].
The flow velocity, pressure and vorticity can be expressed in terms of Goursat

functions as

u− iv = −f(z) + z̄f ′(z) + g′(z),(2.10)
p

µ
− iω = 4f ′(z),(2.11)

where f(z) is the complex conjugate of f(z). In the rest of this paper, (2.10) and (2.11)
will be used to determine the Goursat functions by imposing boundary conditions on
∂Ω (e.g., −f(z0)+ z̄0f ′(z0)+ g′(z0) = 0 for a zero velocity boundary condition at z0),
from which we can then calculate quantities of interest in the simulation domain Ω.

3. The lightning solver. Our numerical method is developed from the recently
introduced “lightning” solver for 2D Stokes flow [9], which uses rational functions
with clustered poles near sharp corners to approximate the Goursat functions, and
from the related AAA-least squares method for problems with curved boundaries [10]
(see the next section). These methods are based on the general idea of solving the
Laplace equation in polygons or curved domains using rational functions [22]. A
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typical rational function consisting of m poles β1, ..., βm and a polynomial of degree
n has the form

(3.1) r(z) =

m∑
j=1

aj
z − βj

+

n∑
j=0

bjz
j ,

where aj and bj are complex coefficients to be determined from the boundary condi-
tions. In [22] the first and second parts of (3.1) are called the “Newman” and “Runge”
terms, respectively.

For Stokes flow problems, two rational functions, f̂(z) and ĝ(z), are defined for
the two Goursat functions, f(z) and g(z):

f̂(z) =

m∑
j=1

afj
z − βj

+

n∑
j=0

bfj z
j ,(3.2)

ĝ(z) =

m∑
j=1

agj
z − βj

+

n∑
j=0

bgjz
j .(3.3)

Determining these unknown coefficients is a non-linear problem because of the
Newman terms of (3.1). However, it becomes a standard linear least-squares problem
if we fix the location of poles beforehand. It has been shown in previous work [9,
22] that root-exponential convergence can be achieved if the poles are exponentially
clustered near each sharp corner of the domain. For a polygonal domain Ω with K
corners w1, ..., wK , we place N poles near each corner using

(3.4) βkn = wk + Leiθke−σ(
√
N−

√
n), k = 1, ...,K, n = 1, ..., N,

where L is the characteristic length scale, θk is the exterior bisector of corner wk and
σ is a constant (normally set as 4), as [9,22]. Note that these lightning poles are only
used when the domain boundary has sharp corners and they do not appear in smooth
boundary problems. As we will show in the next section, the pole vector β for smooth
boundaries can be obtained easily using the AAA algorithm [36].

The representation (3.1) of a rational function can be ill-conditioned. Here we
carry out a Vandermonde with Arnoldi (VA) orthogonalization [8] for the Runge terms
and the group of poles near each corner to construct a well-conditioned basis for the
linear system. There are two issues to note here. Firstly, unlike Laplace problems,
Stokes flow problems involve the derivatives of Goursat functions. These need to
be calculated based on the new basis from the VA orthogonalization (see Equations
(4.4)–(4.6) in [9]). Secondly, the Laurent series used in multiply connected problems
will also need to be orthogonalized, which will be further discussed in Section 5.

The sample points are selected along the boundary ∂Ω, and are also clustered near
the sharp corners [9,22]. Along smooth boundary components, the sample points are
evenly distributed, although improvements would certainly be possible here for cases
of strong curvature. By applying two boundary conditions at each sample point using
(2.10) or (2.11), we obtain a well-conditioned least-squares problem Ax ≈ b. The
real matrix A has size 2M × 4(m + n + 1) and the real vector b has size 2M , where
M is the number of sample points. The columns of the matrix A correspond to the
real and imaginary parts of the complex coefficients afj , b

f
j , a

g
j and bgj , while its rows

correspond to the two boundary conditions applied at M sample points, the values
of which are stored in the vector b. The solution x gives the optimal coefficients for
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the two rational approximations f̂(z) and ĝ(z) (for the two Goursat functions f(z)
and g(z)), which satisfy the boundary conditions on ∂Ω in a least-squares sense. The
least-squares problem can be solved easily using the backslash command in MATLAB.

4. AAA rational approximation for a curved boundary. In biological and
engineering applications, many boundary components are curved [26, 28, 42, 43]. The
solutions associated with such problems are analytic. However, they may be analyti-
cally continuable only a very short distance across the boundary, an effect known as
the “crowding phenomenon” [7, 11, 21, 34]. In such cases, accurate rational approxi-
mations will need to have poles very close to the boundary.

One way to tackle this phenomenon in rational approximation is to use the AAA
algorithm [36]. In brief, the AAA algorithm searches for poles for a rational approxi-
mation speedily, reliably and automatically. This algorithm has been found to be very
fast and effective in rational approximation of conformal maps near singularities [21].
In a recent work, Costa and Trefethen [10] applied the AAA algorithm to solve Laplace
problems. The algorithm was shown to be able to place poles near the boundary of an
arbitrary domain in a configuration effective for rational approximation. Using these
poles, 8-digit accuracy was easily achieved.

Here we further apply AAA rational approximation to Stokes flow. We demon-
strate the outstanding ability of this algorithm to place poles effectively near curved
boundaries using an example case of Stokes flow in a channel with a smooth con-
striction. We choose this case because the pressure drop across the constriction for
a given inlet flux has been determined semi-analytically using extended lubrication
theory [43]. We first present the problem in subsection 4.1, before computing the
problem using polynomials in subsection 4.2 and rational functions in subsection 4.3.

4.1. Stokes flow in a smoothly constricted channel. We consider Stokes
flow through a channel with characteristic length L0 and height h0 with δ = h0/L0,
and inlet flux q0. We introduce dimensionless variables after [43]:

(4.1) X =
x

L0
, Y =

y

h0
, U =

u

q0/h0
, V =

v

q0/L0
, P =

p

µq0L0/h30
,

where we denote dimensionless variables with capitals and the dimensionless velocity
field is U = (U, V )T . Equations (2.1) and (2.2) can then be written in the dimension-
less form as

δ2
∂2U

∂X2
+
∂2U

∂Y 2
=
∂P

∂X
,(4.2)

δ4
∂2V

∂X2
+ δ2

∂2V

∂Y 2
=
∂P

∂Y
,(4.3)

∂U

∂X
+
∂V

∂Y
= 0.(4.4)

Figure 1a presents the Stokes flow problem in a channel with a smooth constriction
from X = −1 to X = 1 and δ = 1. The shape function for constriction is defined as

(4.5) H(X) = 1− λ

2
(1 + cos(πX)), 0 ≤ λ < 1,

where λ is the maximum dimensionless amplitude of constriction. The boundary
curves corresponding to different values of λ from 0 to 0.8 are shown in Figure 1b.

A Poiseuille inlet velocity profile U(Y ) = (6(Y − Y 2), 0)T , zero velocity on the
walls (U = 0), and a parallel outflow profile with zero pressure (V = 0, P = 0) are
imposed on the domain boundary.
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(a)

H(X)
1

21 1

U(Y )

P = 0

X

Y
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0.6

0.8
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Y

(b)

6  = 0
6  = 0.2
6  = 0.4
6  = 0.6
6  = 0.8

Fig. 1. Schematic of Stokes flow through a smoothly constricted channel, after [43]. (a) Ge-
ometry and boundary conditions. (b) Shape function H(X) of the upper boundary for different λ.

For 0 < δ ≪ 1, corresponding to a channel with small aspect ratio, we can use
lubrication theory [37]. We expand U , V and P in terms of δ:

U(X,Y ) = U0(X,Y ) + δ2U2(X,Y ) + δ4U4(X,Y ) + · · · ,(4.6)

V (X,Y ) = V0(X,Y ) + δ2V2(X,Y ) + δ4V4(X,Y ) + · · · ,(4.7)

P (X,Y ) = P0(X,Y ) + δ2P2(X,Y ) + δ4P4(X,Y ) + · · · ,(4.8)

and solve (4.2)–(4.4) at different orders of δ. The solutions for the pressure drop across
the smoothly constricted channel at different orders of δ have been given in [43] :

∆P0(λ) =
3(3λ2 − 8λ+ 8)

(1− λ)5/2
,(4.9)

∆P2(λ) =
12π2λ2

5(1− λ)3/2
,(4.10)

∆P4(λ) =
8π4(428(−1 +

√
1− λ)− 214(−2 +

√
1− λ)λ− 53λ2)

175
√
1− λ

.(4.11)

In classical lubrication theory (CLT), only the leading order solution ∆P0 is used
for approximating the pressure drop. Tavakol et al. [43] approximate the solution
using the leading order term with higher order correction terms, leading to 2nd-order
extended lubrication theory (ELT):

(4.12) ∆P (λ) = ∆P0(λ) + δ2∆P2(λ) +O(δ4),

and 4th-order ELT:

(4.13) ∆P (λ) = ∆P0(λ) + δ2∆P2(λ) + δ4∆P4(λ) +O(δ6).

Tavakol et al. [43] show that including higher order terms significantly improves the
approximation accuracy of the pressure drop across the constriction for channels with
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high aspect ratios, e.g. when δ approaches 1. In the following sections, we set δ = 1
for all our computations, and we compare our results with the 4th-order ELT for the
same δ.

4.2. Polynomial approximation for smooth Stokes flow problems. We
first approximate the Stokes flow problem using the lightning Stokes solver [9]. When
used without AAA, the lightning Stokes solver tackles smooth boundary problems by
means of the polynomial or “Runge” term of (3.1). A recent example is provided as
Figure 7.3 of [9], where 10-digit accuracy is achieved in a smooth bent channel using
a polynomial of degree 300.

However, the polynomial approximation behaves poorly in this constricted chan-
nel problem, especially when the amplitude λ is close to 1, due to the crowding
phenomenon. Figure 2 presents the pressure drop across the constriction for different
λ using polynomial approximations of degrees 200, 300 and 400. The numbers of sam-
ple points for the approximations are 4200, 6300 and 8400, scaled with the polynomial
degree. For example, when the polynomial degree is 200, there are 600 points evenly
distributed on each segment of the domain boundary. We treat the upper boundary
as 4 boundary segments X ∈ (−2,−1), X ∈ (−1, 0), X ∈ (0, 1) and X ∈ (1, 2), where
600 points are sampled on each segment. In the complex plane Z = X + iY , the
pressure drop is calculated between Z = −1 + 0.5i and Z = 1 + 0.5i using (2.11).

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
6

0

1000

2000

3000

4000

"
P

4th-order ELT
Degree 200 polynomial
Degree 300 polynomial
Degree 400 polynomial

Fig. 2. Pressure drop as a function of constriction parameter λ when δ = 1 computed using
polynomials with degrees 200, 300 and 400. The simulation results are compared with the solutions
derived using a 4th-order extended lubrication theory [43]. The numbers of sample points for the
polynomial approximations are 4200, 6300 and 8400.

In Figure 2, the polynomial approximation is compared with the semi-analytical
solution approximated by 4th-order ELT [43]. For λ ≤ 0.7, the polynomial approx-
imation provides a reasonable estimate of the pressure drop across the constriction
(compared with the 4th-order analytical approximation). However, the degree 200
polynomial fails to approximate the pressure drop for λ > 0.7, followed by the degree
300 polynomial for λ > 0.75 and the degree 400 one for λ > 0.8. Note that the
computational cost rises sharply as we increase the polynomial degree from 200 to
400. Further increasing the degree of the polynomials may approximate our problem
at a larger λ, but this is certainly not a practical method for all 0 ≤ λ < 1. This is
where the AAA algorithm comes into play.

4.3. AAA rational approximation for the upper boundary. The key idea
now is to use the AAA algorithm to place poles outside the curved boundary (which
is the upper boundary of the channel in this case) [36] to help the lightning solver
compute the Stokes flow [9]. This method has proven to be very effective for solving
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Laplace problems [10]. The AAA rational approximation can be computed using the
MATLAB code aaa.m in Chebfun [14], and the workflow is simple:

1. Create a vector Zb of sample points along the curved boundary.
2. Apply a boundary function F to Zb, e.g., the Schwarz function [11]: F = Zb.
3. Run the AAA algorithm for these sample points and boundary values.
4. Remove the poles inside the domain Ω.

In MATLAB, the poles can be obtained easily by executing

F = conj(Zb);

[r,pol] = aaa(F,Zb,'tol',1e-8);

inpoly = @(z,w) inpolygon(real(z),imag(z),real(w),imag(w));

jj = inpoly(pol,Z);

beta = pol(~jj);

where Zb is the vector of sample points along the curved boundary we aim to place
poles near, and Z is the vector of sample points along all of ∂Ω. For AAA-lightning
computations of the constricted channel problem, we sample 600 points clustered to-
wards singularities at two ends using tanh(linspace(-14,14,600)) on each bound-
ary segment.

Here we use the Schwarz function [11] as the boundary function and set the toler-
ance of the AAA algorithm as 10−8 for fast computation. Our numerical experiments
show that the use of different boundary functions has negligible effect on the location
of poles for this geometry. Here we use the Schwarz function, because it is purely
based on the boundary geometry instead of the boundary data, so the poles of the
rational approximation of the Schwarz function capture the singularities of the bound-
ary geometry. The pole vector beta will be used to construct the Newman part of
our rational function (3.1). For better numerical stability, VA orthogonalization [8]
was performed on these poles and the polynomial using VAorthog(Z,n,beta). This
is the same as in the original lightning Stokes solver [9] except that the vector of poles
is obtained using AAA. We will call these poles placed by the AAA algorithm “AAA
poles” in the rest of this paper.

Figure 3 presents the Stokes flow in the constricted channel for different λ com-
puted using the algorithm described above. The streamlines in each case are repre-
sented by light grey lines, while a colour scale shows the velocity magnitude. The
AAA poles are marked as red dots. Using these poles and a polynomial of degree
100, a 5 to 6-digit accurate solution can be computed in 1-2 seconds on a standard
laptop. For each computation, running the AAA algorithm, constructing the rational
function basis, and solving the least-squares problem takes about 0.8, 0.4 and 0.2
second, respectively. Note that only 3-digit accuracy is achieved in the last case, with
λ = 0.9, although the streamlines are qualitatively promising. For higher accuracy,
higher degrees of polynomials and more sample points are required. In this paper, “α-
digit accuracy” means that the maximum error of the approximation on the domain
boundary is below 10−α.

In Figure 3, the AAA algorithm places poles vertically along the centreline of
the constriction, with clustering near the bottom. This phenomenon is very similar
to that of the poles placed near a sharp corner using (3.4) in the original lightning
Stokes solver [9]. However, for this specific problem, it is interesting to note that
the AAA poles are clustered towards a point slightly above the boundary instead of
on the boundary. This presumably corresponds to a branch point of the analytic
continuation across the boundary.
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Fig. 3. Stokes flow in a smoothly constricted channel for different λ from 0 to 0.9 and δ = 1.
The solution is computed using the lighting solver with a polynomial of degree 100 with poles placed
by the AAA algorithm. The locations of poles are marked by red dots. The streamlines and velocity
magnitude in each case are represented by light grey lines and a colour scale, respectively. Note that
the colour scale has a different range for each case, scaled by the maximum velocity magnitude. The
computation for each case takes 1–2 seconds on a standard laptop.

In addition, AAA places poles near the juncture points where the horizontal part
transitions into the curved part. The AAA algorithm detects these points as singular-
ities, because the transitions are not twice continuously differentiable (although the
first derivative is continuous, see (4.5)).

Figure 4 shows a comparison of pressure drop across the constriction approxi-
mated by lubrication theory at different orders of δ and the AAA-lightning computa-
tion. The gap between lubrication theory and lightning simulation becomes smaller
when higher order terms are included in the asymptotic analysis. Compared with our
computation, the maximum differences in ∆P for all λ are approximately 20% and
4%, respectively, when using CLT and 2nd-order ELT. These figures agree with the
gaps between the approximations and computations using a finite element method
reported in [43]. For 4th-order ELT, the maximum difference in ∆P reduces to 2.2%.

5. Series methods for multiply connected domains. In the previous pa-
per [9], application of the lightning Stokes solver was focused on simply connected
domains. However, there has been increasing interest in 2D Stokes flows in multiply
connected domains [15,16,17,18,31,33,39,40]. In this section, we describe a method
to extend the lightning Stokes solver to multiply connected problems.

When solving a Laplace problem in a multiply connected domain, it is known that
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Fig. 4. Relative differences between the pressure drop across the constriction when δ = 1
approximated by lubrication theory at different orders [43] and the AAA-lightning computation,
which we presume is effectively exact for the purposes of this comparison. The computation uses a
degree 100 polynomial with poles placed by the AAA algorithm.

only a logarithmic term and a Laurent series are needed for each smooth hole [44].
The logarithmic term prevents the solution from being multi-valued, thanks to the
“logarithmic conjugation theorem” presented by Axler [3], with its proof dating to
Walsh in 1929 [46]. The series method has been shown to be effective for computing
conformal maps in multiply connected domains [45].

Similar series methods have also been applied to 2D Stokes flow problems in
multiply connected domains by Price et al. [39] and Finn et al. [18]. However, these
applications are limited to 2D Stokes flows in domains bounded by cylinders. With
the AAA algorithm [36], VA orthogonalization [8] and the lightning solver [9, 22], we
are now able to compute 2D Stokes flows in more general multiply connected domains
and thus address much broader applications.

5.1. Algorithm. For multiply connected domain problems with p smooth holes,
we define a rational function (before adding the logarithmic terms) in the form

(5.1) r(z) =

m∑
j=1

aj
z − βj

+

n∑
j=0

bjz
j +

p∑
i=1

q∑
j=1

cij(z − zi)
−j ,

where the first and second parts are the Newman and Runge terms from (3.1). The
third part represents a Laurent series expansion to degree q at point zi in the ith hole.

Based on the logarithmic conjugation theorem [3], a logarithmic term is needed
for each Goursat function. Moreover, unlike Laplace problems, a derivative term g′(z)
also appears in (2.10), which describes the velocity field in Stokes flow problems. The
velocity components u and v are each expressed as

u(z) = Re[−f(z) + z̄f ′(z) + g′(z)],(5.2)

v(z) = Im[−f(z)− z̄f ′(z)− g′(z)].(5.3)

To ensure the velocity field is not multi-valued, an extra term (z − zi) log(z − zi)− z
is required in g(z) for the ith hole. So the imaginary part of log(z − zi) term in g′(z)
and f(z) can cancel out in (5.2) and (5.3) [39]. The rational representation of Goursat
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functions can thus be written as

f̂(z) =

m∑
j=1

afj
z − βj

+

n∑
j=0

bfj z
j +

p∑
i=1

q∑
j=1

cfij(z − zi)
−j +

p∑
i=1

dfi log(z − zi),(5.4)

ĝ(z) =

m∑
j=1

agj
z − βj

+

n∑
j=0

bgjz
j +

p∑
i=1

q∑
j=1

cgij(z − zi)
−j +

p∑
i=1

dgi log(z − zi)

−
p∑

i=1

dfi [(z − zi) log(z − zi)− z],(5.5)

where afj , b
f
j , c

f
ij , d

f
i , a

g
j , b

g
j , c

g
ij and dgi are complex coefficients to be determined by

solving a least-squares problem.
In the lightning Stokes solver, VA orthogonalization has been carried out for both

the Newman and the Runge parts. The VA orthogonalization for the polynomial part
can be found in the Section 4.1 of [9]. The VA orthogonalization for the Laurent
series is very similar to that for polynomials, and can be realised by appending a new
module at the end of the existing MATLAB code VAorthog (see Appendix A in [9]):

Q = ones(M,1); H = zeros(nl+1,nl);

for k = 1:nl

q = 1./(Z-Z_i).*Q(:,k);

for j = 1:k, H(j,k) = Q(:,j)'*q/M; q = q - H(j,k)*Q(:,j); end

H(k+1,k) = norm(q)/sqrt(M); Q(:,k+1) = q/H(k+1,k);

end

Hes{length(Hes)+1} = H; R = [R Q(:,2:end)];

where nl is the degree of Laurent series (i.e. q in (5.4) and (5.5)), Hes is the upper-
Hessenberg matrix from the Arnoldi process. Similarly, the new VA basis can be
constructed using VAeval with an additional module appended in the end:

H = Hes{1}; Hes(1) = [];

Q = ones(M,1); D = zeros(M,1);

Zpki = 1./(Z-Z_i); Zpkid = -1./(Z-Z_i).^2;

for k = 1:nl

hkk = H(k+1,k);

Q(:,k+1) = (Q(:,k).*Zpki - Q(:,1:k)*H(1:k,k))/hkk;

D(:,k+1) = (D(:,k).*Zpki - D(:,1:k)*H(1:k,k) + Q(:,k).*Zpkid)/hkk;

end

R0 = [R0 Q(:,2:end)]; R1 = [R1 D(:,2:end)];

where R0 is the function basis for the Goursat functions f(z) and g(z) and R1 is the
function basis for their derivatives f ′(z) and g′(z). The first column representing the
constant term is always omitted at the storing step, since the constant term has been
included in the polynomial part. The logarithmic terms are added in the MATLAB
code makerows, when evaluating the function values on the domain boundary ∂Ω.
Example codes for computing Stokes flow in general multiply connected domains can
be found in Appendix A.

5.2. Stokes flow between two translating and rotating cylinders. Here
we consider Stokes flow between two cylinders to illustrate the speed and accuracy of
our new Stokes flow solver via comparison of numerical results with Finn and Cox [17],
based on previous work on cylinders with simpler motions [6, 20, 41]. Figure 5 shows
the problem setting, where the outer cylinder has a radius of aout centred at the
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origin and the inner cylinder has a radius of ain centred at (ϵ, 0). The outer and
inner cylinders rotate with angular velocities ωout and ωin, respectively. The inner
cylinder can also translate with velocity (u∗, v∗)T . We describe the problem using
dimensionless variables:

(u, v) = u∗(U, V ), p =
u∗aout
µ

P,(5.6)

where capitals denote dimensionless variables. The system is then characterised by
the following dimensionless parameters

V ∗ =
v∗

u∗
, Ain =

ain
aout

, E =
ϵ

aout
, (Ωin,Ωout) =

aout
u∗

(ωin, ωout).(5.7)

The analytical solution to this problem can be derived by superposing solutions cor-
responding to each type of motion (rotational and translational), see Equation (68)
in [17] (the details are omitted here).

Ain

1

1

V $

+in

+out

E

Fig. 5. Schematic of a translating and rotating cylinder in a rotating cylinder, after [17]
(dimensionless quantities).

We used our algorithm to compute the Stokes flow in all nine example cases
presented in Figure 9 of [17]. Our results are shown in Figure 6. The parameter
values for each case are listed in Table 1. The same parameter values were used in [17],
except that we change E = 0.7 to E = 0.65 in case ‘g’ to prevent the boundaries of
the two cylinders touching each other.

For each case, 100 sample points are evenly distributed along the inner cylinder
boundary, with another 500 points along the outer cylinder boundary slightly clustered
towards the narrower gap between two cylinders:

pw = ceil(1/(1-epsilon))+1;

sp = tanh(linspace(-pw,pw,500));

Z_b = a_out*exp(1i*pi*(sp-1)');

The solution is computed using a rational approximation (5.1) consisting of a degree
20 polynomial and two degree 50 Laurent series about (E, 0) and (1/E, 0). The
computation for each case takes tens of milliseconds on a standard laptop.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 6. Streamlines for Stokes flow between two cylinders for nine different boundary conditions,
following [17]. The parameter values are listed in Table 1. The stream function is 0 on the outer
cylinder.

Table 1
Parameter values for nine example cases as presented in Figure 6.

Case Ain E V ∗ Ωin Ωout

a 0.1 0.8 2 −3 1
b 0.4 0.3 1 5 −3
c 0.15 0.6 1 10 0
d 0.1 0.1 2 0 0
e 0.15 0.7 0 3.33 0.66
f 0.15 0.7 −1 0 0.66
g 0.3 0.65 0 0 −0.2
h 0.1 0.2 1 5 −1
i 0.3 0.5 1 2 −2

Here we use an additional Laurent series about the reflection of the centre of inner
cylinder to better compute the flow field in the narrow gap between two cylinders in
cases ‘a’ and ‘g’. The algorithm using two Laurent series is found to be much more
efficient than using a Laurent series about the inner cylinder with a much higher
degree polynomial. When the inner cylinder is very close to the outer cylinder, the
analytic continuation of Goursat functions may have branch points outside the outer
cylinder, leading to the crowding phenomenon that we have tackled using the AAA
algorithm in the last section. Hence one may develop another algorithm that places
AAA poles near the gap outside the domain. However, controlling the region of AAA
poles and dealing with the logarithmic terms can be challenging and requires future
work.

Next, we validate the values of the stream function ψ computed using our Stokes
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flow solver against the analytical solution [17]. Figure 7 shows the pointwise error
(Error = Sim−Theory) of our computation of the stream function in all nine cases. All
solutions are obtained to 12 to 14-digit accuracy, which is close to machine precision.

Fig. 7. Pointwise error of the stream function computed using our Stokes flow solver in all
nine cases.

6. Algorithm summary and applications. In this section, we first summarise
the LARS algorithm, and then apply it to a variety of 2D Stokes flow problems to
demonstrate the utility of the algorithm.

6.1. The LARS algorithm. There are three steps to compute the solution to
a 2D Stokes flow problem using the LARS algorithm:

1. Place the poles and sample points. For a given domain Ω, we first identify
corner singularities and cluster lightning poles exponentially nearby following the
lightning algorithm [9,22]. We then identify smooth boundaries and approximate the
Schwarz function on each section using the AAA algorithm [36]. After removing the
poles inside Ω, we obtain the AAA poles for approximating these smooth boundaries
[10]. The lightning poles and the AAA poles form the vector βj to construct the
Newman part in (5.4) and (5.5). The sample points are clustered towards corner
singularities along the domain boundary ∂Ω. For smooth domain boundaries and
holes, we take equispaced sample points. All sample points along the entire ∂Ω are
stored in a vector Z = (Z1, Z2, ..., ZM )T .
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2. Construct the rational function bases. We perform VA orthogonalization [8]
for the Newman terms, the Runge terms, and the Laurent series corresponding to
each hole for all sample points Z. Using the VA orthogonalization we obtain a well-
conditioned rational function basis R0 (spanning the same spaces as the original basis)
to evaluate every sample point in Z, and its derivative R1. The matrices R0 and R1

have size M × (m + n + pq + 1), where each row corresponds to a sample point and
each column corresponds to a coefficient aj , bj or cij .

3. Solve the least-squares problem and compute physical quantities. We now im-
pose two boundary conditions on ∂Ω (with Z being the vector of sample points) to

compute the coefficient values in two rational functions f̂(z) and ĝ(z) that approx-
imate the Goursat functions. For simplicity, it is assumed here that we have the
boundary condition (ũ(Zi), ṽ(Zi))

T at each sample point Zi on ∂Ω. One can impose
ψ, p, ω or a component in the 2D stress tensor easily after minor changes from the
linear system presented below. Based on (5.2) and (5.3), we construct a linear system
Ax ≈ b using R0, R1 and logarithmic terms, which will be solved using a least-squares
approach to find the coefficient vector x that minimises ||Ax − b||2. The matrix A
consists of 2× 8 blocks:

A =

[
Re{cZ×R1 −R0} Re{R1} Re{cZ×oZ − 2lZ} Re{oZ}
Im{−cZ×R1 −R0} Im{−R1} Im{−cZ×oZ} Im{−oZ}

−Im{cZ×R1 −R0} −Im{R1} −Im{cZ×oZ} −Im{oZ}
Re{−cZ×R1 −R0} Re{−R1} Re{−cZ×oZ − 2lZ} Re{−oZ}

]
,(6.1)

where we have

cZ =


Z1

Z2

. . .

ZM

 , oZ =



1

Z1 − z1

1

Z1 − z2
. . .

1

Z1 − zp
1

Z2 − z1

1

Z2 − z2
. . .

1

Z2 − zp
...

...
. . .

...
1

ZM − z1

1

ZM − z2
. . .

1

ZM − zp


,

lZ =


log(Z1 − z1) log(Z1 − z2) . . . log(Z1 − zp)
log(Z2 − z1) log(Z2 − z2) . . . log(Z2 − zp)

...
...

. . .
...

log(ZM − z1) log(ZM − z2) . . . log(ZM − zp)

 .(6.2)

The vector b = (ũ(Z), ṽ(Z))T corresponds to the two boundary conditions on ∂Ω.
We compute the least-squares problem using the backslash command in MATLAB to
obtain

(6.3) x = [Re{afj , b
f
j , c

f
ij , a

g
j , b

g
j , c

g
ij , d

f
i , d

g
i }, Im{afj , b

f
j , c

f
ij , a

g
j , b

g
j , c

g
ij , d

f
i , d

g
i }]

T ,

and thus all complex coefficients in f̂(z) and ĝ(z), which satisfy the given boundary
conditions in a least-squares manner.

After finding the Goursat functions, we construct function handles for physical
quantities u(z), v(z), p(z) and ω(z) using (2.10) and (2.11). The function handles
enable the evaluation of any required physical quantity at any given point in Ω.
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6.2. Application to other Stokes flow problems. Figure 8 shows 2D Stokes
flow around a translating and rotating elliptical cylinder inside a fixed elliptical cylin-
der. This setting has potential biomedical applications to kidney stone removal prob-
lems [48]. The parameter values for Case ‘c’ in Table 1 are used here to set the
boundary conditions, but with the outer cylinder replaced by an ellipse with eccen-
tricity 0.6 and the inner cylinder by an ellipse with eccentricity 0.8, and Aout and Ain

now representing the lengths of the semi-minor axes. The solution is computed to
7-digit accuracy with a degree 40 polynomial and a degree 120 Laurent series. Note
that for non-circular holes, a higher degree Laurent series is usually required for good
precision.

Fig. 8. Stokes flow around a translating and rotating elliptical cylinder inside a fixed elliptical
cylinder. The same parameter values as for Case ‘c’ in Table 1 are used here. The outer ellipse has
eccentricity 0.6 and the inner ellipse has eccentricity 0.8. The translation and rotation of the inner
ellipse are indicated by white arrows.

Figure 9 shows the Stokes flow around a heart-shaped hole in a channel, illustrat-
ing how readily our solver can be extended to other shapes. Boundary conditions of
constant pressure and parallel flow are imposed at the channel inlet and outlet, and a
zero velocity condition is imposed on the walls. The solution is computed to 10-digit
accuracy (12 to 13-digit accuracy along the hole boundary) with a degree 120 poly-
nomial and a degree 80 Laurent series in 0.9 second. One can compute the solution
to 6-digit accuracy with a degree 80 polynomial and a degree 40 Laurent series in 0.3
second.

Figure 10 shows two pairs of Moffatt eddies [35] near the cusp on the left side
of the heart-shaped hole in Figure 9. If the stream function is set to 0 along the
centreline, the first pair have stream functions on the order of 10−7 and the second on
the order of 10−12. The third pair in this theoretically infinite series of eddies would
be at a level near machine precision. This example demonstrates the great accuracy
of our methods. For this problem, it takes 45 microseconds per point to compute a
stream function or velocity.
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Fig. 9. Stokes flow around a heart-shaped hole in a channel. The computation is carried out
using a degree 120 polynomial and a degree 80 Laurent series.
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Fig. 10. Moffatt eddies near the cusp of the heart-shaped hole in Figure 9. The colour scale
represents the magnitude of the deviation of the stream function from ψc, the value along the cen-
treline.

We conclude this section with an example case that combines all the methods
we have introduced: the lightning solver for sharp corners [9, 22], the AAA rational
approximation for smooth boundaries [10, 36] and the series method for multiply
connected domains [3,18,44]. This is an application of the complete LARS algorithm.
Figure 11 shows the Stokes flow around a steady ellipse (or an elliptical hole) within
a bifurcation. The bifurcation has two sharp corners, where poles are exponentially
clustered, and a smooth corner, where poles are placed using the AAA algorithm.
Boundary conditions of constant pressure and parallel flow are imposed on the channel
inlet and outlets, but the upper branch has a higher outlet pressure than that of the
lower branch. Zero velocity conditions are imposed on both the channel walls and the
ellipse boundary.

For sharp corners, poles are exponentially clustered along the exterior bisectors,
as shown in previous work [9]. For the smooth corner, AAA rational approximation
places the poles outside the corner boundary using the boundary function F = Z̄. It is
interesting to note that the AAA algorithm clusters poles towards a branch point along
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Fig. 11. Stokes flow around a steady ellipse in a bifurcation with a smooth corner and two
sharp corners. The computation is carried out to 6-digit accuracy using a degree 96 polynomial, a
degree 48 Laurent series, 48 poles exponentially clustered near each sharp corner and AAA poles
near the smooth corner.

the exterior bisector of the smooth boundary automatically in 0.03 second, without
any knowledge of the singularities near that geometry. A degree 48 Laurent series was
added for the elliptical hole (or a 2D steady elliptical particle) with corresponding
logarithmic terms. Next, we carried out VA orthogonalization [8] for a degree 96
polynomial, the Laurent series and three sets of poles near three corners. As the
last step, we solved a linear least-squares problem using the backslash command in
MATLAB to achieve a solution to 6-digit accuracy. The entire computation takes
1.5 seconds on a standard laptop. In engineering applications, e.g., for microparticle
transport problems [2, 12] when Stokes flow needs to be simulated at multiple time
steps, one can obtain a reasonably accurate solution (losing 1-digit accuracy) in a
much shorter time by reducing the degrees of polynomial and series.

7. Discussion. In this paper, we have presented LARS, an algorithm that uses
lightning and AAA rational approximation to compute 2D Stokes flows in bounded
domains. The algorithm uses lightning approximation for sharp corners [9, 22], AAA
rational approximation for curved boundaries [10, 36] and a series method for holes
[3,44]. Vandermonde with Arnoldi orthogonalization [8] is carried out for each part to
construct a well-conditioned basis, and the Goursat functions for 2D Stokes flows [23]
are approximated by solving a linear least-squares problem.

One advantage of LARS is its great speed and accuracy, thanks to the root-
exponential convergence of the lightning algorithm [22]. We can compute a solution
to a few digits of accuracy by just placing a few poles exponentially clustered near the
singular corners or branch points near curved boundaries. The application of the light-
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ning algorithm to Stokes flows in polygons has been presented in previous work [8].
Similar speed and accuracy have been shown in this work when computing Stokes
flows in curved boundary domains using AAA poles, which are also clustered towards
the branch point. The beauty of using lightning and AAA rational approximation
to compute Stokes flows is that it allows a rational function to capture the singular-
ities using poles located outside the domain, while preserving analyticity inside the
domain. The advantage of rational approximation over polynomial approximation in
computing Stokes flows was shown in the constricted channel example in section 4.

The LARS solver is also suitable for quasi-steady computations with moving
boundaries, where the boundary position and velocity are updated at each time step
based on the flow field. This is because it is fast enough to perform hundreds of simula-
tions in a few minutes. Since this algorithm does not require the domain discretisation
at each time step, it saves both computer memory and computation time. We be-
lieve the proposed solver has many more potential applications to time-dependent
problems than the steady-state problems presented in section 6. For example, we
are currently using it to investigate the transport of microparticles in channels with
bifurcations [12] with applications to the transport of microthrombi in the human
cerebral microvasculature [49].

It should be noted that the algorithm presented is not limited to computing
Stokes flows, although this is the focus of our applications. It can be applied to other
biharmonic problems, e.g. the vibration of plates in solid mechanics [30], with changes
only in the boundary conditions.

One limitation of LARS is that it is only applicable to 2D geometries, because
it is based on Goursat representations and rational functions. In fact, this is true
for most applied complex variables techniques [1]. For 3D Stokes flow problems, one
can use other numerical methods mentioned including finite element methods [29] or
boundary integral methods [38].

In addition, LARS currently only works for flows in bounded domains. As dis-
cussed previously [9], rational approximations should be able to treat Stokes flow prob-
lems in unbounded domains. The computation of unbounded Stokes flows requires
careful consideration of the boundary conditions at infinity. For periodic boundary
problems, e.g. Stokes flow through a 2D channel with periodic boundary geometry,
using trigonometric polynomials might lead to better results than using the Runge
terms in (3.1). For example, see [4] for an extended AAA algorithm using a trigono-
metric barycentric formula to approximate periodic functions.

Lastly, there has been recent progress in lightning and AAA rational approxi-
mations that may lead to a better 2D Stokes flow solver. Baddoo and Trefethen [5]
developed a log-lightning method that has been shown to have faster convergence
than the original lightning method [22] when computing Green’s function for a square.
Following this, a log-lightning Stokes solver could be developed in future work. In
addition, a new study considers AAA approximation on a continuum [13], rather than
the vector of discrete points used in the original AAA approximation paper [36]. This
can potentially lead to faster and more robust approximations.

To conclude, we have shown that it is now possible to compute 2D Stokes flows in
very general domains using rational approximation. The “LARS” algorithm is simple
and easy to implement for a variety of 2D Stokes flow problems. The computation
usually takes less than a second to obtain a solution to at least 6-digit accuracy.

Appendix A. MATLAB codes. The MATLAB codes for computing the
example cases in sections 4 and 5 and Figures 10 and 11 have been posted in a

19



GitHub repository at https://github.com/YidanXue/LARS.
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