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ABSTRACT

We investigate the impact and mitigation of extragalactic foregrounds for the CMB lensing power

spectrum analysis of Atacama Cosmology Telescope (ACT) data release 6 (DR6) data. Two indepen-

dent microwave sky simulations are used to test a range of mitigation strategies. We demonstrate that

finding and then subtracting point sources, finding and then subtracting models of clusters, and using

a profile bias-hardened lensing estimator, together reduce the fractional biases to well below statistical

uncertainties, with the inferred lensing amplitude, Alens, biased by less than 0.2σ. We also show that

another method where a model for the cosmic infrared background (CIB) contribution is deprojected

and high frequency data from Planck is included has similar performance. Other frequency-cleaned

options do not perform as well, incurring either a large noise cost, or resulting in biased recovery of

the lensing spectrum. In addition to these simulation-based tests, we also present null tests performed

on the ACT DR6 data which test for sensitivity of our lensing spectrum estimation to differences in

foreground levels between the two ACT frequencies used, while nulling the CMB lensing signal. These

tests pass whether the nulling is performed at the map or bandpower level. The CIB-deprojected

measurement performed on the DR6 data is consistent with our baseline measurement, implying con-

tamination from the CIB is unlikely to significantly bias the DR6 lensing spectrum. This collection of

tests gives confidence that the ACT DR6 lensing measurements and cosmological constraints presented

in companion papers to this work are robust to extragalactic foregrounds.

1. INTRODUCTION

Gravitational lensing provides a relatively direct

method of probing the matter distribution in the uni-

verse, an otherwise challenging task given the domina-

tion of dark matter over visible matter. By measuring

lensing statistics we can therefore constrain the proper-

ties of dark energy and neutrinos by modeling their im-

pact on the statistics of the matter distribution across

a wide range in redshift. The cosmic microwave back-

ground (CMB) is a useful source of photons for lensing

since its statistics in the absence of lensing are close

to Gaussian and isotropic. Furthermore, we know its

redshift precisely, which is required for inference since

the strength of lensing depends on source redshift. The

deflection of CMB photons by lensing, induced by a

given realization of the matter field, breaks the statis-

tical isotropy of the CMB, generating an off-diagonal

covariance between Fourier modes. This can be used to

construct quadratic estimators for the lensing conver-

gence which is closely related to the projected matter

density field (see Lewis & Challinor 2006 for a review of

CMB lensing).

One of the main challenges in robust CMB lensing

estimation comes from the presence of other secondary

anisotropies, i.e. physical processes between us and the

surface of last scattering that generate millimetre radi-

ation (such as emission from dusty galaxies and radio

sources) or scatter the CMB photons, such as the ther-

mal and kinematic Sunyaev-Zeldovich effects (hence-

forth tSZ and kSZ respectively). These sources of sta-

tistical anisotropy can bias the lensing reconstruction.

Fortunately, various methods have been developed that

mitigate these effects.

Firstly, the frequency dependence of these foregrounds

can be exploited to project out a given spectral energy

distribution (SED) or equivalently, form linear combi-

nations of individual frequency maps that null a given

SED (e.g. Remazeilles et al. 2011; Madhavacheril & Hill

2018). High signal-to-noise point sources and clusters

can be detected using a matched-filter approach (e.g.

Haehnelt & Tegmark 1996; Staniszewski et al. 2009), for

which models can be fitted and subtracted, or regions

around these detections can be masked or “inpainted”

(e.g. Bucher & Louis 2012). All of these methods aim to

remove the contaminating contributions of foregrounds

to the maps entering the lensing reconstruction.

Secondly, there are methods developed for lensing esti-

mation specifically that amend the usual quadratic esti-

mator for lensing reconstruction to reduce sensitivity to

foregrounds. The quadratic estimator reconstructs lens-

ing potential modes, φ(L), by averaging over pairs of

temperature modes, T (l)T (L− l). Bias-hardening (Os-

borne et al. 2014; Namikawa & Takahashi 2014; Sailer

et al. 2020) involves amending the estimator such that

it has zero response to the mode coupling generated by,

for example, Poisson distributed sources. Finally, the

shear estimator has recently been developed by Schaan

& Ferraro (2019) (and generalized to the curved-sky by
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Qu et al. 2022). This estimator uses only the quadrupo-

lar contribution to the coupling between observed CMB

Fourier modes induced by lensing, which is largely un-

affected by extragalactic foregrounds (Schaan & Ferraro

2019).

We note here that extragalactic rather than Galac-

tic foregrounds are the focus of this paper. Galactic

dust contamination falls sharply at small scales (high l),

and the accompanying lensing power spectrum estima-

tion in Qu et al. (2023) uses CMB modes at l > 600

only, which should ensure minimal contamination from

Galactic foregrounds (Challinor et al. 2018; Beck et al.

2020). Qu et al. (2023) also demonstrate that the mea-

sured lensing power spectrum is stable to using an even

more conservative lmin. Furthermore, unlike extragalac-

tic foregrounds, we can use the large-scale anisotropy

of Galactic foregrounds (they are much higher in am-

plitude close to the Galactic plane) to test sensitivity.

If the lensing power spectrum measurement was signif-

icantly biased by Galactic foregrounds, that bias would

be highly sensitive to the strictness of the Galactic mask

used, however, Qu et al. (2023) demonstrate that the

measured lensing power spectrum is very stable to us-

ing a more conservative Galactic mask than the baseline

choice.

In recent years the Planck satellite has provided the

data for the state-of-the-art CMB lensing reconstruc-

tion and (auto-) power spectrum measurements (Planck

Collaboration et al. 2020a; Carron et al. 2022), building

on initial detections of CMB lensing cross-correlations

with WMAP satellite data (Smith et al. 2007; Hirata

et al. 2008), and the lensing (auto) power spectrum

by the ground-based Atacama Cosmology Telescope1

(ACT) and the South Pole Telescope2 (SPT) (Das et al.

2011; van Engelen et al. 2012). Much larger telescopes

and detector arrays are feasible for ground-based exper-

iments, allowing for higher resolution, lower noise ob-

servations. With enhanced instrumentation, ACT and

SPT data can now achieve comparable statistical power

to Planck. Meanwhile the upcoming Simons Observa-

tory3 (SO), and the planned CMB-S44 (Abazajian et al.

2016) will further increase sensitivity, especially in po-

larisation.

However, these data come with challenges in con-

trolling foregrounds. Firstly, the higher CMB l-modes

(i.e. smaller angular scales) accessible with these exper-

1 https://act.princeton.edu/
2 https://pole.uchicago.edu/public/Home.html
3 https://simonsobservatory.org/
4 https://cmb-s4.org/

iments are more contaminated by certain extragalactic

foregrounds, especially dusty galaxies and the Sunyaev-

Zeldovich effects (see e.g. van Engelen et al. 2014; Os-

borne et al. 2014). Ground-based experiments also have

reduced frequency coverage at these high CMB multi-

poles compared to that leveraged by Planck to perform

multi-frequency cleaning (Planck Collaboration et al.

2020b); for this analysis we use only f090 (77-112 GHz)

and f150 (124-172 GHz) frequency bands from ACT.

Despite these challenges, we argue in the following

that we can effectively mitigate such extragalactic fore-

grounds with ACT data release 6 (DR6) data, enabling

robust lensing power spectrum measurements and cos-

mological inference, as described in companion papers

Qu et al. (2023) and Madhavacheril et al. (2023). In

Section 2, we briefly cover relevant formalism for lens-

ing quadratic estimators (including bias-hardening and

frequency-cleaned estimators), and for quantifying bi-

ases from extragalactic foregrounds. In Section 3, we

describe the ACT DR6 data and give a brief overview of

the DR6 lensing analysis of Qu et al. (2023) to provide

context for the subsequent foreground bias estimates.

In Section 4, we describe the microwave-sky simulations

used to test our mitigation strategies, and in Section 5

we present predicted biases from these simulations. In

Section 6, we present null tests performed on the DR6

data, which test for sensitivity to the difference in fore-

ground biases for the two ACT frequency channels used,

and present consistency of a CIB-deprojected analysis

with our baseline analysis. We present our conclusions

in Section 7.

2. FORMALISM AND METHODS

We briefly describe the formalism associated with

the (bias-hardened) quadratic estimators and multi-

frequency-cleaning approaches used in this work. Note

that we focus on the CMB temperature field, since we

assume polarisation is not affected by extragalactic fore-

grounds - certainly we do not expect fields such as the

thermal Sunyaev-Zeldovich effect (tSZ) and cosmic in-

frared background (CIB) to be polarised at a signifi-

cant level for our observations, and any bright polarised

sources in the DR6 data are subtracted or masked and

inpainted (Qu et al. 2023; Naess et al. in prep.).

2.1. Quadratic Estimator

We use throughout the quadratic estimator (Hu &

Okamoto 2002), using the curved-sky calculations imple-

mented in falafel5, and the normalization and recon-

5 https://github.com/simonsobs/falafel

https://act.princeton.edu/
https://pole.uchicago.edu/public/Home.html
https://simonsobservatory.org/
https://github.com/simonsobs/falafel
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struction noise calculations implemented in tempura6.

For simplicity, we will present in the text the flat-sky

equations, where the quadratic estimator for Fourier

mode L of the lensing potential, φL, is given by (e.g.

Hanson et al. 2011)

φ̂L =
1

2
AφL

∫
d2l

(2π)2
fL,lTlTL−l
Ctot
l Ctot

|L−l|
, (1)

with the normalisation factor AφL given by

AφL =

[∫
d2l

(2π)2
f2L,l

2Ctot
l Ctot

|L−l|

]−1
(2)

and

fL,l = C̃ll · L + C̃|L−l|L · |L− l|. (3)

Here C̃l is the lensed CMB temperature power spectrum,

while Ctot
l is the total observed CMB power spectrum

(i.e. including noise). It is also common to work with the

convergence, κ (and its power spectrum CκκL ), instead

of the lensing potential, which is simply related to φ via

κL = L(L+ 1)φL/2. (4)

The power spectrum of the reconstruction has what

is known as an N0 bias, which is the expectation for

the quadratic estimator operating on a Gaussian, sta-

tistically isotropic field with the same power spectrum

as the lensed CMB (i.e. in the absence of the statist-

cal anisotropy induced by lensing). For the basic,

temperature-only, quadratic estimator described here,

N0 is equal to AφL. N0 can be calculated analytically or

from simulations, and subtracted off. The realization-

dependent N0 (RDN0), method of Hanson et al. (2011);

Namikawa et al. (2013) minimizes the impact of small

differences between the CMB power spectrum assumed

in the N0 calculation, and the true CMB power spec-

trum in the data.

2.2. Foreground biases

Foregrounds perturb the CMB temperature, TCMB, as

T (l) = TCMB(l) + T fg(l). (5)

Denoting a quadratic estimator (see equation 1) on two

temperature maps A and B as Q(TA, TB), the contam-

ination of Cφ̂φ̂L is (e.g. van Engelen et al. 2014; Osborne

et al. 2014)

∆Cφ̂φ̂L = 2
〈
Q(T fg, T fg)φ

〉
L

+ 4
〈
Q(T fg, TCMB)Q(T fg, TCMB)

〉
L

+
〈
Q(T fg, T fg)Q(T fg, T fg)

〉
L
.

(6)

6 https://github.com/simonsobs/tempura

where we have made the subtitution Q(TCMB, TCMB) =

φ in the first line. The first and second terms are

known as the primary and secondary bispectrum terms

respectively, since they depend on bispectra involving

T fg and φ (in the secondary bispectrum case the φ-

dependent term arises from the presence of one TCMB

in each of the quadratic estimators). The third term

is known as the trispectrum contribution, since it de-

pends only on the trispectrum of T fg. Given a simu-

lation of T fg and φ, we can estimate these terms in-

dividually, and without noise from the primary CMB,

following Schaan & Ferraro (2019), and briefly sum-

marized here: The primary bispectrum term is com-

puted directly as in the first line of equation 6, us-

ing the true φ-field for the simulation. Noise on the

secondary bispectrum estimate is reduced greatly by

using the difference
〈
Q(T fg, TCMB)Q(T fg, TCMB)

〉
L
−〈

Q(T fg, T ′CMB)Q(T fg, T ′CMB)
〉
L

, where T ′CMB is formed

from the same unlensed CMB as TCMB, but lensed by an

independent κ field. The estimator for the trispectrum

term in equation 6 has an “N0 bias” (the disconnected

trispectrum) that we subtract7; this is given by

N0,fg
L = (AφL)2

∫
d2l

(2π)2

f2L,lC
fg
l C

fg
|L−l|

2(Ctot
l Ctot

|L−l|)
2
. (7)

Note that the integral here is the same as for AφL, but

replacing Ctot
l with (Ctot

l )2/Cfg
l .

2.3. Bias-hardened estimators

In general a bias-hardened estimator for a field xL in

the presence of a contaminant yL is (Namikawa et al.

2013; Osborne et al. 2014; Sailer et al. 2020)

xL =
x̂L −AxLR

xy
L ŷL

1−AxLN
y
L(RxyL )2

(8)

where x̂L is the non-hardened estimator, given by

x̂L =
1

2
AxL

∫
d2l

(2π)2
fxL,lTlTL−l

Ctot
l Ctot

|L−l|
(9)

and ŷL is defined analogously. Rxy is the response of

the estimator for field x to the presence of field y, and

is given by

RxyL =

∫
d2l

(2π)2
fyL,lf

x
L,l

2Ctot
l Ctot

|L−l|
. (10)

7 Note in a real data analysis this would be accounted for by
RDN0 correction described above, in the usual case where, after
some foreground mitigation, foreground power is sub-dominant
to CMB power.

https://github.com/simonsobs/tempura
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AxL is the estimator normalization, given by 1/RxxL .

Here fx and fy are functions which describe the mode-

coupling induced in the observed CMB by the fields x

and y. For lensing, this is given by equation 3 while

for point-sources it is a constant. Sailer et al. (2020)

showed that this method can also harden against Pois-

son distributed sources with some (Fourier space) radial

profile u(l) (with unknown amplitude), in this case,

fl,L−l =
u(l)u(L− l)

u(L)
. (11)

Sailer et al. (2023) further demonstrate that good per-

formance can be achieved even with an imperfect choice

profile (e.g. CIB is mitigated even when using a profile

chosen for tSZ).

Since we are effectively deprojecting modes that con-

tain some information on lensing, there is a noise cost

to doing bias-hardening (for the DR6 lensing analysis

presented in Qu et al. (2023) it is ∼ 10%), with the N0

of the bias-hardened estimator given by

N0,x,BH = N0,x/(1−N0,xN0,y(Rxy)2). (12)

When computing the foreground trispectrum contam-

ination, we again need to subtract an N0 contribution

(via the last term in equation 6), given by

N0,fg,BH =
N0,fg + (Ax)2(RxyAy − 2RxyAyRxyfg )

[1−AxAy(Rxy)2]
2 (13)

where N0,fg is given by equation 7 (and is also equal to

(AxL)2/Rxx,fgL ),

Rxy,fg =

∫
d2l

(2π)2

fyL,lf
x
L,lC

fg
l C

fg
|L−l|

2Ctot
l Ctot

|L−l|
(14)

and Cfg
l is the power spectrum of the foreground-only

temperature field.

2.4. Frequency-cleaned, asymmetric and symmetrised

estimators

Even for the temperature-only case, we need not use

the same two maps in our quadratic estimator for the

lensing potential; we can also use two temperature maps

which have had different levels of foreground cleaning

applied, which can result in a better bias-variance trade-

off than using the same (noisy) frequency-cleaned tem-

perature map in both legs of the quadratic estimator.

Indeed, if just one of the maps has zero foreground con-

tamination, we might expect the quadratic estimator

to be unbiased by foregrounds in cross-correlation with

the true convergence field or some tracer of it (see Hu

et al. 2007; Madhavacheril & Hill 2018; Darwish et al.

2021b). However, the secondary bispectrum contribu-

tion to the auto-power spectrum of the reconstruction

is not removed in general.

The standard quadratic estimator in equation 1 is not

symmetric when two different temperature maps are

used i.e. φXY = Q (X,Y ) is not in general equal to

φY X = Q (Y,X), for X 6= Y . Darwish et al. (2021a)

therefore propose using a minimum-variance linear com-

bination of the two asymmetric estimators:

φsym(L) = W (L)

(
φXY (L)

φY X(L)

)
(15)

where W (L) is some weight matrix. We define the ma-

trix

N0(L) =

(
N0,XY XY (L) N0,XY Y X(L)

N0,Y XXY (L) N0,Y XY X(L)

)
(16)

where N0,ABCD(L) is the variance of the lensing re-

construction power spectrum for the general case of

the cross-correlation of lensing reconstructions φAB and

φCD, derived from CMB temperature maps A,B,C,D

(see end of Section 2.1 for discussion of N0).

Then the normalized minimum variance W (L) is

given by

W (L) =

(
N0
)−1

|N0|(N0,XY XY −N0,Y XY X)
(17)

where we have used that N0,XY Y X = N0,Y XXY . We’ll

refer to this as the D21 estimator.

3. ACT DR6 DATA AND LENSING POWER

SPECTRUM ANALYSIS

We briefly describe the ACT DR6 data and how it is

used for the lensing power spectrum analysis described
in Qu et al. (2023); Madhavacheril et al. (2023), in-

cluding summarizing the baseline foreground mitigation,

which will provide useful context for our description of

the simulation processing in Section 4.2.

ACT DR6 includes maximum-likelihood maps at 0.5′

resolution. The lensing power spectrum measurement

(Qu et al. 2023) which this paper aims to support uses

the first science-grade version of the ACT DR6 maps, la-

beled dr6.01 and generated from observations performed

between May 2017 and June 20218. For the lensing anal-

ysis, we use the f090 band and f150 band data (with

8 Since these maps were generated, the ACT team have made some
refinements to the mapmaking that improve the large-scale trans-
fer function and polarisation noise levels, and include data taken
in 2022. The team expect to use a second version of the maps
for the DR6 public data release, and for further lensing analyses.
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central frequencies ∼ 97 and ∼ 150 GHz respectively).

For each frequency, for temperature (T) and polarisation

data (Q and U), an optimal coadd (including data taken

during the daytime not used in the lensing analysis) is

generated, and a point-source catalog is generated us-

ing a matched-filter algorithm. These point-source cat-

alogs are used to subtract point-source models from each

single-array map9 before they enter a weighted coaddi-

tion step in harmonic space, with weights given by the

inverse noise power spectrum of a given map (see Section

4.6 of Qu et al. (2023) for further details). In addition,

for the temperature data in our baseline approach, we

subtract a map that models the tSZ contributions from

detected clusters, which is a superposition of the best-fit

templates inferred by the matched-filter cluster finding

code nemo10 (Hilton et al. 2021), for S/N > 5 detec-

tions (see Hilton et al. 2021 and Section 2.1.3 of Qu et al.

2023).

The lensing reconstruction and power spectrum esti-

mation is performed using the “cross-correlation-only”

estimator of Madhavacheril et al. (2020a), with our im-

plementation using maps constructed from four inde-

pendent splits of the DR6 data. The final lensing power

spectrum estimate is constructed by combining the var-

ious different estimators one can form from using a dif-

ferent one of the four independent data splits in each

of the four legs of the lensing power spectrum estimator

(see Section 4.8.1 of Qu et al. 2023). We use a ‘mini-

mum variance’ 11 (henceforth ‘MV’) lensing reconstruc-

tion that combines temperature and polarisation infor-

mation via a weighted sum of the reconstructions from

all pairs XY ∈ [TT, TE, TB,EE,EB]:

φ̂MV(L) =
∑
XY

wXY φ̂
AB(L) (18)

with weights given by the inverse of the normalization

(equation 2 for the TT case). .

Through the tests described in this paper, we arrive

at a set of foreground mitigation analysis choices for the

baseline ACT DR6 lensing analysis, which we summa-

rize briefly here:

1. Models for S/N > 4 point sources are subtracted

from each map entering the coadd. This helps mit-

igate the impact of radio point sources and the

9 i.e. each map corresponding to a portion of the data observed by
a given detector array at a certain frequency

10 https://nemo-sz.readthedocs.io/en/latest/
11 this is in quotes because our implementation does not take into

account all cross-correlations between pairs AB in equation 22,
see Qu et al. (2023) for more details.

brighter among the dusty galaxies that constitute

the CIB.

2. A cluster tSZ model map, generated from cluster

candidates identified by the nemo code, is sub-

tracted from each frequency map (see section Sec-

tion 4.2 for more details).

3. A bias-hardened estimator is used for the TT con-

tribution to the φ̂MV(L) estimate, with profile

proportional to (CtSZl )0.5, where CtSZl is the tSZ

power spectrum, which we estimate from the web-

sky simulations (see Section 2.3 for discussion of

bias-hardening). We will refer to this estimator as

the profile-hardened estimator.

4. SIMULATIONS AND PROCESSING

In this section, we use two extragalactic microwave

sky simulations (described in Section 4.1), to make pre-

dictions for biases caused by contamination due to ex-

tragalactic foregrounds to the estimated lensing power

spectrum.

4.1. Microwave-sky simulations

Given the multiple complex astrophysical processes

which distort or contaminate the observed CMB, we

start by predicting biases in the estimated lensing power

spectrum from cosmological simulations which attempt

to model the nonlinear, correlated fields that constitute

extragalactic foregrounds. We use two such simulations:

the websky simulations (Stein et al. 2020), and the sim-

ulations from Sehgal et al. (2010), which we will refer to

as the S10 simulations.

The websky simulation is built upon a full-sky dark

matter halo catalog based on a 600(Gpc/h)3 mock mat-

ter field generated using the fast “mass-Peak Patch” al-

gorithm (Stein et al. 2019). CIB is generated using a

halo model with parameters fit to Herschel power spec-

trum measurements (see Shang et al. 2012; Viero et al.

2013 for details). Gas is distributed around halos by

assuming spherically symmetric, parametric radial dis-

tributions from Battaglia et al. (2012), which are then

used to model the kinetic Sunyaev-Zeldovich effect, and

the Compton-y field. Maps of radio emission from galax-

ies are also generated using a halo model, as described

in Li et al. (2022).

The S10 simulation is built upon a 1h−1Gpc N-body

simulation, with lensing quantities calculated via ray-

tracing. Gas is added to the dark-matter halos with-

out assuming spherical symmetry (following Bode et al.

2007), allowing for additional complexity in the SZ ob-

servables relative to websky. Radio sources and in-

frared galaxies are added using halo occupation distri-

https://nemo-sz.readthedocs.io/en/latest/
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butions tuned to a variety of multi-wavelength observa-

tions (see Sehgal et al. 2010 for details).

4.2. Simulated ACT DR6 maps

In order to generate realistic estimates of the contam-

ination of the ACT DR6 lensing power spectrum due to

extragalactic foregrounds, we need to perform some pre-

processing of the microwave sky simulations described in

Section 4.1, such that they have some of the same ob-

servational properties as the real ACT data.

1. We generate (in differential CMB temperature

units), a total foreground map (for each frequency)

by summing the contributions from the tSZ, kSZ,

CIB and radio point-sources. We neglect the de-

pendence of the foreground components across the

ACT passbands (since we only have simulation

outputs at a small number of discrete single fre-

quencies), and simply choose the simulated fre-

quency closest in frequency to 90 and 150 GHz

(93 and 145 GHz for websky, 90 and 148 GHz

for S10). This is a reasonable approach given that

there is theoretical uncertainty in the foreground

components studied here that is larger than the

O(10%) errors induced by neglecting the pass-

bands. Fortunately, as we will show, the resid-

ual biases (as a fraction of the lensing signal) af-

ter foreground mitigation are at the percent level,

hence the dependence across passbands is only rel-

evant at the O(0.1%), well below our current sta-

tistical precision.

2. We then add a realization of the CMB, lensed by

the appropriate κ field.

3. We then convolve with a Gaussian beam appro-

priate for the frequency (with full-width-at-half-

maximum (FWHM) = 2.2 and 1.4 arcminutes for

90 and 150 GHz respectively), convert the maps

to the Plate-Carrée cylindrical (CAR) pixeliza-

tion used for ACT data and pipelines, and add a

random realization of the instrumental noise, ap-

proximated as being Gaussian with the spatially

varying inverse variance estimated for the DR6

day+night coadded data12 (see Naess et al. in

prep.).

4. We input these simulated maps to the matched-

filter source and cluster finding algorithms imple-

12 Note that this is the noise level of the maps used for source and
cluster finding, while the DR6 lensing analysis uses only night-
time observations, which have higher noise. However, the method
used here for calculating foreground biases does not require sim-
ulating that latter noise level.

mented by nemo. For each frequency, we initially

run nemo in point-source finding mode with a

S/N > 4 threshold, which outputs a point-source

catalog which can be used to generate a point-

source model map.

5. We then run nemo in cluster-finding mode, jointly

on the 90 and 150 GHz maps. The matched-filter

templates are a range of cluster model templates,

in this case based on the Universal Pressure Profile

of Arnaud et al. (2010)13. 15 filters with different

angular sizes are constructed by varying the mass

and redshift of the cluster model (see Hilton et al.

(2021) for details). The point-source catalogs from

the previous steps are used to mask point-sources

during the cluster finding. This outputs a cata-

log of candidate clusters with estimated S/N and

best-fit cluster model template (with the best-fit

redshift and halo mass simply that of the best-fit

template).

For the baseline DR6 lensing analysis, models for both

the point-source and tSZ cluster contribution are sub-

tracted at the map level. We therefore perform this

model subtraction on the foreground-only maps that are

required for the foreground bias estimator used here (de-

scribed in Section 2.2).

We present in the appendices two variations on this

procedure to address concerns about its accuracy. First,

for both simulations, we have limited volume, so the bias

estimates we obtain may contain significant statistical

uncertainty due to the limited area of the foreground-

only maps used; especially after applying the fsky ∼ 0.3

DR6 analysis mask. In Appendix C we present fore-

ground bias estimates from a version of the websky

simulations rotated such that a non-overlapping region

of the simulation populates the DR6 mask. The fore-

ground biases are consistent, implying that cosmic vari-

ance is not an important contributor to uncertainty in

the foreground bias estimates presented here.

Second, we note that the noise model assumed above

is rather simplified; while it probably includes the small-

scale noise important for cluster and source-finding

fairly well (and note that it is only at these steps in

our foreground bias estimation that the noise fields are

used), it does lack larger scale noise correlations due

to the atmosphere that may be important e.g. when

13 We note here that this is not the same theoretical model for the
tSZ profile used in constructing the websky simulations (which
used Battaglia et al. (2012)); the fact that we find tSZ biases in
websky are well under control encourages us that our foreground
biases are not very sensitive to the theoretical cluster profile as-
sumed when detecting and subtracting models for clusters.
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it comes to detecting large, low redshift clusters14. We

demonstrate in Appendix B that our bias results are in-

sensitive to using a noise model that includes large scale

correlations.

We note here also that while cluster and point source

model subtraction should mitigate the tSZ and CIB re-

spectively, we do not implement a specific mitigation

scheme for the kinetic Sunyaev-Zeldovich effect. How-

ever, it is included in our simulations, so will contribute

to the foreground bias estimates presented here, and it is

not expected to generate a significant bias at ACT DR6

accuracy levels (Ferraro & Hill 2018; Cai et al. 2022).

4.3. Adding Planck high frequency data and harmonic

ILC

In addition to our baseline approach, which uses only

ACT maps to estimate the lensing (specifically the f090

and f150 data), we also investigate a frequency cleaning

approach where we include high frequency data from

Planck (353 and 545 GHz), where the CIB is brighter.

To reduce the information on the primary CMB coming

from Planck (i.e. to make this a lensing measurement

that is mostly independent of Planck CMB information),

we do not include lower frequency Planck data.

To simulate the Planck data, we generate the total

foregrounds-only maps at the Planck frequencies, and

apply a point-source flux threshold of 304 and 555 mJy

to the 353 and 545 GHz channels respectively (taking

these thresholds from Table 1 of Planck Collaboration

et al. 2016). We apply the ACT DR6 analysis mask to

isolate the same sky area for the ACT and Planck data.

Note that for the S10 simulations, no 545 GHz data was

generated, therefore we simply scale the 353 GHz CIB

simulation using an SED (Madhavacheril et al. 2020b)

defined as

fCIB(ν) ∝ ν3+β

exphν/kBTCIB − 1

(
dB (ν, T )

dT

∣∣∣∣
TCMB

)−1
(19)

with β = 1.2, TCIB = 24K and B(ν, T ) is the Planck

function. Note that since the CIB does not exactly

follow such an l-independent spectrum, the use of

this rescaling could underestimate foreground biases in

tests of CIB-deprojection on the S10 simulations, how-

ever, the websky simulations do have a more realistic

545 GHz channel. As for the other foreground compo-

nents, the tSZ can be accurately scaled to 545 GHz with

14 there has been extensive recent work on realistic noise simulations
for single-array maps, by Atkins et al. (2023), however we did
not have access to realistic noise simulations for the deep coadds
used for source and cluster detection during this work. Hence we
perform the sensitivity test outlined in Appendix B.

SED

ftSZ ∝
hν

kBTCMB

ehν/kBTCMB + 1

ehν/kBTCMB − 1
− 4, (20)

kSZ is frequency-independent in CMB units, and radio

point-sources can be assumed to have negligble flux con-

tribution at 545 GHz (Dunkley et al. 2013).

We produce a harmonic space internal linear com-

bination (ILC, see e.g. Remazeilles et al. 2011; Mad-

havacheril et al. 2020b) of the maps that minimizes

the variance of the output maps and additionally de-

projects one or more foreground components by assum-

ing an l-independent SED for those foreground compo-

nents15 . We use the same point-source and tSZ cluster-

subtracted ACT maps as in our baseline analysis, while

the Planck maps are only point-source subtracted. We

investigate below the deprojection of the CIB and/or the

tSZ, with SEDs given by equation 19 and equation 20,

respectively. Again, we note that the assumption of an

l-independent SED is only approximate in the case of

the CIB. Minimizing the variance requires providing to-

tal power and cross-spectra for all the input maps; we

construct these for frequencies i and j as

Ctotal
l,ij = Ccmb

l + Cfg
l,ij + δijNl,i (21)

where Cfg
l,ij is the foreground (cross-)spectrum estimated

from the simulation foreground-only maps, and Nl,i is

the noise-only power spectrum, estimated from ACT

DR6 noise simulations and the Planck noise-only sim-

ulations16 provided with the NPIPE maps (Planck Col-

laboration et al. 2020c). Note that since we do not use

signal power spectra measured directly from simulated

maps containing lensed CMB signal, we will not incur

any ILC-bias (Delabrouille et al. 2009), which comes

from the down-weighting of modes with high signal vari-

ance that can occur in an ILC. When generating ILC

maps on the real DR6 data, we do use power spectra

measured directly from the data, but apply aggressive

smoothing to avoid this ILC bias.17

5. SIMULATION RESULTS: FOREGROUND

BIASES TO THE LENSING POWER SPECTRUM

Below we present our simulation-derived predicted bi-

ases due to extragalactic foregrounds, ∆Cφ̂φ̂L . We cal-

culate this following the methodology of Schaan & Fer-

raro (2019), who outline how each of the terms: primary

15 A more advanced ILC analysis of the ACT DR6 maps, using
needlet methods, is also underway and will be reported in Coul-
ton et al. (in prep.)

16 available on NERSC at /global/cfs/cdirs/cmb/data/planck2020
17 See Coulton et al. (in prep.) for further investigation of and

mitigation methods for ILC bias.

/global/cfs/cdirs/cmb/data/planck2020
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bispectrum, secondary bispectrum and trispectrum can

be estimated from simulations without noise due to the

CMB or instrument noise realisation. The total bias is

then simply the sum of these terms (see equation 6).

We estimate foreground biases for the temperature-

only case as well as for our MV estimator, which is

the power spectrum of φ̂MV(L), a lensing reconstruc-

tion which uses both temperature and polarisation data,

given by a weighted sum of the reconstructions from all

pairs AB ∈ [TT, TE, TB,EE,EB]:

φ̂MV(L) =
∑
AB

wABφ̂
AB(L) (22)

(see Qu et al. (2023) for the exact details of these weights

in the bias-hardened case).

We weight each φ̂AB(L) by the inverse of the normal-

ization (which is equivalent to its response to lensing).

The bias on the MV lensing power spectrum estimate is

then (Darwish et al. 2021b)

∆Cφ̂,MV
L =

[
(wTTL )2∆Cφ̂,TTTTL

+
1

2

∑
XY ∈(EE,BB,TE)

wTTL wXYL PTTL

+ wTTL wTEL STTTEL + wTEL wTEL STETEL

+ wTTL wTBL STTTBL + wTBL wTBL STBTBL

+ wTEL wTBL STETBL + wTBL wTBL STBTBL

]
.

(23)

where ∆Cφ̂,TTTTL is the bias on the temperature-only

estimator. PTTL is the primary bispectrum bias on

the temperature-only estimator, and is the dominant

additional bias term for the MV estimator, coming

from the correlation of foreground temperature with

the lensing convergence reconstructed from polarisation,〈
Q(T fg, T fg)κ̂pol

〉
. There are additional secondary bis-

pectrum terms, SABCD of the form〈
Q(ACMB, Bfg)Q(CCMB, Dfg)

〉
(24)

with A,B,C,D ∈ [T,E,B]. Even the largest of these,

STTTE is negligible for our analysis.

We also show the bias, ∆Alens in the inferred lensing

power spectrum amplitude Alens, which we approximate

as

∆Alens =

∑
L σ
−2
L ∆Cφ̂φ̂L CφφL∑

L(CφφL /σL)2
(25)

for the case of a diagonal covariance matrix on Cφ̂φ̂L with

diagonal elements σL, and true signal CφφL . The uncer-

tainty on Alens is given by
(∑

L(CφφL /σL)2
)−0.5

, so

∆Alens

σ(Alens)
=

∑
L σ
−2
L ∆Cφ̂φ̂L CφφL√∑
L(CφφL /σL)2

. (26)

In this work, we calculate σ(Alens) based on an ap-

proximate covariance (assuming a reconstruction noise

based on the analytic full-sky N0, scaled appropriately

for the ACT sky fraction); this allows us to quickly re-

compute the covariance for the various different mitiga-

tion strategies explored here. This results in an under-

estimation of σ(Alens) by ∼ 10% for the temperature-

only case and ∼ 5% for the MV case, relative to the

more accurate uncertainty for the DR6 data, recovered

using simulations in Qu et al. (2023), which we will

call σdata(Alens). Given computational limitations we

do not have σdata(Alens) for most of the analysis vari-

ations tested here. Therefore, when we report Alens

uncertainties in Table 1, rather than quoting these un-

derestimated uncertainties, we scale them by the ratio

σdata(Alens)/σ(Alens) for the baseline analysis, for which

we have both these approximate uncertainties and the

accurate simulation-based estimates.

5.1. Baseline Analysis

In the baseline power spectrum analysis of Qu et al.

(2023) and Madhavacheril et al. (2023), we perform lens-

ing reconstruction on a weighted coadd of the f090 and

f150 maps, with each frequency i weighted by the inverse

of its 1-dimensional harmonic-space noise power spec-

trum, N i
l as estimated from simulations. The inverse

noise filter used in the quadratic estimator is diagonal

in harmonic space, and uses the total power spectrum

Ctot
l = Ccmb

l +N coadd
l , the sum of a fiducial CMB power

spectrum and the coadd noise power spectrum.
We perform these same steps on the simulated

foreground-only maps used to estimate foreground bi-

ases here i.e. we use the same l-dependent weights to

coadd the f090 and f150 maps, and the same filtering of

the maps entering the quadratic estimator (rather than

using the total power spectrum of the foreground-only

maps themselves, for example, since the aim here is to

use the same weighting of modes as used in the real data

reconstruction).

The solid lines in Figure 1 show the predicted bias to

the lensing reconstruction power spectrum from temper-

ature data only (left panel), and for the MV estimator

(right panel), as a fraction of the expected CκκL signal,

for the baseline method. For both the websky (purple

lines) and S10 (green lines) simulations, the absolute

fractional biases are within 2% up to L ≈ 500, which

is where most of the S/N of the DR6 measurement will
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Figure 1. Fractional bias due to extragalactic foregrounds to the estimated CMB lensing power spectrum, for an ACT DR6-like
analysis. Left panel: The bias for the temperature-only power spectrum. Right panel: The bias for the MV power spectrum (see
equation 23), which is the measurement used for cosmological inference in Qu et al. (2023); Madhavacheril et al. (2023). In both
panels, purple circles with solid connecting lines indicated biases estimated from the websky (Stein et al. 2020) simulations,
green triangles with solid connecting lines indicated biases estimated from the S10 (Sehgal et al. 2010) simulations. Dashed
lines indicate the foreground biases for the CIB-deprojected analysis variation described in Section 5.2. The grey dotted line
indicates the 1σ uncertainty of the DR6 bandpower measurement divided by 10, and the solid grey line indicates the cumulative
S/N when only scales up to L are included. The grey shaded regions indicate scales not used in the cosmological inference, as
described in Qu et al. (2023). For all cases, we quote in the legend the total bias in inferred lensing power spectrum amplitude,
Alens in units of the DR6 1σ uncertainty on that quantity. Dashed grey lines indicate zero bias.

come from (the solid, light grey line indicates the cumu-

lative S/N as a function of the maximum L included).

For websky the fractional bias does start to exceed

that level at higher L, and supports our pre-unblinding

decision to limit the baseline analysis to L <= 763. For

guidance, the dotted grey line indicates the DR6 1σ un-

certainty divided by 10, indicating that biases for each

bandpower are mostly below 0.1σ, except for websky

at L > 500, where they are still well below 0.5σ.

We emphasize that the result for the MV estimator

is most important, since that is what we use for cos-

mological inference in Qu et al. (2023); Madhavacheril

et al. (2023). However, it is encouraging that biases

in the temperature-only estimator are also small, since

it allows us to use the consistency of the MV and

temperature-only measurements as a test of other sys-

tematics that affect temperature and polarisation differ-

ently.

To more concisely quantify the cumulative impact of

these scale-dependent fractional biases, Figure 2 shows

the bias in inferred Alens as a function of the maximum

L used, Lmax. For our baseline range of Lmax = 763,

we report in Table 1 and the legend to Figure 1 the

bias in inferred Alens, which is well below 1σ for both

simulations, for both the temperature-only (-0.31σ for

websky and -0.06σ for S10) and MV cases (-0.18σ for

websky and -0.04σ for S10).

When including higher-L scales, the predicted abso-

lute biases are still modest, not exceeding 0.3σ when

including up to Lmax = 1300. We therefore believe it

is reasonable for the lensing power spectrum analyses

in Qu et al. (2023); Madhavacheril et al. (2023) to also

consider the extended range, Lmax = 1300.

To provide insight into the impact of each of our mit-

igation strategies, Figure 3 shows the foreground bi-

ases predicted from websky when no mitigation is used

(purple solid lines), when cluster model subtraction is in-

cluded (green solid lines), when source subtraction is in-

cluded (orange solid lines), and when both cluster mod-

els and sources are subtracted (black solid lines). For

each of these cases we also show as dashed lines the case

where the profile-hardened estimator is used, as in our

baseline analysis. Without profile hardening, both clus-

ter and model subtraction are required to get the biases

down to the few percent level. Using profile hardening in
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Figure 2. The key result of our simulation tests - the bias
in inferred lensing power spectrum, Alens, in units of the
1σ uncertainty, as a function of the maximum scale, Lmax

(for the MV estimator). Purple circles and solid (dashed)
lines show the prediction from websky for the baseline (CIB-
deprojected analysis), while green triangles show the predic-
tions for the S10 simulations. The grey shaded regions show
ranges not included in the baseline cosmology analysis in Qu
et al. (2023); Madhavacheril et al. (2023)

addition enables us to reduces foreground bias of Alens

to below 1%.

5.2. CIB-deprojected Analysis

In addition to the baseline analysis, we perform the

lensing reconstruction on CIB-deprojected maps, using

the methodology described in Section 4.3. We include

the Planck 353 GHz and 545 GHz channels, in which

the CIB has much higher amplitude than at ACT fre-

quencies. In approximate terms, these high frequency

channels provide maps of the CIB that are “subtracted”

out by the CIB deprojection, while providing very lit-

tle information on the CMB, Thus this analysis is still

largely independent of Planck CMB information (it is to

maintain this that we do not use the Planck 217 GHz

channel). Note that for the ACT maps, point sources

and tSZ clusters are still modelled and subtracted, as in

our baseline approach, while for the Planck data only

point-sources are subtracted. We still also use the same

bias-hardened quadratic estimator as in our baseline ap-

proach.

The dashed lines in Figure 1 show the fractional biases

to C κ̂κ̂L predicted from the websky (purple dashed) and

S10 (green dashed) simulations. For both simulations

the predicted biases are quite similar to the baseline

case, suggesting that this CIB-deprojection approach is

also a useful option to use on the DR6 data.

5.3. Other options

We report in Table 1 statistics on the Alens bias for

various other mitigation strategies, summarized below:

• tSZ-deprojection with only the two ACT channels

used here (f090 and f150) greatly increases the re-

construction noise (by a factor of ∼ 10 for the

temperature only estimator). This is because the

tSZ amplitude at 150 GHz is roughly half that at

90 GHz, therefore to null the tSZ requires weight-

ing the noisier 150 GHz with roughly twice the

weight as the 90 GHz data. In addition, tSZ-

deprojection upweights the CIB (which is stronger

at 150GHz), resulting in Alens biases at the per-

cent level. For these reasons, simply using tSZ-

deprojected maps, with only ACT channels, in

both legs of the quadratic estimator is not a vi-

able option. The noise cost is reduced for the

D21 estimator, but is still a factor of ∼ 2 for

the temperature estimator. The biases are slightly

smaller for these tSZ-deprojected cases when per-

forming point-source hardening (indicated in Ta-

ble 1 by ‘PSH’) rather than profile hardening (in-

dicated in Table 1 by ‘PRH’), presumably since it

is better suited to the dusty galaxies responsible

for the CIB. When performing tSZ-deprojection,

and not also deprojecting the CIB, including high

frequency data from Planck is not useful, because

the CIB contamination from these high frequen-

cies becomes very large. Hence we do not show

results for that option here.

• CIB-deprojection using only ACT channels simi-

larly has a large noise cost; including Planck chan-

nels solves this by effectively providing a rela-

tively high signal-to-noise CIB map to subtract

(as described in Section 5.2). As well as our

CIB-deprojection option, where both temperature

maps in the quadratic estimator are cleaned, we

apply the D21 estimator for this case. For this

case, labelled “websky/S10 D21-CIB-deproj incl.

Planck + PRH”, percent-level Alens biases remain.

On inspecting the contributions to this bias, we

find this is due to an increased trispectrum term

relative to the fully-cleaned estimator (the pri-

mary and secondary terms are approximately un-

changed). Since we would not expect the tSZ or

CIB trispectra to increase for the D21 estimator

relative to the fully CIB-cleaned estimator, this

is likely due to the presence of terms of the form〈
Q(TCIBT tSZ)Q(TCIBT tSZ)

〉
for the D21 estima-

tor (this term is approximately zero for the usual

CIB-deprojected estimator where all legs have an

approximate CIB spectrum deprojected).
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Simulation Analysis version ∆ATT
lensx100 σTT (Alens)x100 ∆AMV

lens x100 σMV (Alens)x100

websky baseline -1.2 3.7 -0.42 2.3

websky CIB-deproj incl. Planck -0.83 3.8 -0.32 2.3

S10 baseline -0.24 3.7 -0.088 2.3

S10 CIB-deproj incl. Planck -0.41 3.8 -0.13 2.3

websky tSZ-deproj + PSH -1.9 32 -0.12 4.2

websky D21-tSZ-deproj + PSH 1.4 7.4 0.56 2.3

S10 tSZ-deproj + PSH 0.19 25 -0.024 4.1

S10 D21-tSZ-deproj + PSH 1.2 6.7 0.45 2.3

websky CIB-deproj incl. Planck + PRH -0.81 3.8 -0.31 2.3

websky D21-CIB-deproj incl. Planck + PRH 0.61 3.7 0.2 2.3

S10 CIB-deproj incl. Planck + PRH -0.49 3.8 -0.17 2.3

S10 D21-CIB-deproj incl. Planck + PRH 0.54 3.7 0.18 2.3

websky tSZ and CIB-deproj incl. Planck + PRH 8.7 12 0.53 3.6

websky D21 tSZ and CIB-deproj incl. Planck + PRH 0.63 6.2 0.22 2.3

S10 tSZ and CIB-deproj incl. Planck + PRH 1.5 11 0.098 3.5

S10 D21 tSZ and CIB-deproj incl. Planck + PRH 0.24 5.9 0.09 2.3

Table 1. The bias and uncertainty on the inferred lensing power spectrum amplitude, Alens, predicted from the websky and
S10 simulations, for the TT and MV estimators, for a range of analysis variations. Note in the unbiased case, Alens = 1, so
∆Alens constitutes a fractional bias. “PSH” and “PRH” indicated point-source hardeneing and profile hardening respectively
(see Section 2.3 for details).

• When including the Planck high frequency data,

we have sufficient degrees of freedom to deproject

both tSZ and CIB. However, there is a large noise

cost to doing so, resulting in an Alens uncertainty

of ∼ 5 times larger than the baseline analysis (and

∼ 2 times larger for the D21 estimator) for the

temperature-only estimator.

6. DATA NULLS

Having settled on our mitigation strategies based on

the predicted biases from websky and S10 simulations

(Section 5), we now turn to the DR6 data to further

validate the performance of these strategies. In Sec-
tion 6.1 we present null tests involving differences of

ACT single-frequency information (in which the CMB

lensing signal is nulled), then in Section 6.2 we compare

the DR6 bandpowers estimated from a CIB-deprojected

map to our baseline DR6 result.

6.1. Frequency difference tests

The two ACT channels we have used have different

sensitivities to foregrounds, in particular, the tSZ has

a higher amplitude at 90 GHz than at 150 GHz, and

the opposite is true for the CIB. We can use differ-

ences between the single-frequency data to form null

tests, since the lensed CMB signal is nulled in these

differences, while foregrounds are not. If our mitigation

strategies are working well, however, we will still find

that our lensing estimators applied to these foreground-

only maps return null signals. We consider three such

null tests in the following that have somewhat differ-

ent sensitivity to the different terms in the foreground

expansion of equation 6.

6.1.1. Null map auto spectrum

We perform reconstruction on the difference of the in-

dividual frequency maps (using temperature data only

to maximise sensitivity to extragalactic foregrounds),

and take the power spectrum:

Cnull,1
L = 〈Q(T 90 − T 150, T 90 − T 150)

×Q(T 90 − T 150, T 90 − T 150)〉.
(27)

Since CMB signal is nulled in the input maps to this

reconstruction, this measurement is insensitive to the

bispectrum terms and depends only on the trispec-

trum of the frequency difference map T 90 − T 150 =

T fg,90 − T fg,150 where T fg,i is the foreground contribu-

tion to frequency i. The top panel of Figure 4 shows

this measurement on DR6 data, showing a null signal,

as well as the predictions from the websky and S10 sim-

ulations. The solid grey line indicates the CκκL theory

prediction divided by 10, so any foreground trispectrum

hiding beneath the noise here is well below the true lens-

ing signal.

6.1.2. Null map × κ̂MV spectrum

We cross-correlated the reconstruction based on the

frequency difference map with the baseline (i.e. non-

nulled) reconstruction, κ̂MV :

Cnull,2
L =

〈
Q(T 90 − T 150, T 90 − T 150)κ̂MV

〉
. (28)
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Figure 3. A demonstration of our three main mitigation strategies at work: the total recovered lensing power spectrum
(top panel), and its fractional bias with respect to the truth (bottom panel), for the temperature-only case, as predicted from
the websky simulation. Purple lines labelled “no mitigation” show the case where no foreground mitigation is applied. Green
(orange) lines have clusters (point source) models subtracted while black solid lines have both subtracted. Dashed lines indicated
the use of a profile-hardened lensing estimator (labelled ”PRH”, see Sections 2.3 and 3 for details). In the legend we also note
the fractional bias in lensing power spectrum amplitude, ∆Alens, in percent. Dashed grey lines indicate zero bias. The grey
shaded regions indicate scales not used in the cosmological inference, as described in Qu et al. (2023).

If κ̂MV was the true κ, this measurement would be sen-

sitive only to the difference in the primary bispectra

contributions for the two frequencies. In fact since κ̂MV

will have small foreground biases, there will also be a

trispectrum contribution present of the form

〈Q(T fg,90 − T fg,150, T fg,90 − T fg,150)

Q(T fg,coadd, T fg,coadd)〉
(29)

The middle panel of Figure 4 shows this measurement

on DR6 data, as well as the predictions from the web-

sky and S10 simulations; showing a null signal. Again,

the solid grey line indicates the CκκL theory prediction

divided by 10.

6.1.3. Bandpower frequency difference

We take the difference of the auto-spectra of recon-

structions performed on single-frequency maps i.e.

Cnull,3
L = C κ̂κ̂,90GHz

L − C κ̂κ̂,150GHz
L (30)

This null is sensitive to all three contributions (i.e. pri-

mary bispectrum, secondary bispectrum and trispec-

trum) in equation 6, where one would substitute T fg =

T fg,90−T fg,150 to model the result of this measurement.

The bottom panel of Figure 4 shows this measurement

on DR6 data, as well as the predictions from the web-

sky and S10 simulations; showing a null-signal. This

test is noisier than the first two, since lensed CMB is

not nulled at the map level. We note that one could

form other null measurements, for example those of the

form〈
Q(T 90 − T 150, T coadd)Q(T 90 − T 150, T coadd)

〉
(31)

in order to target and disentangle the secondary bis-

pectrum contribution, but given we find this to be very

small in simulations, we leave such exercises for future

work.

6.2. Consistency of CIB-deprojected analysis
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Figure 4. Frequency-difference null tests, designed to test
the sensitivity of our lensing power spectrum estimation to
differences in the foreground contributions to the f090 and
f150 temperature data. In each panel, the CMB lensing sig-
nal is nulled in a different way, see sections 6.1.1-6.1.3 for
details. All the null tests perform satisfactorily i.e. the p-
values are ≥ 0.05. In each panel, the DR6 data are shown
as black circles, and the simulation predictions for websky
and S10 are shown as purple circles and green triangles re-
spectively. Solid grey lines indicate the theoretical lensing
power spectrum multiplied by 0.1, and dashed grey lines in-
dicate zero bias. The grey shaded regions indicate scales not
used in the cosmological inference, as described in Qu et al.
(2023).

As described in Section 5, the CIB-deprojected ver-

sion of our analysis performs well on simulations, with

predicted systematic bias in the lensing amplitude well

below our statistical uncertainties. This prediction of

course depends on the simulations, which may contain

some inaccuracies in modeling extragalactic foreground

components18. It is therefore useful to test for consis-

tency of the CIB-deprojected and baseline analysis on

the DR6 data. We generate CIB-deprojected temper-

ature maps by combining the DR6 data with Planck

353 GHz and 545 GHz data, using the same procedure

as described in Section 4.3. As explained in Qu et al.

(2023), we additionally remove a small area at the edge

of our mask that has strong features in the high fre-

quency Planck data due to Galactic dust. We gener-

ated 600 simulations of these maps, using the Planck

npipe noise simulations provided by Planck Collabora-

tion et al. (2020d); these are used for the N0 and mean-

field bias corrections (see Qu et al. 2023 for details).

The deprojected temperature maps are then used in

our lensing reconstruction (including profile hardening

as in the baseline analysis) and lensing power spectrum

estimation (in combination with the same polarisation

data as is used in the baseline analysis).

Figure 5 compares this CIB-deprojected measurement

to the baseline measurement (which does not perform

frequency-cleaning), finding no evidence for inconsis-

tency. This result implies that CIB contamination is

unlikely to be significant in our baseline analysis.

We note that we do not perform an equivalent con-

sistency test for tSZ-deprojection; as described in Sec-

tion 5.3, tSZ-deprojection incurs a very large noise cost

when including only ACT data, and can generate very

large biases due to boosting the CIB when including

higher frequencies from Planck. While joint tSZ and

CIB deprojection could address this large bias, we do

not find this an effective strategy in our simulation tests

since it incurs large noise costs and non-negligible biases.

7. CONCLUSIONS

Extragalactic foregrounds are a potentially significant

source of systematic bias in CMB lensing estimation,

especially for temperature-dominated current datasets

such as ACT. We have argued that the mitigation strate-

gies implemented for the DR6 lensing power spectrum

analysis (see Qu et al. 2023; Madhavacheril et al. 2023)

ensure negligible bias due to extragalactic foregrounds.

These mitigation strategies are: i) finding (using a

18 Note that these simulations are typically tuned to real data at the
power spectrum level, while the extragalactic foreground biases
here depend on higher order statistics of the foreground fields.



ACT DR6 Lensing Foregrond Mitigation 15

Figure 5. The difference in the ACT DR6 lensing power
spectrum estimated from CIB-deprojected maps (as de-
scribed in Section 6.2), and the baseline measurement. Grey
shaded regions indicated L-ranges excluded from the base-
line analysis. The p-value = 0.11 for the null result (includ-
ing only data points within the baseline analysis range). The
dashed grey line indicates zero bias, while the solid grey line
is the prediced lensing power spectrum divided by 10. The
grey shaded regions indicate scales not used in the cosmo-
logical inference, as described in Qu et al. (2023).

matched-filter algorithm) and subtracting models for

S/N > 4 point-sources to remove contamination from

radio sources and dusty galaxies (or the CIB), ii) find-

ing (using a matched-filter algorithm) and subtracting

models of galaxy clusters to remove tSZ contamination,

and iii) using a profile bias-hardened quadratic estima-

tor for the lensing reconstruction.

We show first that on two sets of microwave sky sim-

ulations, websky (Stein et al. 2020) and S10 (Sehgal

et al. 2010), the predicted level of bias to the estimated

CMB lensing power spectrum is well below our statis-

tical uncertainties. For the baseline analysis, with the

MV estimator, the size of the fractional bias is below 1%

for most of the fiducial range of scales, L, used; the bias

to the inferred lensing amplitude, Alens, is below 0.2σ.

When extending to higher L, foreground biases become

more significant, but the bias to Alens remains at below

0.3σ for Lmax = 1300.

In addition we present null tests performed on the

DR6 data that leverage the frequency dependence of

extragalactic foregrounds, and thus do not depend on

having realistic microwave sky simulations. We inves-

tigate three “lensing” power spectra where the CMB

lensing signal is nulled by differencing the f090 and f150

data both at the map level and the bandpower level,

exploiting different sensitivities to the primary bispec-

trum, secondary bispectrum and trispectrum foreground

components. All of these null tests pass (with p-value

≥ 0.05).

Finally, we demonstrate that using CIB-deprojected

maps in our lensing estimation produces lensing power

spectrum bandpowers that are consistent with our base-

line measurements, implying that CIB contamination is

not likely to be a significant contaminant in the DR6

measurement. We note here a further test presented in

our companion paper Qu et al. (2023), which is the con-

sistency with the baseline measurement of the shear esti-

mator of Schaan & Ferraro (2019) and Qu et al. (2022);

this estimator uses only the quadrupolar contribution

to the CMB mode-coupling induced by lensing. While

the lensing power spectrum measurement with the shear

estimator is somewhat noiser than the baseline measure-

ment, it is very encouraging that Qu et al. (2022) find

the difference in the bandpowers is consistent with zero,

with ∆Alens = 0.01± 0.05.

It is worth commenting here on the use of the DR6

lensing reconstruction maps for cross-correlation stud-

ies. The foreground bias estimates for the lensing

auto-spectrum provided here are not directly applica-

ble to cross-correlations of the lensing reconstructions

with, e.g., maps of galaxy overdensity. These cross-

correlations are impacted by biases analogous to the pri-

mary bispectrum bias described in Section 2.2, due to

the correlation between galaxy overdensity and CMB

foregrounds that also trace the large-scale structure,

especially the CIB and tSZ. The size of the contami-

nation will depend on the specific tracer sample used

for cross-correlation, but we do expect the mitigation

strategies used here to also be very effective for these

cross-correlations, as will be demonstrated for the case of

unWISE galaxies in Farren et al. (in prep.), and CMASS

galaxies in Wenzl et al. (in prep.).

While polarisation data will become increasingly im-
portant for upcoming Simons Observatory (SO) lensing

analyses, much of the S/N will still depend on CMB

temperature data, so careful treatment of extragalactic

foregrounds will be required. With additional frequency

channels at high resolution, as will be provided by SO,

deprojecting both tSZ and CIB could be more fruit-

ful, including, for example, partial deprojection or com-

posite approaches explored in Abylkairov et al. (2021),

Sailer et al. (2021) and Darwish et al. (2021a). While

deeper upcoming data from e.g. SO will demand greater

control of foreground biases (given the reduced statisti-

cal uncertainties), it will also allow fainter point-sources,

dusty galaxies, and clusters to be detected and modeled

or masked, although care must be taken not to intro-

duce selection biases by preferentially masking higher

convergence regions of the sky (Lembo et al. 2022).
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Figure 6. Contributions to the lensing power spectrum bias from individual foreground components: the thermal Sunyaev-
Zeldovich effect (“tSZ”), the cosmic infrared background (“CIB”), the kinetic Sunyaev-Zeldovich effect (“kSZ”), and radio
sources (“radio-ps”), as predicted from the websky (left panel) and S10 (right panel) simulations. The total bias is labelled
“baseline”, and is not equal to the sum of the individual contributions, since there are also cross-terms present due to correlations
on the sky between the different foregrounds (e.g. cosmic infrared background is correlated with tSZ).

APPENDIX

A. CONTRIBUTION TO FOREGROUND BIAS FROM INDIVIDUAL FOREGROUND COMPONENTS

We show in Figure 6 the foreground biases for each individual extragalactic foreground component, for websky (left

panel) and S10 (right panel). These are estimated by re-running the simulation processing described in Section 4.2,

but in each case including only a single foreground component in the maps. We also show the total bias as the black

circular markers and dashed lines. Note that this is not simply a sum of the individual components since there are

additional terms due to the correlation between the foreground components (e.g. CIB is quite correlated with tSZ).

B. RESULTS WITH 1/F MODULATED NOISE

Our simulation-based foreground bias estimates depend on the effectiveness of point-source and cluster detection,

which in turn depends on the properties of the noise added to the simulated foreground maps. Above we use a simple,

local variance 1/ivar model for the map noise, where ivar is the inverse variance map esimtated for the DR6 coadd

data). We test here the inclusion of additional large-scale correlations by generating a simulated noise map as a

Gaussian random field drawn from a power spectrum Nl = (1 + (l/lknee)
α), which is then multiplied by

√
1/ivar. On

large scales (l < lknee), this introduces correlated noise that resembles that expected due to the atmosphere, while still

achieving the correct pixel variance at small scales (l >> lknee). It is found to be a good fit to ACT data in Naess

et al. (2020), from where we take the parameter values lknee = (2000, 3000) and α = (−3,−3) for the (90, 150) GHz

channels.

As shown in Figure 9, we do find that the results of the nemo cluster finding code are somewhat sensitive to this

change in noise model, with fewer clusters found at low redshift (or at least, assigned low redshift best-fit templates),

and somewhat fewer clusters detected in total. This is expected - the increased noise on large scales reduces the

effectiveness in detecting the larger (in angular size) low-redshift clusters (e.g. see discussion in Hilton et al. 2021).

Nonentheless, there is little impact on the resulting foreground biases predicted for the lensing power spectrum, with

negligible change to the bias in the infereed Alens (see Figure 7).
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Figure 7. The dashed lines show predicted biases to the
MV lensing reconstruction power spectrum, for the websky
and S10 simulations, when assuming the 1/f modulated noise
model described in Appendix B rather than our fiducial noise
model (solid lines). In the legend we note the bias in inferred
lensing amplitude as a fraction of the 1σ uncertainty for the
ACT DR6 lensing analysis. The grey shaded regions indicate
scales not used in the cosmological inference, as described in
Qu et al. (2023). Dashed grey lines indicate zero bias.

Figure 8. The dashed lines show predicted biases to the
lensing reconstruction power spectrum for the rotated (as de-
scribed in Section C) websky simulations, compared to the
baseline case (solid line). The grey shaded regions indicate
scales not used in the cosmological inference, as described in
Qu et al. (2023).

Figure 9. Left: The number of S/N > 5 cluster candidates detected by nemo as a function of S/N , for the DR6 data, and
the websky and S10 simulations. As well as our fiducial noise model, we show the number counts assuming the modulated 1/f
noise model described in Appendix B. The total number of S/N > 5 cluster candidates for each case are noted in the legend.
Right: Fraction of candidate clusters as a function of best-fit template redshift.

C. UNCERTAINTY ON BIAS ESTIMATES DUE TO FINITE SIMULATION VOLUME

In Section 5 we present predictions of the foreground biases to C κ̂κ̂L based on simulations. Unlike lensing estimation

from a normal CMB map, these bias predictions are not affected by instrumental noise or noise on the CMB power

spectrum. However, there does exist some uncertainty associated with the finite volume of simulation from which they

are estimated. For both the websky and S10 simulations one full-sky is available, and in order to ensure realistic noise

properties for cluster and source finding, we further apply the ACT DR6 mask. We generate a close to independent

(within the ACT mask) realization of the websky simulation by rotating the simulation maps such that the sky area
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Figure 10. The dashed lines show predicted biases to the lensing reconstruction power spectrum for the rotated (as described
in Section C) websky simulations, compared to the baseline case (solid line). The grey shaded regions indicate scales not used
in the cosmological inference, as described in Qu et al. (2023).

that enters the ACT DR6 mask does not overlap with that initially entering the ACT mask. A simple rotation by 90

degrees around the y-axis, implemented using pixell’s19 rotate alm function with angle arguments (0., -np.pi/2,

0.), generates a map that has negligble overlap with the original area allowed by the mask.

The green dashed line in Figure 10 shows the foreground-induced bias for the MV case, with the bias for the rotated

case well within requirements (an Alens bias of −0.11σ), and similar to the baseline (unrotated case), implying that

cosmic variance is not a significant source of uncertainty in our foreground bias predictions.

19 https://github.com/simonsobs/pixell

https://github.com/simonsobs/pixell
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