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A B S T R A C T 

Collisions between giant molecular clouds (GMCs) are one of the pathways for massive star formation due to the high densities 
created. Ho we ver, the enhancement of the star formation rate (SFR) is not well constrained. In this study, we perform a parameter 
study of cloud–cloud collisions and investigate how the resulting SFR depends on the details of set-up. Our parameter study 

explores variations in collision speed, magnetic field inclination (with respect to the collisional axis), and resolution, as defined by 

the number of cells per Jeans length. In all our collision simulations, we find a factor of 2–3 increase in the SFR compared to our 
no collision simulation, with star formation beginning sooner with (a) high collisional velocities, (b) parallel orientation between 

the magnetic field and collision axis, (c) and lower resolution. The mean virial parameter of high density (and thus possible 
star-forming) gas increases with collisional velocity, but has little variation with magnetic field inclination. The alignment of 
the velocity and magnetic field remains uniform in low-density environments but becomes more perpendicular with increasing 

density, indicating the compression of the magnetic field by collapsing gas. Comparing the trends in the SFR with other GMC 

collision studies, we find good agreement with studies that account for the gravitational boundedness of the gas in their star 
formation algorithm, but not with those that simply form stars abo v e a prescribed density threshold. This suggests that the latter 
approach should be used with caution when modelling star formation on resolved cloud scales. 
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 I N T RO D U C T I O N  

iant molecular clouds (GMCs) are large regions of gravitationally
ound gas that exist within galaxies. These clouds typically span 1–
00 pc in size and contain on the order ∼10 4 –10 6 M � of molecular
as, giving them typical hydrogen densities of ∼100 cm 

−3 (Blitz
993 ; Roman-Duval et al. 2010 ). GMCs have temperatures of ∼10–
0 K, a factor of 2–10 times lower than the temperature of the
urrounding cold neutral medium. Due to their low temperatures and
olecular nature, the main observational tracers of GMC properties

re dust-continuum emission and molecular line emission (for e.g.
O/HCN/N 2 H 

+ ), which are used to observe GMCs within the
ilky Way as well as in nearby galaxies (Fukui et al. 1999 ; Dame,
artmann & Thaddeus 2001 ; Andr ́e et al. 2010 ; Leroy et al. 2021 ). 
Embedded within these GMCs are cooler dense clumps, the more
assive of which are often observed as Infrared Dark Cloud. These

lumps are accepted to be the precursor to star formation (Tan
t al. 2014 ) due to their temperatures of 10–20 K (Chira et al.
013 ) and higher number densities of n H 2 = 10 4 − 10 6 cm 

−3 (Motte,
ontemps & Louvet 2018 ). Each clump will likely form a cluster
f stars due to further fragmentation and their relatively large-
ass reservoir (10 2 –10 5 M �) (Motte et al. 2018 ). Despite many

bservations of these clumps, the process by which these clumps
orm is not fully understood. Some theoretical models have been
 E-mail: glen.hunter@uni-heidelberg.de 
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roposed that explain how a GMC can fragment and further collapse,
uch as turbulence (Krumholz & McKee 2005 ), stellar and supernova
eedback (Wareing, Pittard & Falle 2017 ), and converging gas flows,
.e collisions (Scoville, Sanders & Clemens 1986 ; Wu et al. 2017 ). 

Numerical simulations of galactic discs have shown that GMC
ollisions are a recurring event due to the quasi-2D geometry of the
istribution of dense molecular gas in most disc galaxies along with
he differential rotation created by the gravitational potential of the
alaxy (Tasker & Tan 2009 ). Estimates of the mean time between
ollisions range from ∼20 per cent (Dobbs, Pringle & Duarte-Cabral
015 ) to ∼50 per cent (Sun et al., in preparation) of the orbital
eriod of the clouds around the centre of the galaxy. Although this
s a factor of a few longer than recent observational estimates of
loud lifetimes – between 10 and 30 Myr (Che v ance et al. 2020 )
it nevertheless implies that GMC collisions should be relatively

ommon events. This is supported by the many observations of cloud
ollisions found within the Milky Way; for instance, Fukui et al.
 2021 ) identify ∼50 GMCs that are candidates to be the product of
loud-cloud collisions (CCCs). Ho we ver, collisions are not limited
o the discs of galaxies. Cloud collisions have been observed in the
mall and large magellanic clouds (SMCs and LMCs) (Fukui et al.
019 ; Tokuda et al. 2019 ; Neelamkodan et al. 2021 ) and theorized to
ccur with extreme collisional velocities in the centre of the Milky
ay (Sormani et al. 2019 ). In the case of the SMC and LMC, these

louds collide as a result of large-scale H I flows caused by the tidal
nteractions of these satellite galaxies (Fukui et al. 2017 ). As for the
entre of the galaxy, Sormani et al. ( 2019 ) argues the gas flow caused
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lished by Oxford University Press on behalf of Royal Astronomical Society 

http://orcid.org/0000-0002-0450-0147
http://orcid.org/0000-0002-4834-043X
http://orcid.org/0000-0001-6708-1317
http://orcid.org/0000-0002-0560-3172
mailto:glen.hunter@uni-heidelberg.de


GMC collisions’ impact on star formation 4153 

b  

o
i

e
(
T  

o
(  

2  

(  

c  

w  

t
G  

w
a  

c

e
i  

a  

o  

t  

W
t  

i  

c  

r  

u
a  

a
s
n  

c
a

 

o  

o  

a
t
t  

A  

a
i  

t  

1

h
W
p
e
c
m
2

m
v
m
(
o
v

i  

n
 

t
s  

w  

s  

W  

r

2

2

W  

d
T
P

w  

o  

p  

p  

 

e  

H  

p  

m
 

t  

H
a
c  

g
t  

s  

s  

i  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/519/3/4152/6955702 by Acquisitions user on 30 J
y the galactic bar crashes into the Central Molecular Zone, a ring
f molecular gas surrounding the Milky Way nucleus, providing the 
deal conditions for clouds to collide. 

A variety of GMC collision simulations have been performed to 
xplore various topics, such as observational signature of collisions 
e.g. Haworth et al. 2015 ), triggering of high-mass star formation (e.g. 
 akahira, T asker & Habe 2014 ; Balfour et al. 2015 ), and enhancement
f the star formation rate (SFR), in both non-identical GMC collisions 
e.g. Habe & Ohta 1992 ) and identical GMC collsions (e.g. Wu et al.
017 ; Liow & Dobbs 2020 ; Tanvir & Dale 2020 ). Habe & Ohta
 1992 ) and Takahira et al. ( 2014 ) show that the collision of a smaller
loud with a larger cloud creates a cavity and compression layer in
hich densities are reached that are high enough for high-mass stars

o form. This is consistent with observations, for example of the 
um 11 cloud in the Carina Nebula Complex by Fujita et al. ( 2021 ),
here CO observations indicate the presence of colliding clouds with 
 cavity, and with a massive star, HD92206, in close proximity to the
ompressed layer. 

Ho we ver, while there is general agreement that CCCs should 
nhance star formation, there is little agreement on how much the SFR 

s increased by a CCC. Recent simulations by Tanvir & Dale ( 2020 )
nd Liow & Dobbs ( 2020 ) find that the SFR increases by a factor
f two or less for collisions with relative velocities v rel ≤ 20 km s −1 ,
ypical of the majority of mergers that we expect to occur in a Milky

ay-type spiral galaxy (Skarbinski, Jeffreson & Goodman 2023 ). On 
he other hand, Wu et al. ( 2017 ) find an order-of-magnitude increase
n the SFR for a collision with a relative velocity of 10 km s −1 . The
ause of the substantial discrepancy between the Wu et al. ( 2017 )
esults and the results of the other cloud collision simulations is
nclear, as the simulations differ in both their numerical approach 1 

nd their initial conditions. In particular, Wu et al. ( 2017 ) include
 magnetic field in many of their simulations, while the other 
tudies consider only the purely hydrodynamical case. 2 It is therefore 
ot clear whether the difference in outcomes of these studies is a
onsequence of the different initial conditions adopted, or instead is 
 consequence of the choice of numerical approach. 

In this paper, we attempt to impro v e our understanding of the effect
f collisions on the SFR in magnetized clouds by performing a series
f simulations of cloud collisions with dif ferent relati v e v elocities
nd magnetic field orientations using a state-of-the-art MHD code –
he AREPO moving-mesh code (Springel 2010 ) – and a sophisticated 
reatment of the microphysics of the gas (see Clark et al. 2019 and
ppendix A ) and the formation of stars (see Wollenberg et al. 2020

nd Section 2.3 ). Importantly, for our fiducial case, we adopt the same 
nitial conditions as in Wu et al. ( 2017 , hereafter W17 ), allowing us
o directly assess whether the large boost in the SFR that they find
 Liow & Dobbs ( 2020 ) and Tanvir & Dale ( 2020 ) use smoothed particle 
ydrodynamics (SPH) and model star formation with sink particles, while 
u et al. ( 2017 ) use an Eulerian grid code and model star formation with star 

articles. Both SPH studies adopt an isothermal equation of state, whereas Wu 
t al. ( 2017 ) employ a more realistic treatment of the heating and cooling that 
an occur during the collision, based on the microphysics of the interstellar 
edium. 
 Other potentially important differences include the choice of initial cloud 
ass and relativ e v elocity. Tanvir & Dale ( 2020 ) consider an initial relative 

elocity of 10 km s −1 , as in W17 , but simulate much smaller clouds, with 
asses of only 10 4 M �, compared to ∼10 5 M � in W17 . Liow & Dobbs 

 2020 ) carry out simulations for a wide range of cloud masses, including 
ne that is within a few per cent of the W17 value, but only consider relative 
elocities v rel ≥ 20 km s −1 , significantly higher than the case studied in W17 . 
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n their study is due to their choice of initial conditions or to their
umerical approach. 
The structure of our paper as follows. In Section 2 , we discuss

he numerical approach taken, the initial conditions used for each 
imulation, and how the star formation is implemented. In Section 3 ,
e present our results from the simulation, with a focus on the

tructure of the GMC, the SFR, and the virial parameter of the cloud.
e conclude with a comparison of our results to other literature

esults in Section 4 and a summary of our findings in Section 5 . 

 M E T H O D O L O G Y  

.1 Numerical magnetohydrodynamics 

e make use of the AREPO moving mesh code to simulate the gas
ynamics and star formation of colliding GMCs (Springel 2010 ). 
he code solves the equations of magnetohydrodynamics (MHD; 
akmor & Springel 2013 ), 

∂ρ

∂t 
+ ∇ · ( ρv ) = 0 , (1) 

∂ρv 
∂t 

+ ∇ · ( ρv ⊗ v + p tot 1 + B ⊗ B ) = −ρ∇� , (2) 

∂ρe 

∂t 
+ ∇ · [ v ( ρe + p tot ) − B ( v · B )] = Q̇ + ρ

∂� 

∂t 
, (3) 

∂B 

∂t 
+ ∇ · ( B ⊗ v − v ⊗ B ) = 0 , (4) 

here ρ, v , and B are the density , velocity , and magnetic field strength
f a given cell, respectively. Here, 1 is the identity matrix. The total
ressure is the sum of the thermal and magnetic pressures, p tot =
 gas + 

1 
2 | B | 2 . The total energy per unit mass is e = e th + 

1 
2 v 

2 + � +
1 

2 ρ | B | 2 , where e th is the thermal energy per unit mass. An adiabatic
quation of state is adopted where p gas = ( γ − 1) ρe th with γ = 5/3.
eating and cooling of the gas due to chemical changes and radiative
rocesses is accounted for with the term Q̇ , which is discussed in
ore detail in Section 2.2 . 
The equations are solved on a tessellated Voronoi mesh in which

he mesh-generating points are able to follow the gas flow using a
arten–Lax–van Leer discontinuity solver. This allows AREPO to act 

s a quasi-Lagrangian MHD code. The Voronoi mesh is adaptive: 
ells can be refined or de-refined by adding or removing mesh-
enerating points, respectively. The divergence-free constraint on 
he magnetic field, ∇ · B = 0, is enforced by the using the MHD
olv er pro vided in AREPO (Pakmor & Springel 2013 ). Here, additional
ource terms are added to equations ( 2 –4 ), following the scheme
ntroduced by Powell et al. ( 1999 ) combined with a hyperbolic
edner cleaning (Dedner et al. 2002 ). This minimizes any effect

hat a diverging magnetic field may create. 
The gravitational term is due to the self gravitation of the gas

nd any sink particles present within the system (see below). AREPO

olves Poisson’s equation, 

 

2 � = 4 πG ρ , (5) 

ia a tree-based algorithm similar to the one used in the GADGET-
 code (Springel 2005 ), where G is the gravitational constant. The
lgorithm treats each cell as if the mass is at a point in the centre
f the cell with a degree of gravity softening. The softening length
or the gas is adaptive and is given as ε gas = 2 r cell , where the r cell 

s the radius of a sphere with the same volume as the Voronoi cell.
he minimum softening length for both the gas and sink particles is
0.02 au. Further information on sink particles will be discussed in
ection 2.3 . 
MNRAS 519, 4152–4170 (2023) 
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Figure 1. Surface density plot of the initial positions of the clouds. 
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.2 Chemical network 

or our simulations, we make use of a modified version of the
hemical network developed by Gong, Ostriker & Wolfire ( 2017 ),
hich itself is an impro v ed v ersion of prior networks developed by
elson & Langer ( 1999 ) and Glo v er & Clark ( 2012 ). It includes a

implified treatment of the chemistry of H, C, and O and allows us to
ollo w the e v olution of the ab undances of the main low-temperature
as coolants (CO, C, O, and C 

+ ) with high accuracy, but low
omputational cost. A comprehensive description of the network can
e found in Gong et al. ( 2017 ), and full details of the modifications
e have made to it are described in Appendix A . Radiative heating

nd cooling of the gas are modelled using a detailed atomic and
olecular cooling function, most recently described in Clark et al.

 2019 ). 
To treat the effects of H 2 , C, and CO self-shielding, as well as

hielding by dust, we make use of the TREECOL algorithm (Clark,
lo v er & Klessen 2012 ). It uses information stored in the gravita-

ional tree structure to compute a 4 π steradian map of the column
ensities of each of these species plus dust around each Voronoi cell.
hese maps are then used to determine how the interstellar radiation
eld (ISRF) reaching the cell is attenuated by self-shielding and dust
bsorption. 

In all of our simulations, we adopt elemental carbon and oxygen
bundances given by Sembach et al. ( 2000 ). Following Draine
 1978 ), we set the strength of the ISRF to G 0 = 1.7 in Habing
 1968 ) units. Finally, we adopt a value of ζ H = 3 × 10 −17 s −1 for the
osmic ray ionization rate of atomic hydrogen. 

.3 Star formation 

o simulate star formation, we make use of sink particles (henceforth
inks) to represent forming star clusters (Bate, Bonnell & Price 1995 ;
ederrath et al. 2010 ). We follow the sink creation protocol outlined

n Wollenberg et al. ( 2020 ). To summarize, the following conditions
ust be satisfied in order for a sink to be created: 

a) The cell must have a density greater than a threshold density
c = 1.991 × 10 −16 g cm 

−3 . This threshold has been moti v ated
y the work of Jones et al. ( 2021 ), who demonstrate that only
ollapsing – and thus actively star-forming – gas can reach such
ensities in such a set-up. Prole et al. ( 2022 ) show that, provided
hat the sink particles form within the collapsing regime, the SFR
s insensitive to the exact choice of the threshold density. Note
hat while we could insert sink particles at lower densities, this
educes the efficiency of the algorithm, as it needs to check more
andidates for sink creation. Also, this would increase the chance
f converting gas to sinks, which while currently bound, may be
ubsequently disrupted via further interactions with the large-scale
ows. 
b) The gas flow within the accretion radius of the sink ( r acc =

87 au, corresponding to the Jeans length at the threshold density
or a temperature of 10 K) must be converging. We ensure this by
equiring convergence of both the velocity field ( ∇ · v < 0) and the
cceleration field ( ∇ · a < 0). 

c) The sink-forming region must be situated within a local mini-
um of the gravitational potential. 
d) The cell must not lie within a distance r < r acc of an existing

ink particle. 
e) The region within r acc must be gravitationally bound, i.e | E grav |
 2( E therm 

+ E kin ) where E grav is the gravitational energy, and E therm 

nd E kin are the thermal and kinetic energies, respectively. 
NRAS 519, 4152–4170 (2023) 
If all of these criteria are met, the gas cell is converted into a sink
hat inherits its mass and momentum. This sink is able to interact
ravitationally with the surrounding environment and is also able to
ccrete further gas onto itself. Any Voronoi cells with ρ > ρc within
 distance r < r acc of a sink are potentially eligible for accretion.
o we ver, gas is only accreted from the cell if it is gravitationally
ound to the sink. Provided this is the case, enough gas is remo v ed
rom the cell to reduce its density to ρc , although the total amount
emo v ed at each time-step is capped at 90 per cent of the cell’s initial
ass, for reasons of numerical stability. Following the accretion, any

roperties of the cell that depend on its mass are updated. It should
e noted that the sinks formed do not contribute to the magnetic field
f the system (i.e | B sink | = 0). Given the size of our sink particles, and
he density at which they are introduced, it is clear that they cannot
e interpreted as individual stars, but rather as small- N protostellar
ystems. Also, given that there is no feedback from the young stars
n our cloud, any star formation efficiencies reported in this paper
hould be considered as upper limits – our sink particles record the
ass that is capable of going into stars (i.e. trapped in potential
ells), in accordance with the abo v e star formation model. 

.4 Initial conditions 

n this paper, we adopt the initial conditions provided in W17 ,
hich were moti v ated by observ ations of GMCs. The simulations

re initialized within a (128 pc) 3 domain of molecular gas with a
ean molecular weight μ = 2.33 and a helium-to-hydrogen fraction

f 0.1. Two spherical clouds of radius R GMC = 20 pc are placed into
he domain with their centres separated by ( x , y , z) = (2 R GMC , b ,
) where b = 0.5 R GMC (see Fig. 1 ). Each cloud is initialized with a
ass of M GMC = 9.3 × 10 4 M � and an initial temperature of 15 K by

andomly distributing 2 million mesh-generating points uniformly,
hich constructs our initial cells, achieving an initial mass resolution
f 0.0465 M �. This results in a hydrogen nucleon density of n =
0.2 cm 

−3 within the clouds where n = 

ρ

(1 + 4 A He ) m p 
with A He = 0.1

eing the helium-to-hydrogen fraction and m p being the mass of a
roton. Surrounding the clouds is a region of warmer molecular gas
ith n = 7.14 cm 

−3 and a temperature of T = 150 K. The clouds
re not initially in thermal pressure equilibrium with the surrounding
aterial. Ho we ver, with an initial thermal to gravitational energy

atio of E therm 

/ E grav = 0.0066, the clouds are significantly gravita-

art/stac3751_f1.eps
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Table 1. Initial conditions that are altered between simulations. 

Simulation θ v rel Cells per 
( ◦) (km s −1 ) Jeans length 

1 60 10 8 
2 60 0 8 
3 60 5 8 
4 60 15 8 
5 0 10 8 
6 30 10 8 
7 90 10 8 
8 60 10 4 
9 60 10 16 
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ionally bound against thermal pressure, and hence any loss of mass
nto the low-density surrounding medium is small. 

A uniform magnetic field of | B | = 10 μG in magnitude is set across
he whole domain of the simulation. This results in an Alfv ́en velocity
f v A = 2.06 km s −1 for each cloud and a mass-to-flux ratio that is
ix times greater than the critical value for both clouds (Glassgold &
anger 1974 ), making them magnetically supercritical. The angle θ

s the magnetic field inclination from the x -axis in the x –y plane and
s varied between simulations to investigate whether the orientation 
f the magnetic field affects the SFR (see Table 1 ). 
We give the two clouds initial velocities of v = + v rel /2 and v =
v rel /2 for the clouds starting at ne gativ e and positiv e x , respectiv ely,

o that they will later collide at a relative velocity v = v rel . We
arry out simulations with a range of different v rel , so that we can
nvestigate how different collision strengths impact the SFR. We 
lso include one case where v rel = 0 km s −1 (simulation 2) to allow
s to investigate what happens in the absence of a collision. 3 Full
etails of the velocities used can be found in Table 1 . Along with
he collisional velocity, a turbulent velocity field is also applied to 
ach cloud. The turbulence applied is purely solenoidal and has a 
D velocity dispersion of σ = 3.46 km s −1 . This follows a scaling
aw of P ( k ) ∝ k −4 . For the velocity field within each cloud, the
urbulence induced is both supersonic and super-Alfv ́enic, where 

 = σ/c s = 11 . 6 and M A = σ/v A = 1 . 68, respectively. The tur-
ulence induced allows for each cloud to be in virial equilibrium, 
ith the kinematic to gravitational energy ratio for each cloud being 
 kin / E grav = 0.499. 
We also investigate the effect of varying the number of cells 

er local Jeans length (hereafter referred to as the Jeans refinement 
arameter, JR). To do this, we adopt Jeans refinement as our main cell
efinement criterion in AREPO . Cells are refined by adding additional 
esh-generating points whenever D > λJ /JR, where D is the ef fecti ve

iameter of the cell (i.e. the diameter of a sphere with the same
olume as the mesh cell). We adopt JR = 8 as our default value for
he Jeans parameter, but also investigate the behaviour of runs with 
R = 4 and JR = 16, as detailed in Table 1 . 

We run the simulations as far as practical to establish a trend in
he star formation history. The end time varies due to the adaptive
ime-step of the simulation, between 3 and 4 Myr. In the presence
f close interacting objects, such as binaries, the time-step reduces 
ignificantly thus slowing the simulations progression. 
 Note that even in this case, the clouds will eventually collide due to their 
utual gravitational attraction. Ho we ver, this will occur on a time-scale 
 10 Myr, much longer than the period simulated here. 

h  

4

s
n
w

 RESULTS  

.1 Star formation rate 

ach simulation results in a different star formation history. For an
xample, in Fig. 2 , it can be seen that the systems e volve dif ferently,
reating unique structures. As a result, varying numbers of sink 
articles form in the simulations, as shown by the green dots in
ig. 2 . To investigate this difference quantitatively, we look at the
FR of each of the simulations. 
The SFR is calculated as: 

˙
 SFR = 


M 


t 
(6) 

here 
 M is the difference in the mass of the sinks between the start
nd end of a time-step of length 
 t . These are calculated for each
utput snapshot available in all nine simulations. The results from 

hese calculations are presented in Fig. 3 along with the total mass
hat has gone into star particles. 

Fig. 3 shows that there is a clear difference in the time taken
or stars to begin forming in the different runs, with a spread in
nset times of ∼0.7 Myr between the most extreme cases. Looking
n more detail at the results from the individual runs, we see that
hanging the collisional velocity has the greatest impact on the time
equired for star formation to begin. Stars start to form sooner in
imulations with high collisional velocity than in simulations with 
ow or zero collisional velocity. This behaviour is likely due both
o the time it takes for large-scale shocks to form in the colliding
louds, and also to the density enhancement produced by these 
hocks. Faster collisions produce stronger shocks and hence larger 
ensity enhancements. 4 Therefore, higher density star-forming re- 
ions with shorter free-fall times are formed with increased collision 
elocity. 

The orientation of the magnetic field has a smaller effect on the
ime required for star formation to begin. We see a clear difference
n behaviour between the case with the magnetic field orientated 
arallel to the collisional axis, which forms stars after ∼1.5 Myr, and
he runs with other magnetic field orientations, in which the onset of
tar formation is delayed by ∼0.25 Myr. The earlier star formation
bserved when the magnetic field is parallel to the collisional axis is
 result of the magnetic field not hindering the compression of the gas
long the x -axis. This allows the shocked gas to reach the densities
equired for the first sinks to be created more rapidly compared to
he other magnetic field orientations (see also Appendix B ). This
elayed behaviour agrees well with that of the strong B y simulation
f Dobbs & Wurster ( 2021 ). 
Finally, regarding the Jeans refinement variation, a higher res- 

lution tends to delay the onset of star formation. This is likely
ue to the more highly resolved turbulent velocity field resulting 
n more disruption of the star-forming gas. This results in the gas
eing unable to be fully bound, delaying star formation. Ho we ver,
t should be noted that the difference of the onset of star forma-
ion between the JR = 8 and JR = 16 cases is small, of the
rder of ∼0.2 Myr, which is about the free-fall time of a dense
ore. 

It is also informative to look at how the dense gas fraction – defined
ere as the fraction of the gas abo v e a density of 10 4 cm 

−3 with
MNRAS 519, 4152–4170 (2023) 

 Recall that for an isothermal shock, the strength of the density enhancement 
cales as the square of the Mach number. Although our model GMCs are 
ot isothermal, the equilibrium temperature of the molecular gas varies only 
eakly with temperature, and so the isothermal result remains a useful guide. 
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Figure 2. Column density plots of all simulations at t = 2.40 Myr. The green dots within the plot represent the sink particles that have formed. 
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5 Note that in a pure free-fall collapse, the time taken to collapse from 

10 4 cm 

−3 to our sink creation density of ∼10 8 cm 

−3 , is two orders of 
magnitude longer than the time taken from collapse from ∼10 8 cm 

−3 to 
stellar densities. 
6 In the absence of pressure, we would expect the gas to collapse within a single 
free-fall time. In reality, ho we v er, the non-ne gligible magnetic pressure and 
kinematics of the gas inevitably delays the collapse (See Section 3.2 ). Finally, 
even once we account for this offset, it is clear that not all of the dense gas 
that forms in the simulations goes on to form stars. Instead, the star formation 
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ommon observational definitions (e.g. Lada, Lombardi & Alves
010 ) – varies as a function of time in the different simulations. We
llustrate this in the bottom three panels of Fig. 4 and as expected,
ense gas is produced more rapidly as we increase the collision
elocity, confirming our suspicion that the differences we observe
n the timing of the onset of star formation are largely due to the
iffering amount of time it takes to compress the gas. Changing
he orientation of the magnetic field also changes the dense gas
raction, with an appreciably higher fraction produced when the
agnetic field is aligned with the axis of the collision. It is also

pparent that there is an offset of around 0.5–1.0 Myr between the
ime taken to produce dense gas at 10 4 cm 

−3 and the onset of star
ormation. The offset reduces when we consider higher density gas
ractions. This offset is easily understood as a consequence of our
efinition of ‘dense’ gas, and the fact that the density threshold for
ink particle creation is significantly higher than the value we use
n our definition of dense gas. At n = 10 4 cm 

−3 , the gravitational
ree-fall time of the gas is ∼0.5 Myr, and so we would expect gas
lose to this density to require around this long to collapse to stellar
NRAS 519, 4152–4170 (2023) 

e

ensities (in reality) or the sink creation density (in the simulations). 5 

he offset we see between the appearance of ‘dense’ gas and the
ormation of stars therefore corresponds to the one to two free-fall
imes required for gas at this density to collapse sufficiently to form
tars. 6 

From Fig. 4 , we observe significant variation of the gas fractions at
arly time-steps prior to the steady evolution of the gas density. Most
f these variations are transient features in which denser gas forms
fficiency in gas of this density is typically only a few tens of per cent. 
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Figure 3. Top : Evolution of the mass in sink particles as a function of time in 
all nine simulations. Bottom : SFR as a function of time in all nine simulations. 

d  

f  

i  

o
p
o

 

f  

s  

f
c  

t
s
t  

s
0  

l
r  

a  

t
i  

Figure 4. Fraction of gas abo v e the specified density threshold in all nine 
simulations, plotted as a function of time. The thresholds are indicated in the 
top-left corner of each panel and are n > 10 3 cm 

−3 , 10 4 cm 

−3 , 10 5 cm 

−3 , 
and 10 6 cm 

−3 from top to bottom. We see that increasing the collisional 
velocity increases the amount of gas abo v e the threshold for all values of 
the threshold, but that the effect is much stronger for the higher density 
thresholds. 
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ue to the collision but is dispersed due to pressure gradients briefly
orming. For the two lower density thresholds, we also see that there
s a small fraction of gas abo v e the threshold present at the beginning
f the simulation. This results from the uneven distribution of mesh 
oints within the initial conditions, which results in a certain amount 
f scatter in the starting densities of the cells. 
The role of the collisions in driving the increase in the dense gas

raction and bringing about the onset of star formation can also be
een clearly if we examine how the dense gas fraction varies as a
unction of cloud separation, defined as the distance between the 
entres of mass of the two clouds. We see from Fig. 5 that most of
he simulated clouds follow very similar tracks in this diagram, with 
ubstantial quantities of dense gas becoming apparent only once 
he cloud separation is less than ∼25 pc, i.e. once the collision is
ignificantly advanced. The two exceptions are the clouds with v rel = 

 and 5 km s −1 , which start to develop dense gas while at clearly
arger separations, particularly in the v rel = 0 km s −1 run. These two 
uns are also the ones that produce the lowest dense gas fractions at
n y giv en time and that form the least number of stars. Our results are
herefore consistent with the idea that in these runs, star formation 
s driven primarily by the collapse of the individual clouds, with the
MNRAS 519, 4152–4170 (2023) 
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Figure 5. Fraction of dense ( n > 10 4 cm 

−3 ) gas in all nine simulations, 
plotted as a function of the separation between the clouds’ centre of masses. 
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Figure 6. Top : SFR varying with time from initial sink formation for all 
simulations. Bottom : SFR normalized to v rel = 0 km s −1 SFR as a function 
of time from initial sink formation. 
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7 In cases where the magnetic energy is high enough in the sink formation 
region to prevent collapse, we would also expect it to halt the infall of the 
gas, i.e. independent of the energy check, the region will fail condition (b) of 
the sink creation protocol and hence will not be converted into a sink. 
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nteraction between them playing little role, while in the simulations
ith higher v rel , the collision between the clouds plays a much more

ubstantial role in influencing the SFR. 
Fig. 6 shows that the SFR in each simulation follows a similar trend

rom the point when sinks first form. For a brief period after the first
inks form, the SFR in the runs with v rel > 0 km s −1 is as much as
n order of magnitude larger than in the run with v rel = 0 km s −1 , in
hich the clouds do not collide. Ho we ver, the dif ference between the

uns quickly decreases, and for the majority of the time co v ered by
ur simulations, the SFR in the cloud collision runs is only a factor of
–3 larger than in the zero velocity run. This behaviour agrees well
ith the enhancement in the SFR found by Liow & Dobbs ( 2020 )

nd Tanvir & Dale ( 2020 ) for collision velocities below 20 km s −1 .
o we ver, it is substantially smaller than the order of magnitude

ncrease found by W17 despite the similarity between our initial
onditions and theirs. To help us better understand the origin of
his difference in results, we look in the next section at the virial
arameter of the clouds and clumps formed in the simulations. 

.2 Impact on the virial parameter 

n the previous section, we showed that although the cloud collision
ncreases the SFR of our colliding clouds compared to the case with
o collision, the magnitude of the increase is much smaller than the
rder of magnitude found by W17 . This difference in outcome from
heir simulations cannot be a consequence of the initial conditions,
s we use the same initial conditions as in their study, and hence must
e a consequence of the difference in numerical approaches. As we
iscuss in more detail in Section 4 , one of the main differences
etween our two studies is the algorithm we use to identify star-
orming gas. W17 form stars stochastically in gas abo v e a fix ed
ensity threshold, with no consideration given to whether or not the
as is gravitationally bound, whereas we use a sink particle-based
pproach in which stars form only in regions that are verifiably bound
nd collapsing. To understand whether this algorithmic difference
an explain the difference in outcome, we explore how the virial
arameter of the gas varies on different scales within our set of
imulations. 
NRAS 519, 4152–4170 (2023) 
The virial parameter η provides an insight into how bound the
tar-forming region is by comparing the gravitational energy against
ll other energy contributions. We adapt the definition provided in
ertelli Motta et al. ( 2016 ) to include magnetic energy as a factor
hich counteracts gravitational collapse (equation 7 ). 

= 

2( E kin + E therm 

+ E mag ) 

| E grav | (7) 

We chose to include the magnetic energy in this calculation as
he gas we are considering has a density below the sink formation
hreshold and does not exist near sinks. It should be noted that the
agnetic energy is not accounted for in the energy check of the sink

reation protocol. 7 

In order to make the comparison between the simulations, we
erform this analysis on the snapshots that are ∼1 Myr after the
ormation of the first sink particle in each simulation. Note that
his corresponds to a different physical time in each simulation, but
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Figure 7. From the top down: The average (a) thermal-to-gravitational- 
energy ratio, (b) magnetic-to-gravitational-energy ratio, (c) kinetic-to- 
gravitational-energy ratio, and (d) virial parameter for different collisional 
velocities v rel at 1 Myr after first sink formation. The error bars indicate 
the full range of values obtained. Each density bin is indicated with the 
corresponding bracket annotation with the separation of the points for ease 
of reading. The points within a bracket are for the same density bin but are 
offset in the figure for clarity. 
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hould allow us to compare the clouds when they are at a similar
tage in their evolution. 

The regions used to determine the virial ratio are chosen by using
he local minima of the potential. These are identified as part of the
ux calculations within the MHD code and are stored within the 
utputs. After identification, we then compute the Jeans length for 
he gas located at the potential minimum. For the purposes of this
nalysis, we want to a v oid potential minima that have already formed
tars, so that we can measure the virial ratio accurately without 
orrying about the confounding effect of the sink particles. 8 We 

herefore remo v e from consideration an y minima that are located
ithin two Jeans lengths of a sink particle. We next select all gas

ells lying within a single Jeans length of the identified minimum 

nd compute the total gravitational, kinetic, magnetic, and thermal 
nergies of this set of gas cells. The gravitational energy, E grav , is
alculated via a direct N -body approach, 

 grav = −
N ∑ 

i= 1 

N ∑ 

j= i+ 1 

Gm i m j 


r ij 
(8) 

here m i and m j are the masses of the i th and j th cells, respectively,
 r ij is the separation between the cells, and N is the total number of

ells within the selected region. The kinetic, magnetic, and thermal 
nergies, E kin , E mag , and E therm 

, are calculated as follows: 

 kin = 

1 

2 

N ∑ 

i= 1 

m i v 
2 
i , (9) 

 mag = 

1 

8 π

∑ 

i 

| B i | 2 
V i , (10) 

 therm 

= 

∑ 

i 

m i e th i , (11) 

here m i is the mass of cell i , v i is the velocity of the cell relative to
he potential minimum considered, | B i | is the magnetic field strength
f the cell, 
 V i = m i / ρ i is the approximate cell volume where ρ i is
he cell density, and e th i is the thermal energy per unit mass of the
ell. 

The number densities associated with the local minima of the 
otential co v er a wide range of values. F or the purpose of this
nalysis, we focus on a range of associated hydrogen nuclei number 
ensities from n = 100 cm 

−3 to 10 6 cm 

−3 . Our moti v ation for
dopting a lower limit of 100 cm 

−3 is to ensure that are selecting
egions associated with the cloud and not the surrounding intercloud 
edium. The upper limit is chosen to match the density threshold 

or star formation used in W17 . We split the data into four bins of 1
ex in density starting at 10 2 –10 3 cm 

−3 . 
In Fig. 7 , we show the ratio of each of the different components

f the energy (thermal, magnetic, and kinetic) to the gravitational 
nergy, as well as the averaged virial parameter, for the hydrogen 
uclei number density n bin considered for varying collisional 
elocity. The error bars indicate the full range of values of each
arameter in each bin, i.e. the range from the minimum to the
aximum value of the parameter. 
Upon first inspection, we note that the virial parameter is consid- 

rably greater than 1 in almost all of the regions we consider. This
ould imply that they are not gravitationally bound and thus unable 

o form stars at this point as a result. While this is likely true for some
egions, particularly in our lower density bins, it should also be noted
 As sink particles selectively remove the most bound gas, the virial ratio in 
he remaining gas will inevitably be higher than it would be in the same region 
f the sink were not present. 

r  

9

c

hat we are considering only a single Jeans length from the potential
inimum, and therefore we would expect to reco v er η ∼ 1 for this

e gion ev en if the kinetic and magnetic energies were zero. 9 Since
MNRAS 519, 4152–4170 (2023) 

 We do not reco v er e xactly one because the density and temperature are not 
onstant within the selected region. 
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Figure 8. Same as Fig. 7 but looking at the differences in the inclination of 
magnetic field. 
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hese components are not zero, it is unsurprising that we reco v er η 

 for most of these re gions, ev en the ones that will later form stars.
n practice, all that this means is that the radius of the region that
ill ultimately collapse is greater than a single Jeans length, owing

o the additional support provided by the turbulent motions and the
agnetic field. Nevertheless, this does provide a clear demonstration

f the difficulties involved in identifying star-forming regions based
n the properties of individual gas cells, as is the case when applying,
or example, a simple density threshold, since ultimately the answer
o the question of whether or not this gas will collapse and form
tars depends not only on its own properties but also those of the
urrounding gas cells. 

For the purposes of the comparison we are making here, we look
or differences in the parameters between the simulations considered,
nd in particular for any general trends. For the ratio of E therm 

to
 grav , we do not see a clear trend with collision velocity: the ratio

ncreases with increasing v rel in some density bins, but decreases
r remains constant in other density bins. Ho we v er, we observ e a
onsistent increase in the ratios of E mag to E grav and E kin to E grav 

ith increasing v rel in all density bins. This is then reflected in
he behaviour of the virial parameter, which also increases with
ncreasing v rel at all densities. This behaviour is a consequence of
n increase in the turbulent motion of the dense molecular gas as
he clouds collide with higher velocities. This directly increases the
inetic energy, but also results in additional tangling of the magnetic
eld, which increases the magnetic field strength and magnetic
nergy. These motions generally act against gravitational collapse
nd as a result fewer regions become gravitationally bound and
tar-forming, leading to a smaller increase in SFR than anticipated
y W17 . 
We have repeated the same analysis for the simulations with

iffering initial magnetic field inclinations (Fig. 8 ). Once again, we
nd that the ratio of E therm 

to E grav is substantially less than one
n our lowest density bin and of order unity in the other bins. In
he lowest density bin, we also observe a decrease in the average
alue of this ratio with increasing inclination angle. A reason for this
ould be that the gravitational energy calculated for these densities
n the θ = 0 ◦ simulation is higher due to compactness. The regions
onsidered for this density bin exist on the outer parts of the clouds
nd visual inspection of the density maps shows more ‘flaring’ at
he edges for greater magnetic field inclinations than for θ = 0 ◦

see also Figs B1 and B2 ). We see no clear trend in the value of
he ratio with magnetic field inclination angle in the other density
ins. As for the magnetic and kinetic to gravitational energy ratios,
e find the values of these ratios to be similar across the different

nclinations within a given density bin. This in turn results in the virial
atio being constant across all magnetic field orientations for each
ensity bin. 

.3 Flow alignment to magnetic field 

he mo v ement of gas within a magnetic field causes that field
o be dragged, distorting the magnetic field in the process. The
ompression of the field lines causes the flow of gas to slow down
s the magnetic field resists the flo w. Ho we ver, this only applies if
he direction of flow is not parallel to the magnetic field. The flow
emains unhindered if it is parallel to the magnetic field. Examining
he alignment between the flow and the magnetic field can therefore
ell us something about the degree to which the field is influencing
he motion of the gas. 

For this purpose, we define the alignment as the dot product of
he velocity and magnetic fields normalized by the magnitude of the
NRAS 519, 4152–4170 (2023) 
elds, in other words: 

lignment = 

v · B 

| v || B | (12) 

his yields the cosine of the angle between the magnetic field and the
ow velocity for each Voronoi cell, which has values ranging from
1 to 1, with the extremes meaning the fields are parallel whilst
 value of 0 means the fields are perpendicular. This corresponds
o unrestricted and fully restricted flow by the magnetic fields,
espectively. In Figs 9 and 10 , we explore how the field alignment
aries between our four density bins in runs with different relative
elocities and magnetic field inclinations. In each case, the count
f the points at each alignment is normalized by the total number
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Figure 9. Weighted histogram of the velocity and magnetic field alignment 
for differing collisional velocities at 1 Myr after first sink formation. Each 
subplot represents a different density bin. The black dashed line represents 
the distribution we would expect if the alignment is random. 
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Figure 10. Same as Fig. 9 but for varying magnetic field inclination. 
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f points within the rele v ant density bin. The analysis is carried out
sing the same snapshots, as in Section 3.2 . 
In low-density regions (10 2 –10 4 cm 

−3 ), we find a distribution of
lignments similar to what we would expect for a fully random 

istribution (indicated in Figs 9 and 10 by the black dashed line). In
he highest collision velocity runs ( v rel ≥ 10 km s −1 ), there is a slight
kew in the distribution of alignments that we have traced to a similar
kewness in the distribution of alignments in the initial conditions 
See Fig. 11 ). Similarly, in the runs with θ = 0 ◦ and θ = 90 ◦, we
lso see a clear imprint of the initial conditions, with a preference
or parallel alignments in the run with θ = 0 ◦ and for perpendicular
lignments in the run with θ = 90 ◦. Overall, there is little indication
hat the field plays a significant dynamical role in the low-density gas.

At higher gas densities (10 4 − 10 6 cm 

−3 ), we no longer see any
lear imprint of the initial conditions. The distribution of alignments 
lose to 0.0 becomes very similar to what we would expect for a fully
andom distribution. Ho we ver, there is a clear deficit of alignments
lose to −1 and + 1 that becomes more pronounced as the density
ncreases. In other words, in dense gas, the gas flow is pre-dominantly
erpendicular to the field, rather than parallel to it. This behaviour
s consistent with our expectations for magnetically supercritical 
as: the flow of gas perpendicular to the magnetic field compresses
nd strengthens the field, while the flow of gas along the field lines
eaves the field strength unaltered, resulting in a field alignment that
MNRAS 519, 4152–4170 (2023) 
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Figure 11. Cumulative distribution of the initial alignment of the simulations 
at t = 0 Myr. Top : Varying collisional velocity. Bottom : Varying magnetic 
field inclination. The dashed black lines represent where the cumulative 
distribution would encompass 50 per cent of the data assuming a Gaussian 
distribution of alignments. Points in the top-left and bottom-right quadrants 
are indicative of a skewed distribution. 
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ecomes increasingly perpendicular as the compression continues.
his behaviour has been seen in other simulations (such as Soler &
ennebelle 2017 ) and is a result of velocity field convergence, ∇ · v 

 0 (Boldyrev 2006 ; Matthaeus et al. 2008 ). 
One further important take away from these results is that in the

ensest gas, there are only minor differences in the field alignment
etween the different runs, consistent with a picture in which the
mall-scale behaviour of the field in dense regions is primarily
etermined by the local velocity field and not by the large-scale
etails of the collision. 

 DISCUSSION  

.1 Comparison with W17 

ur simulations demonstrate that rapid collisions between clouds
ead to an earlier onset of star formation than in clouds that collide
lowly or not at all. However, the way in which star formation
roceeds once the process has set in is remarkably similar in all
f our simulations. Note we find a persistent enhancement of a factor
f 2–3 in the SFR in our colliding clouds compared to our v rel = 0 km
 

−1 control run. The earlier onset of star formation and the increase
n the SFR due to the collision are similar to the results reported by

17 for the same initial conditions. Contrary to W17 , we find a only
 very weak dependence of the SFR on the collisional velocity, v rel . 

It is worthwhile considering possible methodological reasons for
his difference. Aside from our use of a different magnetohydrody-
NRAS 519, 4152–4170 (2023) 
amical code (Wu et al. use ENZO , we use AREPO ), our simulations
iffer from those of W17 in two main respects: our star formation
lgorithm and our treatment of chemistry and cooling. 

.1.1 Star formation protocol 

n our simulations, we make use of sink particles as our representation
f stars/protostellar systems, which are able to continue accreting
fter forming (see Section 2.3 ). In contrast, W17 make use of star
articles that are formed stochastically with a fix ed efficienc y per
ree-fall time in gas cells on the finest level of refinement in their
imulation that satisfy a suitably chosen criterion. In their ‘density-
egulated’ models, this criterion is a simple density threshold: star
ormation is permitted only in gas denser than n th = 10 6 cm 

−3 . In their
magnetically regulated’ models, on the other hand, star formation is
ermitted only in cells that are magnetically supercritical, although
heir adoption of a fixed star particle mass also acts as an ef fecti ve
ensity threshold, preventing stars from forming in cells less dense
han 3.55 × 10 5 cm 

−3 in most of their ‘magnetically regulated’ runs.
otably, W17 do not require the gas flow to be converging or the gas

o be gravitationally bound in order for it to be eligible to form stars.
A final difference between the treatment of star formation in

he two approaches is that the star particles formed in the W17
imulations have a fixed mass from the moment that they form,
hereas our sink particles can continue to accrete mass as they age.
17 argue that fixing the star particle mass is a way of approximately

ccounting for the effects of stellar feedback, but a comparison
etween our runs and those of W17 shows that we actually reco v er
uch lower SFRs, by around an order of magnitude, even without

his restriction. Similar to the studies by W17 , we also do not take
tellar feedback into account in this set of simulations. Neglecting
upernovae is justified because our computation covers a period of
nly a few Myr after the onset of star formation (see Fig. 6 ), which
s shorter than the time required for the first supernovae to occur
Kippenhahn, W eigert & W eiss 2013 ). Ignoring stellar winds and
adiation is also justified at early times, but is less valid once the
otal stellar mass exceeds a few hundred solar masses, as at this
oint we would expect to have formed at least a few stars massive
nough to start ionizing their surroundings and driving strong stellar
inds. Nevertheless, the importance of these forms of feedback for
as removal depends very much on the properties of the star cluster
nd its parental cloud (e.g. Rahner et al. 2017 ; Haid et al. 2018 ;
ahner et al. 2019 ), and it is unclear how much impact they would
ave in our simulated clouds. 
We also note that our main results do not depend on this simplifica-

ion. The difference between the SFRs in the different runs becomes
pparent very early on, long before stellar feedback from massive
tars could possibly play a role in the evolution of the clouds, and so
ven if we were to have terminated our simulations at the point that
he first massive star forms in each case, we would have come to the
ame conclusions. Finally, the neglect of feedback from protostellar
utflows likely does affect the SFR at all times in the simulation.
o we ver, pre vious numerical studies have shown that the impact of

his form of feedback is al w ays ne gativ e: it reduces the SFR by a
actor of around 2–3 compared to models that do not account for
t (see e.g. Federrath 2015 ; Hu et al. 2022 ). Its absence from our
imulations therefore cannot explain the discrepancy between our
esults and those of W17 . 

We have assumed that the impact of stellar feedback on the SFR
s al w ays ne gativ e. This is a good approximation on the scales of
ndividual star-forming clouds (Grisdale et al. 2017 ), but on larger
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cales it is possible that feedback could in some circumstances be 
ositive, triggering the compression of gas and the onset of star
ormation somewhere else in the galaxy (Shore 1981 ). However, 
xploring the effect of feedback on these scales lies far outside of the
cope of this paper. 

The simplest explanation for the difference between our study and 
he results of W17 is the different star formation criteria applied 
n the two approaches. W17 moti v ate their adoption of a simple
ensity or mass-to-flux ratio threshold on the grounds of the limited 
esolution of their simulations (smallest cell size 
 x = 0.125 pc),
hich does not make them confident that they can resolve the small-

cale structure of the gas well enough to apply a more complicated
riterion. Our spatial resolution is much better in gravitationally 
ollapsing regions, thanks to the Jeans refinement criterion, with our 
inimum cell size becoming as small as ∼10 −4 pc shortly before sink

article formation. We therefore do a much better job of resolving 
he structure of the dense gas and can easily distinguish between 
ense gas that is gravitationally bound and star-forming and dense 
as that is not gravitationally bound. Since there is evidence that a
ignificant fraction of the dense gas produced in the collisions is not
ravitationally bound, as we have already seen in Section 3.2 , it is
herefore unsurprising that we reco v er much smaller SFRs than in
he W17 simulations, but that are much more in line with the results
ound by other studies using a sink particle based approach (Tanvir &
ale 2020 ; Dobbs, Liow & Rieder 2020 ). 
The sink particle studies mentioned here do differ in their sink

rotocols. All studies include a sink creation density threshold 
nd require the sink-forming cell (or particle) to lie at a potential
inimum. Whilst this study and Liow & Dobbs ( 2020 ) have a similar

rotocol (this study having a higher sink creation density threshold), 
anvir & Dale ( 2020 ) do not have either a gas convergence or a
oundedness check in their sink creation protocol. Instead, they opt 
or further constraints on where sinks form that required that the 
ink-forming gas is not tidally interacting with other sinks, and that 
t is capable of undergoing free-fall collapse before interacting with 
nother sink. 

The lower density threshold of Liow & Dobbs ( 2020 ) could
oncei v ably result in more sink particles forming than in our
imulation, but the factor by which the SFR is enhanced should be
naffected provided the threshold density is consistent in simulations 
ith and without collision. The same argument can be made for
anvir & Dale ( 2020 ): we would again expect their comparison of
FRs between colliding and non-colliding runs to be meaningful, 
ince their protocol is consistent across the simulations. 

The differences in the sink creation protocol has scope to yield 
ignificant differences in the SFR enhancement across the studies, 
et it has not. This suggests that the active accretion onto sink
articles limits the enhancement in the SFR with GMC collisions 
n comparison to fixed mass star particles. 

That all said, we stress that this remains merely our most plausible
ypothesis for the difference in outcomes. To confirm, this would 
equire us to carry out simulations similar to the ones presented here
ut using exactly the same star formation prescription as in W17 ,
s well as simulations with the same initial conditions as Tanvir &
ale ( 2020 ) and Liow & Dobbs ( 2020 ), a task which is outside of

he scope of our current study. 
It should also be noted that the use of star particles in the

ontext of molecular cloud/GMC-scale star formation is uncommon. 
revious works looking at colliding clouds or flows mostly use 
 sink particle based prescription for star formation (for example 
anvir & Dale 2020 ; Dobbs et al. 2020 ; Dobbs & Wurster 2021 ). A
tar particle approach is more commonly used in galaxy-scale and 
arger simulations where individual GMCs are at best barely resolved. 
n these scales the justification for a probabilistic approach to star

ormation is acceptable as the gravitationally bound cores within 
MCs are not resolved and the GMCs themselves are not necessarily
ravitationally bound (e.g. see Dobbs, Burkert & Pringle 2011 ). 

.1.2 Treatment of chemistry and cooling 

lthough we consider the difference in the star formation algorithm 

o be the most likely cause of the difference between our results and
hose of W17 , it is worthwhile examining whether the difference in
ur chemical and thermal treatment may also play a role here. As
reviously mentioned, in our simulations, we use a modified version 
f the Gong et al. ( 2017 ) chemical network, together with the atomic
nd molecular cooling function described in Clark et al. ( 2019 ).
n the other hand, W17 make use of the GRACKLE library (Smith

t al. 2017 ). The chemical networks provided in GRACKLE allow one
o model the non-equilibrium chemistry of hydrogen (including H 2 

ormation and destruction), but do not account for the chemistry of
etals such as carbon or oxygen. To account for heating and cooling

ue to metals, GRACKLE uses a table-based approach: the rele v ant
ates are interpolated from a set of tables in which the rates are given
s a function of density, temperature, and (optionally) metallicity. 
RACKLE includes several sets of tables computed using the CLOUDY 

hotodissociation region (PDR) code (Ferland et al. 1998 ), but also
llows the user to supply their own. W17 make use of this latter
ption, using a set of cooling tables generated by Wu et al. ( 2015 )
sing the PyPDR code (Bruderer 2019 ). 
The impact of this difference in approach can be seen if we com-

are the temperature distribution of the dense gas in our simulations
shown in Fig. 12 ) with the temperature distribution of the star-
orming gas in the W17 simulations (shown in their fig. 6). We find
hat most of the dense gas in our simulations has a temperature in the
ange 5 < T < 20 K, with a small tail in the distribution extending
p to ∼100 K. We also find that there is no clear difference in the
emperature distribution of the dense gas between the colliding ( v rel 

 0 km s −1 ) and the stationary ( v rel = 0 km s −1 ) clouds. On the other
and, W17 reco v er a somewhat broader temperature distribution, 
o v ering the range 10 < T < 40 K in their non-colliding runs
MNRAS 519, 4152–4170 (2023) 
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Figure 13. Volume-weighted temperature-density phase diagram for v rel = 0 km s −1 (left-hand panel) and v rel = 15 km s −1 (right-hand panel), shown for the 
snapshot immediately prior to the formation of the first sink particle. The dashed vertical line is the initial density of the clouds and the dotted vertical line is 
the density abo v e which we consider the gas to be dense. The impact of v rel on the temperature distribution is small, owing to the short cooling time of the gas. 
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nd extending up to ∼100 K in the colliding runs. This broader
emperature distribution may be a consequence of the stronger UV
eld adopted in their calculation – they assume G 0 = 4, compared

o G 0 = 1.7 here – or may be due to some other aspect of the way
n which cooling is treated in the two sets of simulations. Whatever
he reason, it is clear that the difference in temperature distributions
annot explain the different SFRs recovered in the simulations: the
ense gas in our simulations is colder on average than that that
n the W17 models and hence has less thermal support, meaning
hat it should be more likely to form dense regions and then stars,
ather than less likely. Fig. 13 demonstrates this point by showing the
emperature-density distribution of the gas in the simulations with
 rel = 0 km s −1 and v rel = 15 km s −1 at the snapshot just before
ink formation. We see that the phase diagram is similar in both
imulations, although there is more dense gas in the run with v rel =
5 km s −1 . If the difference between the simulations were due solely
o the difference in the temperature distributions, we would expect
o find a higher SFR in our simulations than in W17 , which is the
pposite of what we actually see. 

.2 Do cloud collisions trigger star formation? 

here is growing observational evidence, summarized recently by
ukui et al. ( 2021 ), that the formation of massive stars is often as-
ociated with molecular clouds that show signs of having undergone
 CCC. This suggests that collisions are generally the cause of the
ormation of the massive stars, i.e. that they would not have formed
n the absence of the collision. Unfortunately, observational studies
f this issue have an obvious drawback: they can only tell us what
id happen, not what would have happened had the situation been
ifferent. Simulations, on the other hand, allow us to directly compare
he outcome with or without a collision, or with different parameters
or the collision, enabling us to better understand the extent to which
he collision actually triggers star formation. 

In the work presented here, we have insufficient dynamical range
o follow the formation of individual stars, and so we cannot directly
ddress the question of whether the collision makes massive star
ormation more likely. Ho we ver, we can explore the more general
uestion of whether star formation o v erall is triggered by the collision
etween our simulated clouds. Here, the lesson of the simulations is
omewhat mixed. It is clear from the fact that star formation occurs in
NRAS 519, 4152–4170 (2023) 
ur v rel = 0 km s −1 control run that the cloud collision is not required
n order for the clouds to begin forming stars, i.e. the collision does
ot trigger star formation in the sense that the clouds would otherwise
emain starless. That said, the fact that star formation begins earlier
n the colliding clouds and proceeds at a slightly higher rate are both
ndicative of the collision having a positive effect o v erall on the star
ormation efficiency of the cloud. It is possible that this enhancement
f star formation would eventually be lost if we were to simulate the
louds for a much longer period. Conversely, it is also possible that
he difference in efficiency would persist, particularly if the cloud
ifetime is short. Ultimately, resolving this will require simulations
hat follow the evolution of the clouds for much longer periods that
o v er the long-scale collapse of the cloud, beyond the initial collision,
nd that also accounts for the stellar feedback processes responsible
or dispersing them. Ho we ver, this is outside of the scope of our
urrent study. 

 C O N C L U S I O N S  

n this paper, we presented the results of a series of simulations
f the collision of two magnetized molecular clouds with mean
ydrogen nuclei number densities n ∼ 80 cm 

−3 embedded in a warm,
iffuse intercloud medium. In our simulations, we varied the relative
elocity of the clouds, the inclination of the magnetic field relative
o the collision axis, and the level of Jeans refinement adopted, and
nvestigated the impact that these variations have on the resulting
FR. We found that that the different conditions caused star formation

o occur at different times but that once star formation had begun,
he subsequent evolution of the SFR was very similar in all of the
imulations. Colliding clouds appear to form stars at a faster rate than
louds that do not collide, suggestive of some degree of triggering
f star formation, but the difference in the SFRs is around a factor
f two to three, in line with the results reported by Tanvir & Dale
 2020 ) but much smaller than the order of magnitude increase found
y Wu et al. ( 2017 ). 
We further investigated the virial parameter of regions of gas

round potential minima in our simulations, and how these virial
arameters depend on the collisional velocity between the clouds.
e found that the virial parameters in the potential minima were

igher for the higher collisonal velocities, especially in the high-
ensity, post-shocked gas, with higher amounts of turbulence in the
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ense gas. Although the higher collision velocity simulations are 
ound to create more high-density gas, our analysis demonstrates 
hat much of this gas is not gravitationally bound, which explains 
hy the correlation between collision velocity and SFR is so weak. 
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Table A1. List of collisional chemical reactions included in our chemical 
network. 

No. Reaction Notes Refs. 

1 H + e − → H 

+ + e − + e − 1 
2 H 

+ + e → H + γ 2 
3 He + + H 2 → H 

+ 
2 + He 3 

4 He + + H 2 → H 

+ + H + He 3 
5 H 2 + e − → H + H + e − Not in 2017 4 
6 H 2 + H → H + H + H Different rate 5, 6, 7 
7 H 2 + H 2 → H + H + H 2 Different rate 8, 9 
8 H 

+ 
2 + H 2 → H 

+ 
3 + H Different rate 10 

9 H 

+ 
2 + H → H 2 + H 

+ 11 
10 H 

+ 
3 + e − → H + H + H 12 

11 H 

+ 
3 + e − → H 2 + H 12 

12 He + e − → He + + e − + e − Not in 2017 1 
13 He + + e − → He + γ Different rate 13, 14 
14 C 

+ + H 2 → CH x + H 15, 16 
15 C 

+ + H 2 + e − → C + H + H 15, 16 
16 C + H 2 → CH x + γ Not in 2017 17 
17 C + H 

+ 
3 → CH x + H 2 18 

18 C 

+ + e − → C + γ Different rate 14, 19 
19 C + e − → C 

+ + e − + e − Not in 2017 20 
20 O 

+ + H → O + H 

+ 21 
21 O + H 

+ → O 

+ + H 21 
22 O 

+ + H 2 → OH x + H 16 
23 O 

+ + H 2 + e → O + H + H 16 
24 O + H 

+ 
3 → OH x + H 2 22 

25 O + H 

+ 
3 + e − → H 2 + O + H 22 

26 C 

+ + OH x → HCO 

+ 16 
27 C + OH x → CO + H 23 
28 CH x + He + → C 

+ + He + H Not in 2017 17, 24 
29 CH x + H → H 2 + C 15 
30 CH x + O → CO + H 15 
31 OH x + H → O + H 2 Not in 2017 24, 25 
32 OH x + O → O + O + H 26 
33 OH x + He + → O 

+ + He + H 15 
34 CO + H 

+ 
3 → HCO 

+ + H 2 27 
35 CO + He + → C 

+ + O + He Different rate 28 
36 CO + H → C + OH x Not in 2017 29 
37 HCO 

+ + e − → OH x + C Not in 2017 30 
38 HCO 

+ + e − → CO + H 30 
39 Si + + e − → Si + γ Different rate 31 
40 Si + e − → Si + + e − + e − Not in 2017 20 

References: 1: Janev, Langer & Evans ( 1987 ); 2: Ferland et al. ( 1992 ); 3: Barlow 

( 1984 ); 4: Trevisan & Tennyson ( 2002 ); 5: Mac Low & Shull ( 1986 ); 6: Lepp & 

Shull ( 1983 ); 7: Martin, Schwarz & Mandy ( 1996 ); 8: Martin, Keogh & Mandy 
( 1998 ); 9: Jacobs, Giedt & Cohen ( 1967 ); 10: Linder, Janev & Botero ( 1995 ); 11: 
Karpas, Anicich & Huntress ( 1979 ); 12: McCall et al. ( 2004 ); 13: Hummer & 

Storey ( 1998 ); 14: Badnell ( 2006 ); 15: Wakelam et al. ( 2010 ); 16: Gong et al. 
( 2017 ); 17: Prasad & Huntress ( 1980 ); 18: Vissapragada et al. ( 2016 ); 19: Badnell 
et al. ( 2003 ); 20: Voronov ( 1997 ); 21: Stancil et al. ( 1999 ); 22: Fit by 2017 to 
de Ruette et al. ( 2016 ); 23: Zanchet et al. ( 2009 ); 24: McElroy et al. ( 2013 ) 25: 
Tsang & Hampson ( 1986 ); 26: Carty et al. ( 2006 ); 27: Kim, Theard & Huntress 
( 1975 ); 28: Petuchowski et al. ( 1989 ); 29: Mitchell ( 1984 ); 30: Geppert et al. 
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Table A2. List of grain surface, cosmic ray, and photochemical reactions 
included in our chemical network. 

No. Reaction Notes Refs. 

41 H + H + gr → H 2 + gr Different rate 1 
42 H 

+ + e − + gr → H + gr Different rate 2 
43 C 

+ + e − + gr → C + gr Different rate 2 
44 He + + e − + gr → He + gr Different rate 2 
45 Si + + e − + gr → Si + gr Different rate 2 
46 H + cr → H 

+ + e − 3 
47 H 2 + cr → H 

+ 
2 + e − 3 

48 H 2 + cr → H + H 

+ + e − Not in 2017 4 
49 H 2 + cr → H + H Not in 2017 4 
50 He + cr → He + + e − 4 
51 C + cr → C 

+ + e − 4 
52 CO + cr + H → HCO 

+ + e − 5 
53 C + γcr → C 

+ + e − 6 
54 CO + γcr → C 

+ + e − 6 
55 Si + γcr → Si + + e − 6 
56 C + γ → C 

+ + e − 6 
57 CH x + γ → C + H 5,6 
58 CO + γ → C + O 6 
59 OH x + γ → O + H 5,6 
60 Si + γ → Si + + e − 7 
61 H 2 + γ → H + H 8 

Note . The primary cosmic ray ionization rate of atomic hydrogen is a free parameter 
in our chemical model and the value we select for this in our simulations is 
discussed in the main text. The total (primary plus secondary) rate for H (reaction 
46), as well as the total cosmic ray ionization rates of H 2 , He, C, CO, and Si 
(reactions 47–55), are scaled relative to this value using scaling factors derived 
from the cited references. 
References: 1: Hollenbach & McKee ( 1979 ); 2: Weingartner & Draine ( 2001 ), 
modified as described in the text; 3: Glassgold & Langer ( 1974 ); 4: McElroy et al. 
( 2013 ); 5: Gong et al. ( 2017 ); 6: Heays, Bosman & van Dishoeck ( 2017 ); 7: van 
Dishoeck ( 1988 ); 8: Draine & Bertoldi ( 1996 ). 
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ncludes several reactions not included in their network, denoted 
n the tables as ‘Not in 2017 ’. In addition, for some reactions, we
ave adopted a different rate coefficient from the one listed in 2017 ;
hese are also indicated in the Table, with the note ‘Different rate’.
eactions with no attached note are treated exactly the same as in
017 . Below, we discuss the rationale for the differences between 
ur network and the original 2017 network. For the most part, these
ifferences are to make the network more robust when applied to 
hysical conditions outside of the range considered by 2017 and 
ave little impact on its behaviour in the typical PDR conditions that
ere the main focus of their study. 

eactions in our network that are not in 2017 

eactions 5, 12, 19, & 40 

hese reactions – the collisional dissociation of H 2 by electrons 
nd the collisional ionization of He, C, and Si – were neglected 
y 2017 because they are unimportant at typical PDR temperatures. 
o we v er, the y can become important in hot shocked gas with T 

0 4 K, and we include them to ensure that the chemical network
ehaves reasonably at these high temperatures. 

eaction 16 

he formation of CH x – a pseudo-molecule that represents light 
ydrocarbons such as CH, CH 2 , CH 

+ etc. – by radiative association 
f atomic carbon and H 2 is neglected by 2017 because it is a
low process and in typical Milky Way conditions is unimportant 
ompared to CH x formation via the reaction of C and H 

+ 

3 (reaction
7). Ho we ver, the abundance of H 

+ 

3 , and hence the rate of reaction
7, depends sensitively on the cosmic ray ionization rate, and so
eaction 16 can become important in conditions where this is much
maller than the typical Milky Way value. 

eaction 28 

n neutral gas, this reaction is unimportant compared to reaction 29.
t is included here to ensure that an appropriate loss route exists for
H x in very highly ionized gas. For the rate coefficient, we use the
 alue gi ven by McElroy et al. ( 2013 ) for the reaction 

H + He + → C 

+ + He + H , 

hich comes originally from Prasad & Huntress ( 1980 ). 

eaction 31 

his reaction is unimportant compared to reaction 32 at temperatures 
ower than 500 K, but quickly becomes dominant at higher temper-
tures, given a sufficient supply of hydrogen atoms. It is therefore
ot important in typical PDR conditions but can become important in
hocks. For the rate coefficient, we adopt the value given by McElroy
t al. ( 2013 ) for the reaction 

H + H → O + H 2 , 

hich is based on Tsang & Hampson ( 1986 ). 

eaction 36 

his reaction has a substantial acti v ation energy ( E / k ∼ 78 000 K) and
s therefore unimportant in typical PDR conditions. Ho we ver, it can
ecome important in hot, shocked gas. In particular, we have found
hat if strong shocks occur in gas with high A V , CO can persist in the
as up to artificially high temperatures of > 10 4 K if this reaction is
ot included. 

eaction 37 

s 2017 note in their appendix A, the destruction of HCO 

+ is
ominated by the reaction HCO 

+ + e − → CO + H (reaction 38
bo v e). Ho we ver, although CO and H are the most likely products of
he dissociative recombination of HCO 

+ , roughly 8 per cent of the
ime this process instead yields C and OH (Geppert et al. 2005 ). We
nclude this outcome here for completeness. 

eactions 48 & 49 

lthough interactions between high energy cosmic rays and H 2 

olecules primarily produce H 

+ 

2 ions (reaction 47), a small fraction 
f the time the outcome can instead be a hydrogen atom, a proton,
nd an electron (reaction 48) or two hydrogen atoms (reaction 49).
hese outcomes were neglected by 2017 but we include them here

or completeness. 

eactions with different rate coefficients 

eactions 6 & 7 

e use the same low-density limits for the rates of these reactions as
n 2017 , and the same expression for the H 2 critical density. Ho we ver,
MNRAS 519, 4152–4170 (2023) 
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e use slightly different expressions for the high-density limits: 2017
ollow Lepp & Shull ( 1983 ) and Shapiro & Kang ( 1987 ) for reactions
 and 7, respectively, whereas we use the e xpression giv en by Martin
t al. ( 1996 ) for the high-density limit of reaction 6 and adopt a value
ight times smaller than this for reaction 7, following Jacobs et al.
 1967 ). At densities below the H 2 critical density ( n ∼ 10 4 cm 

−3 ),
e therefore reco v er the same behaviour as in 2017 , and we also find
ood agreement between the different treatments in hot ( T > 6000 K),
igh-density gas. The only significant difference comes in cool dense
as, where the Lepp & Shull ( 1983 ) expression overestimates the H 2 

ollisional dissociation rate. Ho we ver, gi ven the small size of this
ate at these temperatures, this difference is likely only of minor
mportance. 

eaction 8 

e adopt the rate coefficient for this reaction given in Stancil, Lepp &
algarno ( 1998 ), which is their fit to cross-section data from Linder

t al. ( 1995 ). 2017 also cite Linder et al. ( 1995 ) as the source of their
ate coefficient, but their expression is ∼27 per cent larger than the
ne given in Stancil et al. ( 1998 ). The source of this discrepancy is
nclear. Ho we ver, in practice, it is unlikely to be important as this
eaction is never the rate-limiting step for the formation of H 

+ 

3 . 

eaction 13 

017 assume case B for the radiative recombination of He + and use
 reaction rate coefficient from Glo v er et al. ( 2010 ) that is a fit to the
alues tabulated by Hummer & Storey ( 1998 ). Our treatment differs
rom this in two respects. First, in addition to radiative recombination,
e also account for dielectronic recombination of He + , using a rate

oefficient from Badnell ( 2006 ). Secondly, although we assume the
n-the-spot approximation applies, we do not assume pure case B
ecombination for He + , which would be valid only in a gas consisting
f pure helium. Instead, we follow Osterbrock ( 1989 ) and account for
he fact that some of the photons produced during the recombination
f He + are absorbed by atomic hydrogen rather than He. (A more
etailed discussion of how this is done can be found in Glo v er &
appsen 2007 ). 

eaction 18 

s in 2017 , we adopt a rate coefficient for C 

+ recombination that
s the sum of two contributions: one corresponding to radiative
ecombination, taken from Badnell ( 2006 ), and one corresponding
o dielectronic recombination, taken from Badnell et al. ( 2003 ). In
he expression that they use for the dielectronic recombination rate,
017 retain only the first three terms, which is sufficient at low
emperatures but which leads to inaccuracies at high temperatures ( T

10 4 K). In our implementation of this rate, we instead retain all
f the terms from the expression given by Badnell et al. ( 2003 ). 

eaction 35 

017 adopt a temperature-independent rate for this reaction from
nicich & Huntress ( 1986 ), whereas we adopt the temperature-
ependent value proposed by Petuchowski et al. ( 1989 ). In practice,
here is very little difference between these two values at typical PDR
emperatures. 
NRAS 519, 4152–4170 (2023) 

t  
eaction 39 

017 adopt a rate coefficient for this reaction that they credit to
cElroy et al. ( 2013 ) but that derives originally from Pequignot &
ldrov andi ( 1986 ). Ho we ver, this fit is formally valid only in the

emperature range 10 < T < 1000 K. Moreo v er, it only accounts for the
ontribution from radiative recombination, and not the dielectronic
ecombination term that dominates at high temperatures. We adopt
nstead a rate from Nahar ( 2000 ) that accounts for both processes. 

eaction 41 

017 adopt a constant value of 3 × 10 −17 cm 

3 s −1 for the rate
oefficient for this reaction. We instead adopt the rate coefficient
iven in Hollenbach & McKee ( 1979 ), which depends on the
emperatures of both the gas and the dust grains. 

eaction 42–45 

e follow 2017 in which we use the reaction rate coefficients given
n Weingartner & Draine ( 2001 ) for the recombination of H 

+ , C 

+ ,
e + , and Si + ions on grain surfaces (reactions 42–45), multiplied
y a factor of 0.6 to better match the results of Wolfire et al. ( 2008 ).
hese rate coefficients depend primarily on the parameter 

 = 

G 

√ 

T 

n e 
, (A1) 

here G is the local value of the ISRF in Habing ( 1968 ) units
nd n e is the electron number density. One important way in
hich our treatment differs from 2017 is in our treatment of these

ate coefficients for low values of ψ . The expressions given in
eingartner & Draine ( 2001 ) are stated to be valid only for ψ >

00 K 

1/2 cm 

3 and applying them unaltered when the value of ψ 

s smaller than this yields recombination rates that are significant
 v erestimates of the true values. To a v oid this, we simply assume
hat the rates in gas with ψ < 100 K 

1/2 cm 

3 are the same as those in
as with ψ = 100 K 

1/2 cm 

3 (cf. fig. 3 of Weingartner & Draine 2001 ).
The other main difference between our treatment and that in 2017

s that we multiply the grain surface recombination rates by an
dditional factor of exp ( − T /34 000). This is to ensure that the
ecombination rates fall rapidly to zero in very hot gas, in conditions
here we expect that in reality the dust would be quickly destroyed
y sputtering. This modification would not be necessary if we were
sing a more sophisticated treatment of dust evolution that accounted
or this effect (see e.g. McKinnon et al. 2017 ), but this is a topic for
uture work. 

PPENDI X  B:  POST-COLLISION  MAGNET IC  

IELD  

ere, we illustrate how the magnetic field is warped in the process
f the collision of the clouds. Figs B1 and B2 show images of
he magnitude and z-component of the magnetic field, respectively,
hich have been convolved with the x - y components of magnetic
eld via line integral convolution (LIC; Cabral & Leedom 1993 ).
his is done to give indication of the direction of the magnetic field

n the x - y plane. 
We noted in Section 3.1 that an early onset of star formation is

bserved for a magnetic field inclination of θ = 0, i.e. a field that is
nitially parallel to the collision axis. In this case, the magnetic field
s not compressed during the collision and hence does not hinder
he collision process. This can be seen clearly in the central panels
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Figure B1. Maps of the magnetic field strength of the simulations carried out at t = 2.40 Myr. LIC is used on the map to indicate the direction of the magnetic 
field in the x –y plane. 
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f Figs B1 and B2 , where the pattern of the map generated by the
IC lies predominantly parallel to the x -axis. Only at the site of the
ollision is the magnetic field distorted, owing to the local collapse
f the gas. 
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Figure B2. Same as Fig. B1 but for the z component of the magnetic field. 
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