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Abstract: This study explores the effectiveness and user experience of different interaction methods
used by individuals with dysarthria when engaging with Smart Virtual Assistants (SVAs). It focuses
on three primary modalities: direct speech commands through Alexa, non-verbal voice cues via
the Daria system, and eye gaze control. The objective is to assess the usability, workload, and user
preferences associated with each method, catering to the varying communication capabilities of
individuals with dysarthria. While Alexa and Daria facilitate voice-based interactions, eye gaze
control offers an alternative for those unable to use voice commands, including users with severe
dysarthria. This comparative approach aims to determine how the usability of each interaction
method varies, conducted with eight participants with dysarthria. The results indicated that non-
verbal voice interactions, particularly with the Daria system, were favored because of their lower
workload and ease of use. The eye gaze technology, while viable, presented challenges in terms of
the higher workload and usability. These findings highlight the necessity of diversifying interaction
methods with SVAs to accommodate the unique needs of individuals with dysarthria.
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1. Introduction

Smart virtual assistants (SVAs) are transforming how we interact with Internet of
Things devices and electronic services hosted on or accessed through such devices. These
devices utilize natural language processing as a means to support interaction. They can be
integrated into cell phones or operating systems (e.g., Siri on iOS devices or Cortana on
Windows) or exist as standalone devices, such as Google Home and Amazon Alexa [1,2].

Users can employ these devices to perform various tasks [3–5], such as controlling
smart homes by adjusting lights or turning on and off appliances or retrieving information
by inquiring about the news, traffic, or weather. Interacting with SVAs through natural lan-
guage can be beneficial for a variety of groups of people. For instance, those who have low
technical literacy may find it simpler to interact with such devices [6]. In addition, people
who have a disability can also benefit; for example, individuals who have limited mobility
can control their homes using their voices [7], and those who have visual impairments or
limited dexterity can interact with an SVA without the need for an intermediary device [8].

However, not all people who have a disability can use SVAs [9]. For example, people
who have speech impairments may face difficulty using these devices [10–12] given that
they are designed and trained to understand non-impaired speech. Indeed, the difficulty in
using such devices increases with the severity of the speech impairment [13]. Providing
access to SVAs can greatly improve the well-being of affected individuals by offering them
independence [14], a means of communication [15], social inclusion [16], and safety [17].
Multiple modalities (beyond speech and voice) are needed to interact with and use SVAs.
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One such approach involves the use of augmentative and alternative communication
(AAC) systems [18]. These systems assist people who have speech difficulties to convey
their messages using alternative methods, such as a keyboard, mouse, joystick, or other
suitable interfaces on a tablet [19]. AAC systems encompass a range of technologies
designed to aid communication, especially for individuals who have speech or language
difficulties. These technologies include symbol- or text-based systems, speech-generating
devices, and computer-based applications [20,21]. In addition, eye gaze technology enables
users to control an AAC device connected to a voice user interface simply by directing their
gaze [22].

Prior studies have significantly contributed to the understanding of assistive technolo-
gies’ usability and workload. For example, Pasqualotto et al. [23] compared access technolo-
gies, highlighting the need for user-friendly and low-workload solutions for individuals
who have severe motor impairments. Similarly, other studies [22] have demonstrated their
potential in enhancing smartphone authentication and smart home control for users who
have disabilities using eye gaze interaction. These insights emphasize the necessity of
designing human–computer interaction (HCI) technologies that are not only accessible but
also align with the users’ cognitive and physical capabilities.

In this study, we focus on dysarthria, a neurological motor speech impairment that
hinders proper speech production, causing slow and weak speech muscle movements
that lead to poor articulation, difficulty coordinating breathing and speaking, and low
speech intelligibility. Furthermore, dysarthria is often accompanied by physical disabilities,
leading to limitations in interactions with assistant devices [15,24].

This article aims to compare the usability of various interaction methods:

(i) Direct speech commands through Alexa (version 2.2). Alexa is a widely known hands-
free smart voice assistant device developed by Amazon [25]. Choosing Alexa was
informed by its status as the most widely used device globally for natural language
processing and voice-activated assistance [26]. It operates primarily through speech
recognition and natural language processing to understand and respond to voice
commands (voice commands as input and voice replies or actions performed as
output). This interaction method involves using speech, in which users directly send
commands to the SVA by uttering a sentence command, for example, “Alexa, what is
the weather today?”

(ii) Nonverbal voice cues through the Daria system [15,27]. We refer to this system
as ”Daria”, an easy to pronounce name. Further, all the letters from Daria are in
“DysARthrIA” and in the same order. This choice was informed by emerging re-
search indicating the potential of nonverbal vocalizations in enhancing interaction
for individuals who have speech impairments [15,27]. Daria is a custom-developed
system that allows for interaction with SVAs by using nonverbal voice cues, offering
a more straightforward, shorter, and less fatiguing alternative to traditional speech
commands. For example, users can simply make the sound /A/ (“aaa”) to turn on
lights, which is significantly simpler than uttering complex sentences such as “Alexa,
turn on the lights”. Daria is programmed using five distinct nonverbal voice cues,
each mapped to a specific action. This mapping includes /A/ for lights, /i/ for news,
/N/ to initiate a call, humming for music, and /u/ for weather updates. This design
ensures ease of control and enhanced accessibility, particularly for users who have
severe dysarthria, allowing them to perform a variety of tasks using minimal effort.
Prior studies have been conducted on the design of Daria [15,27], underscoring its
primary goal of empowering individuals who have dysarthria. The system’s design
involved collaboration with individuals diagnosed with dysarthria, ensuring that
Daria is sensitively and effectively attuned to their specific communication challenges
and preferences.

(iii) Eye gaze control. This method employs eye gaze control by which users control a
tablet connected to the SVA using only their eyes.
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These methods were chosen for their potential to accommodate the varying commu-
nication capabilities of individuals who have dysarthria, ensuring a broad and inclusive
approach to interaction with SVAs. Understanding the strengths and limitations of each
method enables us to enhance and optimize these technologies. Usability measures for
each modality were assessed according to the International Organization for Standard-
ization (ISO), which defines usability as the “extent to which a product can be used by
specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a
specified context of use” [28]. Furthermore, the workload required for each interaction was
also evaluated.

Finally, this study aimed to evaluate and compare the usability of voice commands,
nonverbal voice cues, and eye gaze interactions for individuals who have dysarthria.
By doing so, it sought to offer comprehensive insights into the most effective and user-
friendly methods of interaction for this population, thus contributing to the development
of more accessible and efficient communication technologies.

2. Background

Individuals who have dysarthria interact with voice technologies differently than
those who do not have speech disorders. The primary issue in this interaction is the
performance of these systems, which tends to deteriorate for people who have dysarthria,
worsening as the severity of the condition increases. Prior studies have indicated that
these commercial devices require further improvements to better accommodate users who
have dysarthria [13,19,29,30]. One primary challenge lies in their accuracy, particularly in
understanding commands issued with dysarthric speech. Variability in volume and pitch
adds another layer of complexity [19,31]. For example, fluctuations in volume and pitch
within a single word or sentence can confuse these systems, making it difficult to accurately
capture the intended command [32]. Moreover, these devices may time out before the
user finishes speaking [19,31]. Another issue arises owing to the unique characteristics of
dysarthric speech, which often includes breaths between syllables. Current devices struggle
to handle this as a form of input [30].

As an alternative to verbal interactions, another technique that aligns with the capa-
bilities of users who have dysarthria has been suggested. This alternative involves using
nonverbal voice cues for interaction [15,27]. In interviews conducted with 19 participants
who had dysarthria [15], it was found that this method of interaction was well accepted
by the individuals. This acceptance reflected their willingness and interest in using any
potential mode of interaction that may streamline their experience. A pilot study testing
nonverbal voice cues focused on system design and the memorability aspects of usability.
The findings indicated that the participants could effectively recall the nonverbal cues after
a period and such cues could be a viable alternative to traditional verbal commands.

Although SVAs are controlled mainly through voice, it has been suggested that they
could also be controlled through other modalities to overcome the challenges faced by
people who have dysarthria [12]. This study evaluates interactions with SVAs using eye
gaze interaction, because people who have dysarthria usually do not suffer from issues
with eye movement or visual impairment, so using eye gaze technology is an appropriate
practical option [33]. Eye gaze technology works by tracking eye movement to determine
the eye gaze position, enabling users to perform a variety of actions. For example, such a
device could allow a user to turn on a light by looking at a “light” button. This could occur
through detecting dwell time or blinking, depending on the eye tracking device setting.

To date, there is a relatively small body of literature concerned with the usability of
eye gaze systems when used by people who have speech impairments in general and
dysarthria specifically [34–36]. Donegan [37] investigated some aspects of usability by
exploring user satisfaction and how eye gaze can affect the quality of life for people who
have disabilities. The study found that users were satisfied with the use of eye gaze and
it had a positive impact on their daily life. Work by Najafi [38] also evaluated the use
of eye gaze devices. In addition to obtaining user feedback about the use of the device,
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it evaluated the issues that may arise and the adjustments that were required to allow
for efficient use. Hemmingeeon and Borgestig [34] used surveys to assess the usability
of eye gaze technology for people who have physical and communication impairments.
The findings showed that most of the participants were satisfied with using eye gaze to
control computers and it was efficient to use.

3. Methods

Dysarthria’s unique communication challenges necessitate the exploration of alter-
native methods for interacting with SVAs. Given the variable severity of dysarthria, it
was imperative to evaluate various interaction methods to determine their effectiveness
across this spectrum. Each method represented a distinct mode of interaction, providing
valuable insights into which modes are most accessible and user friendly for people who
have varying degrees of speech impairment.

In this study, we measured several key attributes to assess the interaction methods,
including the usability, effectiveness, satisfaction, and workload:

• The usability attribute measured the user’s ease and efficiency in interacting with the
system. This was measured by the system usability scale (SUS), a widely used tool
for testing usability [39] that has been used across various domains, including the
usability of SVAs [40–44]. This survey comprises 10 questions rated on a 5-point Likert
scale that ranges from strongly disagree to strongly agree.

• The effectiveness attribute measured the user’s ability to complete a task (task success
rate) [28]. The task was considered successful if the SVA successfully replied to or
performed the command requested. The success was recorded during the study and
confirmed by video recordings. Although the SUS provides subjective user feedback,
the effectiveness attribute offers objective concrete data on how well a system performs
in achieving its intended tasks [45] and many studies have used it in combination
with the SUS [45–48].

• The preference for each system was evaluated through direct feedback from a post-
study interview, which focused specifically on system preference as an indicator of
satisfaction [49]. This approach complemented the other measures and provided a
deeper understanding of the user feedback.

• The workload identified the effort required to perform a task. This was measured
using the NASA Task Load Index (NASA-TLX) questionnaire [50], which contained
six questions focusing on mental demand, physical demand, temporal demand, per-
formance, effort, and frustration level. Using this measure was particularly crucial for
individuals who have dysarthria and often experience rapid fatigue. By employing the
NASA-TLX, we aimed to gain a deeper understanding of the workload implications
for this specific user group [41,44,51].

3.1. Participants

Eight participants who had dysarthria participated in this study. All the participants
were patients at Sultan Bin Abdulaziz Humanitarian City. Participants were adults whose
ages ranged from 18 to 65 years. None of the participants had cognitive issues, ensuring
that their responses and interactions with the systems were solely influenced by their
dysarthria condition. The severity of dysarthria for these individuals was provided by their
speech and language therapists. To maintain consistency and reliability across assessments,
all therapists employed the same standardized assessment known as the “Motor Speech
Assessment”. Although all participants had experience using voice technologies, none had
prior exposure to the Daria system or eye tracking systems. Table 1 provides details about
the participants.
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Table 1. Participants details.

Participant Gender Severity Age Range Diagnosis

P1 Male Mild 25–44 Traumatic brain injury
P2 Male Mild 45–65 Stroke
P3 Female Mild 25–44 Cerebral palsy
P4 Male Moderate 45–65 Spinal cord injury
P5 Male Moderate 25–44 Traumatic brain injury
P6 Male Severe 25–44 Stroke
P7 Male Severe 25–44 Traumatic brain injury
P8 Male Severe 18–24 Traumatic Brain Injury

3.2. Setup and Equipment

The study occurred in a clinic at the medical city. To test verbal interactions, we
used Alexa on a cell phone, primarily because it supported the Arabic language and
all participants were Arabic speakers. To test nonverbal voice interactions, we employed
the Daria system. Finally, to test eye gaze interactions, we used Tobii Eye Tracker 4C,
an off-the-shelf eye tracker from a leading eye tracking company [52]. Tobii Eye Tracker 4C
is compatible with Windows PCs and easy to use. The tracker was magnetically affixed
to the bottom of the laptop screen. For the eye tracking interactions, the key components
were the eye tracker device and a HTML web page containing buttons, each of which
represented a command. This page was connected to Raspberry Pi through the RabbitMQ
message broker. The user interface of this HTML page was designed in accordance with
guidelines that recommended large buttons to ensure ease of selection and interaction [53].

During the study, participants were asked to instruct the devices to perform five tasks:
turn on the lights, play music, play the news, call someone, and ask about the weather.
These tasks were selected because they were the most commonly used by individuals who
had dysarthria, as indicated in [15]. First, participants verbally asked Alexa to perform
these five tasks. The order of the tasks was randomized and varied for each participant.

Next, participants switched to Daria and gave commands using nonverbal voice
cues. Given that participants were less familiar with this system, we provided a brief
description of Daria and introduced the commands for the expected actions (the same as
those for Alexa).

Finally, participants tested the eye gaze system. When they used the eye tracker, a bar
containing buttons appeared at the top of the screen, as shown in Figure 1. A red circle,
functioning as a cursor (see Figure 1), also appeared, positioned on the second item from the
left on the bar, which participants controlled using their eyes. Participants were instructed
on how to use the tracker, including identifying which buttons represented the left-click
mouse function and confirm button. The users were required to select the mouse click
button through dwell time. Once this bar disappeared, they needed to use the cursor (see
Figure 2) to choose one of the boxes, each of which represented a command, that appeared
on the screen. Once the user pointed to one of the boxes, it was highlighted, and the action
was performed.

After each of the three parts, participants completed the SUS and the NASA-TLX
questionnaire. Following completion, post-study interviews were conducted to ask about
their preference among the three systems.



Appl. Sci. 2024, 14, 1409 6 of 14

Figure 1. Eye tracker control bar. The text on the buttons appearing on the screen are as follows,
starting from the first line, first button on the left: Light, Music, Weather, News, and Call.

Figure 2. Selecting a command. The text on the buttons appearing on the screen are as follows,
starting from the first line, first button on the left: Light, Music, Weather, News, and Call.

4. Results
4.1. SUS

The SUS result for Alexa was 79.06, which, according to the SUS rating scale, is
equivalent to “Good”. For the Daria system, the score was 84.68, which is also equivalent
to “Good”. Finally, for the eye gaze system, the score was 52.81, which the evaluation only
rates as “OK”.

To compare the three approaches, a statistical analysis was conducted using the
Friedman test, which is suitable for small sample sizes and comparing the same subjects.
The results indicated that there was a significant overall difference between the options.
To better understand these differences, we conducted a pairwise statistical analysis using
the Wilcoxon test. This test revealed significant differences when comparing the eye gaze
approach with the Daria system (p = 0.011), favoring the Daria system. Moreover, there
was a significant difference between the eye gaze approach and Alexa (p = 0.011), in which
Alexa was favored. There was no significant difference between the Daria system and
Alexa. To further understand how these usability scores relate to the workload experienced
by participants during the interactions, we turn to the NASA-TLX assessment.

4.2. Workload

Given that NASA-TLX is commonly used to compare results between tasks, we used
this survey to evaluate the differences between the three systems. In this survey, a lower
score indicated less workload and effort, which translated to better results. The averages
are presented in Figure 3. Starting with the mental demand, Daria had the least demand,
followed closely by Alexa and then the eye gaze interaction, which showed a significant
difference to the other two. In terms of the physical demand, Alexa scored the lowest,
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followed by Daria, which had only a slight difference. However, the eye gaze interaction
imposed a notably higher level of demand. For the temporal demand, the pattern was
similar to that of the mental demand: Daria scored the lowest, followed by Alexa and then
the eye gaze interaction. In terms of the performance, which is how successful the user
was in accomplishing what they were asked to do, Alexa had the lowest score, then Daria,
showing a marginal difference, and the eye gaze interaction, which had a significantly
higher level of demand. Finally, considering the effort and frustration, Daria had the lowest
score, followed by Alexa and then the eye gaze interaction.

Figure 3. NASA-TLX workload.

Similar to the statistical analysis for the SUS, the Friedman test was used to determine
whether there were statistically significant differences in the workload scores across the
three interaction methods (see Table 2). The test revealed statistically significant differences
in the physical demand (p = 0.003), performance (p = 0.040), and effort (p = 0.011) whereas
no significant differences were found for the mental demand (p = 0.174), temporal demand
(p = 0.054), and frustration (p = 0.244).

Table 2. Workload—significance between the three interaction systems. Friedman’s ANOVA was
used for overall comparison. The significance level is 0.05.

Category System Mean Rank Chi-Square p-Value p-Value Assessment

Mental demand
Daria 2.25

3.50 0.174 Not SignificantEyegaze 1.63
Alexa 2.13

Physical demand
Daria 2.31

11.47 0.003 SignificantEyegaze 1.25
Alexa 2.44

Temporal demand
Daria 2.44

5.85 0.054 Not SignificantEyegaze 1.38
Alexa 2.19

Performance
Daria 2.31

6.42 0.040 SignificantEyegaze 1.44
Alexa 2.25

Effort
Daria 2.50

8.96 0.011 SignificantEyegaze 1.25
Alexa 2.25

Frustration
Daria 2.38

2.82 0.244 Not SignificantEyegaze 1.69
Alexa 1.94
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To understand the specific differences between each pair of methods, we conducted a
Wilcoxon test for the categories that had significant Friedman results (see Table 3). For the
physical demand, the pairwise comparison showed significant differences in favor of Alexa
over the eye gaze interaction (p = 0.024) and Daria over the eye gaze interaction (p = 0.025),
indicating that Daria and Alexa required less physical effort than the eye gaze method.
Similarly, for the temporal demand, significant differences were noted between Daria
and the eye gaze interaction (p = 0.020), in which Daria required less time to perform
tasks. For the performance, there was a significant difference between Daria and the eye
gaze interaction (p = 0.041). The participants found themselves to be more successful in
performing the tasks using Daria. For the effort, a significant difference was found again in
favor of Daria over the eye gaze interaction (p = 0.018), suggesting that Daria interactions
demand less effort from users. Similarly, Alexa required less effort than the eye gaze
method (p = 0.042).

These findings suggest that for individuals who have varying degrees of speech
impairment, nonverbal and verbal voice command methods (Daria and Alexa) may impose
a lower workload and be more accessible than eye gaze interaction methods. However, it is
noteworthy that no significant differences were found between Daria and Alexa, indicating
that the two voice-based interaction methods performed similarly in terms of the workload.

4.3. Task Success Rate

A successful interaction occurs when a command is executed by the SVA as requested
by the user. If the device detected the command, regardless of the number of attempts, it
was counted as a success. Given that there were five commands and eight users, the total
number of successful attempts would have been 40 if all the commands were successful for
each user. When interacting with Daria, 38 interactions were successful; for Alexa, 33 were
successful; and for the eye gaze method, 13 were successful.

4.4. Preference

The participants were asked to share their preferences across the three systems. Five
participants preferred the Daria system, citing its ability to accurately understand their
utterances and the ease of use. One participant specifically appreciated that it did not
require pronouncing challenging letters, such as “R”.

Two participants favored Alexa, including one who had moderate and one who had
mild dysarthria, explaining that they were comfortable with it and capable of articulating
words and sentences using this system. However, for some participants, using Alexa
was not preferred because continuous speech was found to be tiring, particularly for
those who had more severe forms of dysarthria in which prolonged speaking can be
physically demanding.

Meanwhile, one participant (moderate dysarthria) preferred the eye gaze interaction,
valuing the option to interact without the need to use their voice. However, two participants
(P5 and P1) reported that the eye gaze system was not their preferred choice because of the
discomfort caused by the laser from the tracker, which was uncomfortable or even painful
for their eyes. In addition, the effort required to accurately control the eye gaze system
was mentioned.

This feedback sheds light on the diverse experiences and preferences of the participants
with each interaction modality. A breakdown of the participants’ preferences and their
respective diagnoses is provided in Table 4.
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Table 3. Pairwise workload statistical analysis and significance. The significance level is 0.05.

Category System Mean p-Value p-Value Assessment

Mental demand

Daria 93.75 0.223 Not SignificantEye gaze 43.75

Daria 93.75 0.317 Not SignificantAlexa 77.08

Eye gaze 43.75 0.223 Not SignificantAlexa 77.08

Physical demand

Daria 93.75 0.025 SignificantEye gaze 52.08

Daria 93.75 0.317 Not SignificantAlexa 95.83

Eye gaze 52.08 0.024 SignificantAlexa 95.83

Temporal demand

Daria 89.58 0.020 SignificantEye gaze 64.58

Daria 89.58 0.285 Not SignificantAlexa 87.50

Eye gaze 64.58 0.205 Not SignificantAlexa 87.50

Performance

Daria 93.75 0.041 SignificantEye gaze 62.50

Daria 93.75 0.655 Not SignificantAlexa 89.58

Eye gaze 62.50 0.242 Not SignificantAlexa 89.58

Effort

Daria 95.83 0.018 SignificantEye gaze 43.75

Daria 95.83 0.564 Not SignificantAlexa 93.74

Eye gaze 43.75 0.042 SignificantAlexa 93.74

Frustration

Daria 89.58 0.068 Not SignificantEye gaze 64.58

Daria 89.58 0.461 Not SignificantAlexa 77.08

Eye gaze 64.58 0.498 Not SignificantAlexa 77.08

Table 4. Participant preferences for assistive communication systems.

Preference Participant Diagnosis

Alexa P1 Mild
P5 Moderate

Daria

P2 Mild
P3 Mild
P6 Severe
P7 Severe
P8 Severe

Eye gaze P4 Moderate

5. Discussion

This study contributes significantly to the field of HCI and the accessibility of HCI
technologies. By examining three distinct HCI methods—direct speech commands, non-
verbal voice cues via the Daria system, and eye gaze interactions—our study not only
reveals their effectiveness, usability, and participant preferences but also provides a com-
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prehensive comparison of these methods. These findings are highly valuable for future
researchers in this field and contribute to the development of more inclusive and accessible
communication technologies.

The diverse preferences expressed by the participants in our study revealed a nuanced
picture of interactions with SVAs. Our findings indicate a preference for the Daria system
among most of the participants, which is attributed to its ease of use and adeptness at
understanding commands. This preference was particularly notable among the participants
who had severe dysarthria, suggesting that Daria’s design is well suited to users who have
significant speech impairments. This finding shows how using nonverbal voice cues, which
is within users’ capabilities, aligns with Wobbrock’s principles, specifically, ability-based
design principles [54], for creating systems in accordance with the strengths and capabilities
of users, thereby enhancing accessibility. However, Alexa was preferred by the participants
who had milder forms of dysarthria, indicating its effectiveness for users who can articulate
clearer speech patterns. The eye gaze interaction was uniquely valued by a participant
who had moderate dysarthria, highlighting its potential as an alternative communication
method for those who find voice-based interaction challenging.

These preferences correlate with our findings on usability, which indicate that SVAs
that use verbal or nonverbal commands are more usable those those using eye gaze interac-
tions. This increased usability arises from the relative ease of speaking and the ability of
the device to understand speech. In addition, prior studies, such as that of [55,56], have
indicated that voice interactions are closely aligned with natural human communication
patterns. Further, users who have dysarthria prefer to use their voice to the maximum
extent. However, this finding contradicts that of [22], who found that participants rated the
usability of eye gaze interactions with SVAs as exceptional, providing an average SUS score
of 92.5. However, the limited scope of this study, which focused on a single user who had a
disability, raises questions about the generalizability of the findings. Another study, [23],
found that users who had a motor disability (but provided no information on their speech
ability) gave eye gaze interactions an average SUS score of 78.54, which is higher than our
result but lower than that of [22]. A broader participant base in future studies could offer
more comprehensive insights into the usability of eye gaze systems.

The alignment of the user preferences with usability scores in our study resonates
with the technology acceptance model [57] and the unified theory of the acceptance and
usage of technology [58]. These models emphasize the ease of use and effort expectancy
as critical factors in technology adoption. This is confirmed by our findings, in which
participants gravitated toward systems that offered a greater ease of use and less effort,
reflecting a natural inclination toward technologies that align with their individual abilities
and communication preferences.

In addition, interacting through voice is likely to be a more intuitive and natural
method [59], even for individuals who have impaired speech capabilities [56]. However, it
is important to consider the influence of the participants’ lack of prior experience with the
eye tracking device and the Daria system. None of the participants had previously used
these systems, introducing significant factors that may have affected the system usability,
including the intuitiveness required to use the system and the learning curve associated
with unfamiliar technologies [60]. Although the Daria system, which uses nonverbal voice
commands, relies on the inherent familiarity most individuals have with vocal communica-
tion, making it more intuitive, eye tracking systems may require a steeper learning curve
because of their unconventional interaction mode. Therefore, these factors may influence
the overall usability of each system for first-time users [61], underscoring the importance
of considering the novelty and intuitiveness of HCI technologies in their evaluation.

These findings are further supported by our workload results, which offer important
insights into the experience of users who have dysarthria when interacting with various
technologies. The data show that eye gaze interactions involve considerably more effort
across several dimensions. This higher level of workload suggests that although eye gaze
interactions remain a viable option for individuals who have dysarthria, especially those
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who have severe cases, the extensive demands may affect this technology’s practicality and
acceptance for long-term use. This has been noted in prior studies [62], suggesting that the
burdensome nature of eye gaze interactions may extend to other populations who have
similar challenges.

Further, the perceived effectiveness and reduced effort associated with voice-based
interactions suggest a higher likelihood of long-term acceptance and use. Their ease of
use and lower physical and mental demands position these methods as more sustainable
and practical for individuals who have dysarthria. This aligns with the broader goal of
assistive technologies, which is to enhance the quality of life through user-friendly and
efficient solutions [63]. Therefore, our findings underscore the critical need to consider the
workload and user effort as key factors in the design and implementation of HCI methods,
specifically, in terms of assistive technologies for individuals who have dysarthria.

These findings are also reflected in the success rate, which was higher for the inter-
actions that were more usable and required less effort. The participants who had varying
levels of dysarthria severity preferred using their voices to interact with the SVAs. This
finding aligns with that of [55,56], who found that users prefer using their voices as much
as possible.

Our study offers valuable insights into the interaction preferences of individuals with
dysarthria. It serves as a foundation for further research in this area. To build on these
initial findings, future studies could benefit from exploring a wider range of participant
experiences, enhancing the generalizability and depth of the research. Additionally, investi-
gating the learning curve associated with different interaction systems, especially for users
new to eye gaze technology, would provide a more comprehensive understanding of how
the user familiarity impacts effectiveness.

6. Conclusions

This study provides important contributions to the field of HCI for individuals who
have dysarthria by elucidating the effectiveness, usability, and user preferences of three
distinct interaction methods. Our findings distinctly highlight the Daria system as the
preferred interaction method for the majority of the participants, especially those who
had severe dysarthria, owing to its ease of use and effective command recognition. This
underlines the potential of nonverbal voice cues in enhancing accessibility for users who
have significant speech impairments.

However, the study revealed that the participants who had milder forms of dysarthria
favored the voice-activated systems, such as Alexa, indicating their suitability for those
who can articulate clearer speech patterns. This preference emphasizes the need for HCI
technologies to cater to varying levels of speech ability.

Furthermore, the eye gaze interaction method, although identified as more effort
intensive than the other two methods, emerged as a vital alternative for the users who
have severe dysarthria and are unable to use voice-based systems. This finding is crucial
because it highlights the importance of including diverse interaction methods in assistive
technologies to accommodate the broad spectrum of user needs.

The study’s insights into how individuals who have dysarthria interact with various
types of SVAs contribute significantly to understanding the factors influencing usability and
user experience in this domain. These insights are invaluable for guiding the development
of future technologies to better meet the diverse communication needs of individuals who
have dysarthria across the spectrum of impairment severity.
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