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WELL-POSEDNESS OF THE LENARD�BALESCU EQUATION

WITH SMOOTH INTERACTIONS

MITIA DUERINCKX AND RAPHAEL WINTER

Abstract. The Lenard�Balescu equation was formally derived in the 1960s as the fun-
damental description of the collisional process in a spatially homogeneous system of
interacting particles. It can be viewed as correcting the standard Landau equation by
taking into account collective screening e�ects. Due to the reputed complexity of the
Lenard�Balescu equation in case of Coulomb interactions, its mathematical theory has
remained void apart from the linearized setting [16, 21]. In this contribution, we focus on
the case of smooth interactions and we show that dynamical screening e�ects can then be
handled perturbatively. Taking inspiration from the Landau theory, we establish global
well-posedness close to equilibrium, local well-posedness away from equilibrium, and we
discuss the convergence to equilibrium and the validity of the Landau approximation.
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1. Introduction

In a spatially homogeneous particle system with mean-�eld interactions, the self-consistent
Vlasov force vanishes, and the particle velocity density F is predicted to satisfy to leading
order the so-called Lenard�Balescu equation,

∂tF = LB(F ), (1.1)

where the Lenard�Balescu operator is given by

LB(F ) := ∇ ·
ˆ
Rd

B(v, v − v∗;∇F )
(
F∗∇F − F∇∗F∗

)
dv∗,

with the notation F = F (v), F∗ = F (v∗), ∇ = ∇v, and ∇∗ = ∇v∗ , in terms of the collision
kernel

B(v, v − v∗;∇F ) :=

ˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇F )|2 d̄k, (1.2)

1



2 M. DUERINCKX AND R. WINTER

where V stands for the particle interaction potential and where the dispersion function ε
is de�ned by

ε(k, k · v;∇F ) := 1 + V̂ (k)

ˆ
Rd

k·∇F (v∗)
k·(v−v∗)−i0 dv∗. (1.3)

In this last expression, we recall the Plemelj formula,

1
x−i0 := lim

ε↓0
1

x−iε = p.v. 1x + iπδ(x),

where p.v. stands for the principal value. Note that the collision kernel (1.2) only makes
sense provided that this dispersion function (1.3) does not vanish, which is related to the
linear Vlasov stability of F in view of the Penrose criterion, cf. [20]. In the physically

important case of 3D Coulomb interactions, V̂ (k) = |k|−2, the integral over k in (1.2) is
logarithmically divergent at in�nity, which corresponds to the contribution of collisions with
small impact parameter, hence an appropriate cut-o� |k| ≤ 1

δ needs to be included at so-
called Landau length δ. In 1D, particle systems undergo a kinetic blocking and the Lenard�
Balescu operator is trivial (B ≡ 0): we henceforth restrict to space dimension d ≥ 2.

Equation (1.1) was �rst derived in the early 60s independently by Guernsey [12, 13],
Balescu [2, 3], and Lenard [15] as the accurate kinetic description of homogeneous plasmas
(see also [17, Appendix A]). The collision kernel (1.2) is obtained formally by resolving
the long-time e�ects of particle correlations. We refer to [9, 10, 25, 27, 19, 18] for �rst
steps towards its rigorous justi�cation; see also [4] for a discussion of the validity of the
spatial homogeneity assumption in plasma physics. At a formal level, equation (1.1) has
the following expected physical properties:

• it preserves mass, momentum, and kinetic energy,

∂t

ˆ
Rd

(
1, v, 12 |v|

2
)
F = 0; (1.4)

• its steady states are Maxwellian distributions,

LB(µβ) = 0, µβ(v) := (βπ )
d
2 e−β|v|2 , 0 < β < ∞;

• it satis�es an H-theorem, that is, the Boltzmann entropy is decreasing along the �ow,

∂t

ˆ
Rd

F logF = − 1
2

¨
Rd×Rd

FF∗

(
∇F
F − ∇∗F∗

F∗

)
·B(v, v − v∗;∇F )

(
∇F
F − ∇∗F∗

F∗

)
≤ 0. (1.5)

In particular, this equation formally describes the relaxation of the velocity density F
towards Maxwellian equilibrium.

The main di�culty to study this equation stems from the nonlinearity and nonlocality
of its collision kernel (1.2), which from the physical perspective express collective e�ects
and dynamical screening. Neglecting these would amount to replacing the dispersion func-
tion ε(k, k · v;∇F ) by a constant in the collision kernel B(v, v− v∗;∇F ): the latter would
then reduce to the usual Landau kernel BL(v − v∗),

B(v, v − v∗;∇F ) ;

ˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k · (v − v∗)) d̄k

= L
|v−v∗|

(
Id− (v−v∗)⊗(v−v∗)

|v−v∗|2

)
=: BL(v − v∗), (1.6)
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as follows indeed from a direct computation, see (2.12) below, with explicit prefactor

L :=
ωd−1

dωd

ˆ
Rd

|k|πV̂ (k)2d̄k, (1.7)

where ωn stands for the volume of the n-dimensional unit ball. In case of 3D Coulomb
interactions, V̂ (k) = |k|−2, collective e�ects captured by the Lenard�Balescu dispersion
function ε(k, k · v;∇F ) are particularly relevant as they include Debye shielding: indeed,
while Landau integrals (1.6) and (1.7) diverge logarithmically and require a cut-o� both
at small and large k in that case, the Lenard�Balescu integral (1.2) is formally convergent
at small k. As shown in [21], the inclusion of small wavenumbers actually yields a huge
di�erence between Lenard�Balescu and Landau operators: when evaluated at Maxwellian,
the dispersion function ε(k, k · v;∇µβ) is not bounded away from 0 and the collision case
B(v, v− v∗;∇µβ) displays exponential growth in velocity in some directions, in stark con-
trast with the Landau kernel (1.6), cf. [21, Theorem 6]. From the mathematical perspec-
tive, this makes the rigorous study of the Lenard�Balescu equation reputedly di�cult in
the Coulomb setting, see e.g. [1, p.64]: even local well-posedness close to Maxwellian re-
mains an open question as it would require �ne control of this unbounded collision kernel
along the �ow.

In the present contribution, we focus on the simpler case of a smooth interaction po-
tential V : we show that at Maxwellian equilibrium the dispersion function ε(k, k · v;∇µβ)
is bounded away from 0 in that case, see Lemma 2.1 below, which then allows to handle
dynamical screening perturbatively and to compare to the well-studied Landau case (1.6).
In this spirit, the following main result states the global well-posedness for strong solutions
close to Maxwellian. The proof is inspired by Guo's work on the Landau equation [14].
Note that we expect the statement to hold for all s > 3

2 , but we restrict to integer di�er-
entiability to avoid additional technicalities.

Theorem 1 (Global well-posedness close to equilibrium). Let V ∈ L1 ∩Ḣ2(Rd) be isotropic
and positive de�nite, and assume xV ∈ L2(Rd). For all s ≥ 2 and 0 < β < ∞, there is a
constant CV,β,s large enough such that the following holds: for all initial data F ◦ ∈ L1(Rd)
of the form

F ◦ = µβ +
√
µβf

◦ ≥ 0, f◦ ∈ Hs(Rd),

satisfying smallness and centering conditions,

∥f◦∥Hs(Rd) ≤ 1
CV,β,s

,

ˆ
Rd

(
1, v, 12 |v|

2
)√

µβf
◦ = 0, (1.8)

there exists a unique global strong solution F of the Lenard�Balescu equation (1.1) with
initial data F ◦, in the form

F = µβ +
√
µβf ≥ 0, f ∈ L∞(R+;Hs(Rd)),

and it satis�es for all t ≥ 0,

∥f t∥Hs(Rd) ≲V,β,s ∥f◦∥Hs(Rd).

As the Lenard�Balescu equation satis�es an H-theorem, cf. (1.5), solutions are expected
to relax to Maxwellian equilibrium and we indeed establish the following convergence
result. The proof is inspired by corresponding previous work on the Landau equation, see
in particular [23, 24, 22].
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Theorem 2 (Convergence to equilibrium). Under the assumptions of Theorem 1, given
s ≥ 2 and 0 < β < ∞, let F = µβ +

√
µβf be the constructed unique global solution of the

Lenard�Balescu equation (1.1). It converges to equilibrium in the sense that the relative
entropy decays to zero at stretched exponential rate,

H(F t|µβ) :=

ˆ
Rd

F t log( 1
µβ

F t) dv ≲V,β exp
(
− 1

CV,β
t
2
5

)
. (1.9)

In addition, we have

f t → 0 in L2(Rd) as t ↑ ∞,

for which quantitative estimates hold in case of compact initial data:

(i) If
´
Rd ⟨v⟩ℓ|f◦|2 < ∞ for some ℓ > 0, and if the smallness condition (1.8) holds for

some large enough CV,β,s (further depending on ℓ), then we have for all δ < 1,ˆ
Rd

|f t|2 ≲V,β,ℓ,δ ⟨t⟩−δℓ
ˆ
Rd

⟨v⟩ℓ|f◦|2.

(ii) If
´
Rd e

K⟨v⟩θ |f◦|2 < ∞ for some 0 < θ < 2 and K > 0, or for θ = 2 and some small
enough K > 0 (only depending on V ), and if the smallness condition (1.8) holds for
some large enough CV,β,s (further depending on θ,K), then we haveˆ

Rd

|f t|2 ≲V,β,θ,K exp
(
− K

CV,β,θ
t

θ
θ+1

) ˆ
Rd

eK⟨v⟩θ |f◦|2.

Next, we establish local well-posedness away from equilibrium. The proof is surprisingly
involved: while the linearization of the dispersion function disappears when linearizing the
Lenard�Balescu equation at equilibrium (see also [21]), this algebraic miracle does not occur
away from equilibrium and the linearized operator then involves a new nonlocal term with
the highest number of derivatives. In view of the nonlocality, however, this contribution is
shown to be in fact of lower order, cf. e.g. (2.26) in Lemma 2.4. For simplicity, we restrict
here to dimension d > 2, but we believe that this restriction is not essential. Note that
we expect the statement to hold for all s > 5

2 , but we restrict to integer di�erentiability
to avoid additional technicalities. Strikingly enough, one derivative is lost in the control
of the solution with respect to its initial data.

Theorem 3 (Local well-posedness away from equilibrium). Let d > 2, let V ∈ L1 ∩Ḣ2(Rd)
be isotropic and positive de�nite, and assume xV ∈ L2(Rd). For all s ≥ 3 and m > d+ 7,
for all nonnegative initial data F ◦ ∈ L1(Rd), provided the following properties hold for
some M > 0 and v0 ∈ Rd,

∥⟨v⟩
m
2 ⟨∇⟩s+1F ◦∥L2(Rd) ≤ M, (1.10)

inf
k,v

|ε(k, k · v;∇F ◦)| ≥ 1
M , inf

|v−v0|≤ 1
M

F ◦(v) ≥ 1
M ,

there exist T > 0 (depending on V,M, β, s,m) and a unique strong solution F of the
Lenard�Balescu equation (1.1) on the interval [0, T ] with weighted Sobolev norm

∥⟨v⟩
m
2 ⟨∇⟩sF t∥L2(Rd) ≲V,M,s,m 1.

We emphasize that the existence of global smooth solutions is an open question even
in the Landau case, cf. [26, Chapter 5, �1.3(2)]; we refer to [11, 8] for recent advances
on the topic. For the Lenard�Balescu equation, getting beyond the above local-in-time
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result would even bring further di�culties due to the possible degeneracy of the dispersion
function away from equilibrium.

In the plasma physics literature, e.g. [26, 1], the Lenard�Balescu equation (1.1) is often
approximated by the simpler Landau equation,

∂tFL = QL(FL), (1.11)

where we recall that the Landau operator takes the form

QL(F ) := ∇ ·
ˆ
Rd

BL(v − v∗)
(
F∗∇F − F∇∗F∗

)
dv∗,

BL(v − v∗) := L
|v−v∗|

(
Id− (v−v∗)⊗(v−v∗)

|v−v∗|2

)
.

In case of 3D Coulomb interactions, this approximation is formally justi�ed by the loga-
rithmic divergence of the integral (1.2) at large wavenumbers; see e.g. [15, 3] and [6, Part 1].
Indeed, a cut-o� |k| ≤ 1

δ is included in that case in (1.2) to remove the large-k logarithmic
divergence, but for small Landau length δ the large-k regime dominates in the integral,
and therefore, as ε(k, k · v;∇F ) → 1 for |k| ↑ ∞, one formally recovers the Landau kernel
to leading order O(log 1

δ ) in view of (1.6). The following result provides a rigorous version
of this heuristics in the limit of short-range interactions, cf. (1.12). While formulated for
global solutions constructed in Theorem 1, the same obviously holds in the local-in-time
setting of Theorem 3, where the existence time is necessarily uniform in δ after the relevant
time-rescaling. Note that the Landau equation can also be obtained from the Boltzmann
equation in the grazing collision limit, cf. [1].

Theorem 4 (Landau approximation). Let V ∈ L1 ∩Ḣ2(Rd) be isotropic and positive def-
inite, and assume xV ∈ L2(Rd). Given an exponent a < d, we consider the rescaled
potentials

Vδ(x) := δ−aV (xδ ), δ > 0. (1.12)

Given s ≥ 2 and 0 < β < ∞, there is a constant CV,β,s large enough such that the following

holds: for all δ > 0, for all initial data F ◦ ∈ L1(Rd) of the form

F ◦ = µβ +
√
µβf

◦ ≥ 0, f◦ ∈ Hs(Rd),

satisfying smallness and centering conditions (1.8), there exists a unique global strong so-
lution Fδ of the corresponding Lenard�Balescu equation (1.1) with potential Vδ and initial
data F ◦, in the form

Fδ = µβ +
√
µβfδ ≥ 0, fδ ∈ L∞(R+;Hs(Rd)).

In addition, up to time rescaling f̃δ(t) := fδ(δ
2a+1−dt), we have

f̃δ
∗
⇀ fL in L∞(R+;Hs(Rd)) as δ ↓ 0, (1.13)

where FL = µβ+
√
µβfL solves the Landau equation (1.11) with initial data F ◦ and explicit

prefactor (1.7).

As our main result in Theorem 1 is inspired by Guo's work on the Landau equation
in [14], let us brie�y discuss the speci�c challenges faced in the present contribution on
the Lenard�Balescu equation. An obvious di�culty is to ensure the non-degeneracy of the
dispersion function ε(k, k · v;∇F ), which is achieved in Lemma 2.1 close to Maxwellian
equilibrium. There are however two more severe di�culties arising from the presence of
the nonlinearity |ε(k, k ·v;∇F )|2 in the collision kernel (1.2). The �rst is a structural issue:
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the collision kernel is no longer of convolution type, which prevents for instance higher
derivatives of the kernel from having improved decay (compare (2.8) with [14, Lemma 3]).
We compensate for this by making use of the speci�c tensor structure of the kernel (see e.g.
the proof of (2.9)). A second di�culty is related to the high order of the nonlinearity. This
requires a �ne analysis of critical nonlinear terms, which we express carefully in terms of
Radon transforms (see e.g. (2.40) and the proof of Lemma 2.4): our analysis allows both to
extract additional decay and to prevent the loss of regularity. As already mentioned, this
analysis becomes particularly intricate in the case away from equilibrium, cf. Theorem 3.

Besides the presence of the dispersion function ε(k, k · v;∇F ), there are two additional
di�erences from the Landau setting in [14]. On one hand, we focus here on the spatially
homogeneous setting, which removes many di�culties faced in [14]. On the other hand,
we include the 2D case (except in Theorem 3), which was excluded in [14], the di�culty
being that the kernel singularity O(|v − v∗|−1) does not belong to L2

loc in that case. This
is overcome by carefully separating the critical terms and estimating them using standard
tools for singular integrals such as Calderón�Zygmund theory and the Hardy�Littlewood�
Sobolev inequality (see e.g. proof of Lemma 2.3).

Notation.

• We denote by C ≥ 1 any constant that only depends on the space dimension d. We use
the notation ≲ (resp. ≳) for ≤ C× (resp. ≥ 1

C×) up to such a multiplicative constant C.
We write ≃ when both ≲ and ≳ hold. We add subscripts to C,≲,≳,≃ to indicate
dependence on other parameters.

• We denote by d̄k := (2π)−ddk the rescaled Lebesgue measure on momentum space.

• For a, b ∈ R we write a ∧ b := min{a, b}, a ∨ b := max{a, b}, and ⟨a⟩ := (1 + a2)1/2.
• We use standard multi-index notation: for α = (α1, . . . , αd) ∈ Nd, we set ∇α :=
∇α1

1 . . .∇αd
d and |α| := α1 + . . . + αd. For α, γ ∈ Nd, we write α + γ for componen-

twise sum and α ≤ γ for componentwise inequality. We also de�ne binomial coe�cients(
α
γ

)
:= α!

γ!(α−γ)! with α! := α1! . . . αd!.

2. Global well-posedness close to equilibrium

This section is devoted to the proof of Theorem 1. First, we argue that we can restrict
attention to the case β = 1 by a scaling argument. Indeed, setting F = βd/2F̃β(β

1/2·), the
Lenard�Balescu equation (1.1) for F is transformed into

β
1
2∂tF̃β = ∇ ·

ˆ
Rd

Bβ(v, v − v∗;∇F̃β)
(
F̃β,∗∇F̃β − F̃β∇∗F̃β,∗

)
dv∗,

in terms of

Bβ(v, v − v∗;∇F̃β) :=

ˆ
Rd

(k ⊗ k)π(βV̂ (k))2 δ(k·(v−v∗))

|εβ(k,k·v;∇F̃β)|2
d̄k,

εβ(k, k · v;∇F̃β) := 1 + βV̂ (k)

ˆ
Rd

k·∇F̃β(v∗)
k·(v−v∗)−i0 dv∗.

This means that the dilation F̃β satis�es the same equation (1.1) up to rescaling time and
replacing the interaction potential V by βV . It is therefore su�cient to prove Theorem 1
in the case β = 1, and we henceforth drop the subscript for notational simplicity.
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In terms of F = µ+
√
µf , noting that B(v, v−v∗;∇F ) (v−v∗) = 0, the Lenard�Balescu

equation (1.1) can be reformulated as the following equation on f ,

∂tf = L[f ] +N(f), f |t=0 = f◦, (2.1)

in terms of the linear and nonlinear operators

L[g] := (∇− v) ·
ˆ
Rd

B(v, v − v∗;∇µ)
(√

µ∗(∇+ v)g −√
µ((∇+ v)g)∗

)√
µ∗ dv∗,

N(g) := (∇− v) ·
ˆ
Rd

B(v, v − v∗;∇Fg)
(
g∗∇g − g(∇g)∗

)√
µ∗ dv∗

+(∇− v) ·
ˆ
Rd

(
B(v, v − v∗;∇Fg)−B(v, v − v∗;∇µ)

)
×
(√

µ∗(∇+ v)g −√
µ((∇+ v)g)∗

)√
µ∗ dv∗,

where we use the short-hand notation

Fg := µ+
√
µg.

In the spirit of [14], our approach to global well-posedness exploits the peculiar properties
of the linearized operator L, which we can further split as

L[g] = (∇− v) ·A(∇+ v)g − (∇− v) ·
(√

µB◦[(∇+ v)g]
)
, (2.2)

in terms of the elliptic coe�cient �eld

A(v) :=

ˆ
Rd

B(v, v − v∗;∇µ)µ∗ dv∗, (2.3)

and the linear operator

B◦[g](v) :=

ˆ
Rd

B(v, v − v∗;∇µ)
√
µ∗g∗ dv∗. (2.4)

Similarly, the nonlinear operator N can be split as

N(g) = (∇− v) · B(∇Fg)[g]∇g − (∇− v) ·
(
g B(∇Fg)[∇g]

)
+ (∇− v) ·

(
B(∇Fg)[

√
µ]− B(∇µ)[

√
µ]
)
(∇+ v)g

− (∇− v) ·
(
√
µ
(
B(∇Fg)[(∇+ v)g]− B(∇µ)[(∇+ v)g]

))
,

where for all scalar �elds F we de�ne the linear operator B(∇F ) as

B(∇F )[g](v) :=

ˆ
Rd

B(v, v − v∗;∇F )
√
µ∗g∗ dv∗. (2.5)

Note that with our notation,

A = B◦[
√
µ], B◦[g] = B(∇µ)[g].

We emphasize that in the Landau case (1.6) the operators B◦ and B(∇F ) coincide for all F
and are of convolution type, which is not the case here and makes the Lenard�Balescu
setting substantially more involved.

Before investigating properties of L, our starting point is the following key lemma,
stating that the dispersion function ε(k, k · v;∇F ) is uniformly non-degenerate provided
that the density F is close enough to Maxwellian in a suitable Sobolev sense. This result
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is crucial to the perturbative handling of dynamical screening and for the comparison to
the Landau case (1.6). Note that this is in sharp contrast with the degenerate behavior of
the dispersion function in case of Coulomb interactions, cf. [21].

Lemma 2.1 (Lenard�Balescu dispersion function). Let V ∈ L1(Rd) be positive de�nite.

(i) Non-degeneracy at Maxwellian: For all k, v ∈ Rd,

|ε(k, k · v;∇µ)| ≃V 1.

(ii) Non-degeneracy close to Maxwellian: Provided g ∈ L2(Rd) satis�es the following
smallness condition, for some r0 ≥ 0, δ0 > 0, and some large enough constant C0,

∥⟨v⟩−r0⟨∇⟩
3
2
+δ0g∥L2(Rd) ≤ 1

C0
,

we have for all k, v ∈ Rd,

|ε(k, k · v;∇Fg)| ≃V,δ0,r0 1.

(iii) Boundedness: For all multi-indices α > 0, for all δ > 0, and r ≥ 0, we have

|∇α
v ε(k, k · v;∇Fg)| ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|+

3
2
+δg∥L2(Rd).

Proof. We split the proof into three steps.

Step 1. Proof of (i).

Setting k̂ := k
|k| , we have by de�nition, cf. (1.3)

ε(k, k · v;∇µ) = 1− 2V̂ (k)

ˆ
Rd

k̂·v∗
k̂·(v−v∗)−i0

µ(v∗) dv∗,

and the Plemelj formula yields

ε(k, k · v;∇µ) = 1− 2V̂ (k) p.v.

ˆ
Rd

k̂·v∗
k̂·(v−v∗)

µ(v∗) dv∗

− 2iπV̂ (k)

ˆ
Rd

(k̂ · v∗) δ(k̂ · (v − v∗))µ(v∗) dv∗.

Splitting integrals over v∗ ∈ Rd as integrals over v∗ ∈ k̂R ⊕ k̂⊥, setting vk := k̂ · v, and
noting that

´
k̂⊥ µ = ( 1π )

1
2 , this can be rewritten as

ε(k, k · v;∇µ) = 1 + 2V̂ (k)
(
1− ( 1π )

1
2 vk p.v.

ˆ
R

1
vk−y e

−y2dy
)
− 2iπV̂ (k)( 1π )

1
2 vke

−v2k .

Using the integral formula

p.v.

ˆ
R

1
x−y e

−y2 dy = 2π
1
2 e−x2

ˆ x

0
ey

2
dy,

and further setting for abbreviation

wk :=
√
2 vk, and H(x) :=

1
xe

1
2
x2 −

´ x
0 e

1
2
y2dy

1
xe

1
2
x2

,

the above becomes

ε(k, k · v;∇µ) = 1 + 2V̂ (k)H(wk)− i(2π)
1
2 V̂ (k)wke

− 1
2
w2

k .
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Taking the modulus, we then �nd

|ε(k, k · v;∇µ)|2 =
(
1 + 2V̂ (k)H(wk)

)2
+ 2πV̂ (k)2w2

ke
−w2

k .

Noting that
H(x) ≥ 0, for |x| ≤ 1,

H(x) ≥ − 2
|x| − |x|e2−

1
2
x2
, for |x| ≥ 1,

we easily deduce for all k, v ∈ Rd,

e−CV̂ (k)2 ≲ |ε(k, k · v;∇µ)|2 ≲ 1 + V̂ (k)2.

Step 2. Proof of (ii).
By de�nition, with Fg = µ+

√
µg, we �nd

|ε(k, k · v;∇Fg)| ≥ |ε(k, k · v;∇µ)| − V̂ (k)
∣∣∣ ˆ

Rd

k̂·∇∗(
√
µg)∗

k̂·(v−v∗)−i0
dv∗

∣∣∣.
By the Sobolev inequality, we deduce for all δ0 > 0,

|ε(k, k · v;∇f)| ≥ |ε(k, k · v;∇µ)| − Cδ0∥V ∥L1(Rd)

∥∥∥ˆ
Rd

k̂·∇∗(
√
µg)∗

k̂·(·−v∗)−i0
dv∗

∥∥∥
H

1
2+δ0 (k̂R)

.

Thus, splitting again integrals over v∗ ∈ Rd as integrals over v∗ ∈ k̂R ⊕ k̂⊥, appealing to
the L2 boundedness of the Hilbert transform, and using the fast decay of µ, we get for
all r ≥ 0,

|ε(k, k · v;∇f)| ≥ |ε(k, k · v;∇µ)| − CV,δ0

∥∥∥ˆ
k̂⊥

k̂ · ∇(
√
µg)

∥∥∥
H

1
2+δ0 (k̂R)

≥ |ε(k, k · v;∇µ)| − CV,δ0,r∥⟨v⟩
−r⟨∇⟩

3
2
+δ0g∥L2(Rd).

Combined with (i), this proves (ii).

Step 3. Proof of (iii).
By de�nition, cf. (1.3), we �nd for |α| ≥ 1,

∇α
v ε(k, k · v;∇Fg) = V̂ (k)

ˆ
Rd

k̂·∇∗∇α
∗Fg(v∗)

k̂·(v−v∗)−i0
dv∗. (2.6)

Arguing as in Step 2, the conclusion (iii) follows from the Sobolev inequality and from the
boundedness of the Hilbert transform. □

We now turn to properties of the linearized operator L, cf. (2.1), and we start with the
following estimates on the elliptic coe�cient �eld A, cf. (2.3). In particular, note that it
is not uniformly elliptic. From a similar argument as for Lemma 2.3(ii) below, we could
in fact show that in (2.8) higher-order derivatives have stronger decay (yet under stronger
assumptions on V ), but it is not needed in this work.

Lemma 2.2 (Properties of A). Let V ∈ L1 ∩Ḣ
1
2 (Rd) be isotropic and positive de�nite.

(i) Coercivity and boundedness: For all v, e ∈ Rd,

e ·A(v)e ≃V ⟨v⟩−1|P⊥
v e|2 + ⟨v⟩−3|Pve|2,

in terms of orthogonal projections Pv and P⊥
v on vR and v⊥,

Pv := v
|v| ⊗

v
|v| , P⊥

v = Id−Pv. (2.7)
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(ii) Smoothness: A belongs to C∞
b (Rd) and satis�es for all v ∈ Rd and α ≥ 0,

|∇αA(v)| ≲V,α ⟨v⟩−1, |∇α(A(v)v)| ≲V,α ⟨v⟩−2. (2.8)

In particular, for all vector �elds h1, h2, and α ≥ 0,∣∣∣ ˆ
Rd

h1 · (∇αA)h2

∣∣∣ ≲V,α

( ˆ
Rd

h1 ·Ah1

) 1
2
(ˆ

Rd

h2 ·Ah2

) 1
2
. (2.9)

Before turning to the proof of this lemma, we note that it motivates the de�nition of the
following weighted norm, which is adapted to the dissipation structure of the operator L:
for any vector �eld h,

∥h∥L2
A(Rd) :=

(ˆ
Rd

h ·Ah
) 1

2
. (2.10)

Lemma 2.2(i) above states that this norm is equivalent to the following,

∥h∥L2
A(Rd) ≃V ∥⟨v⟩−

1
2P⊥

v h∥L2(Rd) + ∥⟨v⟩−
3
2Pvh∥L2(Rd), (2.11)

and (2.9) can now be rewritten as∣∣∣ˆ
Rd

h1 · (∇αA)h2

∣∣∣ ≲V,α ∥h1∥L2
A(Rd)∥h2∥L2

A(Rd).

Proof of Lemma 2.2. We split the proof into four steps.

Step 1. Proof of (1.6), that is,ˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k · v) d̄k = L
|v|P

⊥
v , (2.12)

where we use the notation (2.7) and where the constant L is de�ned in (1.7).

The integral is computed asˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k · v) d̄k = 1
|v|

ˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k · v
|v|) d̄k

= 1
|v|(2π)

−d

ˆ
v⊥

(k ⊗ k)πV̂ (k)2 dk.

By symmetry, as V̂ is isotropic, this integral is a multiple of the orthogonal projection P⊥
v .

This proves (2.12) with multiplicative constant

L := 1
d−1 tr

(
(2π)−d

ˆ
v⊥

(k ⊗ k)πV̂ (k)2 dk
)

= 1
d−1(2π)

−d

ˆ
v⊥

|k|2 πV̂ (k)2 dk,

which can be rewritten as follows, using radial coordinates and the isotropy of the integrand,

L = 1
d−1 |S

d−2|(2π)−d

ˆ ∞

0
rdπV̂ (r)2 dr

= 1
d−1

|Sd−2|
|Sd−1|(2π)

−d

ˆ
Rd

|k|πV̂ (k)2 dk.

Using |Sd−2| = (d− 1)ωd−1 and |Sd−1| = dωd, we recover the de�nition (1.7) of L, which is

�nite provided V ∈ Ḣ1/2(Rd).
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Step 2. Proof of (i).
By de�nition of A and of the collision kernel B, cf. (2.3) and (1.2), we note that A(v) is a
positive de�nite symmetric matrix for all v ∈ Rd, with

e ·A(v)e =

¨
Rd×Rd

(e · k)2 πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇µ)|2 d̄k µ∗ dv∗ ≥ 0. (2.13)

Further recalling the de�nition of the dispersion function ε, cf. (1.3), and using that V
and µ are both isotropic, we note that A satis�es A(Rv) = RA(v)R′ for all orthogonal
transformations R ∈ Od(R). From this, we can deduce that for all v ∈ Rd the spectrum
of A(v) consists of a simple eigenvalue λ1(v) associated with the eigenvector v, and a
multiple eigenvalue λ2(v) associated with the eigenspace v⊥. In other words, in terms of
projections Pv, P

⊥
v , cf. (2.7), we have

A(v) = λ1(v)Pv + λ2(v)P
⊥
v , (2.14)

where in view of (2.13) the eigenvalues are computed as

λ1(v) :=

¨
Rd×Rd

(
k · v

|v|
)2

πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇µ)|2 d̄k µ∗ dv∗,

λ2(v) := 1
d−1

(
trA(v)− λ1(v)

)
.

It remains to establish asymptotic estimates for these eigenvalues. Using Lemma 2.1(i)
and the explicit computation (2.12), the identity (2.13) becomes for all v, e ∈ Rd,

e ·A(v)e ≃V

¨
Rd×Rd

|e · k|2 πV̂ (k)2 δ(k · (v − v∗)) d̄k µ∗ dv∗

≃V e ·
( ˆ

Rd

1
|v−v∗|

(
Id− (v−v∗)⊗(v−v∗)

|v−v∗|2

)
µ∗ dv∗

)
e, (2.15)

that is, we are essentially reduced to the Landau case, and the above formulas for eigen-
values then yield, as e.g. in [7, Section 2],

λ1(v) ≃V

ˆ
Rd

1
|v∗|

(
1−

(
v·v∗
|v||v∗|

)2)
µ(v − v∗) dv∗,

λ2(v) ≃V
1

d−1

ˆ
Rd

1
|v∗|

(
d− 2 +

(
v·v∗
|v||v∗|

)2)
µ(v − v∗) dv∗.

Using the fast decay of µ, we get

λ1(v) ≃V ⟨v⟩−3, λ2(v) ≃V ⟨v⟩−1,

and the conclusion (i) follows.

Step 3. Proof of (2.8).
Estimates |A(v)| ≲ ⟨v⟩−1 and |A(v)v| ≲ ⟨v⟩−2 follow from (i). Let now |α| ≥ 1. By
de�nition of A and of the collision kernel B, cf. (2.3) and (1.2), Leibniz' rule yields

∇αA(v) =
∑
γ≤α

(
α

γ

)¨
Rd×Rd

(k ⊗ k)πV̂ (k)2 δ(k · (v − v∗))∇γ
(

1
|ε(k,k·v;∇µ)|2

)
d̄k

× (∇α−γµ)∗ dv∗,



12 M. DUERINCKX AND R. WINTER

hence, by Lemma 2.1,

|∇αA(v)| ≲V,α

¨
Rd×Rd

|k|2V̂ (k)2δ(k · (v − v∗)) d̄k ⟨v∗⟩|α|µ∗ dv∗

≲V

ˆ
Rd

|v − v∗|−1⟨v∗⟩|α|µ∗ dv∗

≲α ⟨v⟩−1. (2.16)

Next, we turn to derivatives of A(v)v: in view of (2.14), we �nd

A(v)v = λ1(v)v = v
|v|2

¨
Rd×Rd

(k · v)2 πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇µ)|2 d̄k µ∗ dv∗,

or alternatively, using the Dirac mass δ(k · (v−v∗)) to replace the factor (k ·v)2 by (k ·v∗)2,

A(v)v = v
|v|2

¨
Rd×Rd

πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇µ)|2 d̄k (k · v∗)2µ∗ dv∗.

Leibniz' rule then yields

∇α(A(v)v) =
∑

γ+γ′≤α

(
α

γ, γ′

)
∇γ( v

|v|2 )

¨
Rd×Rd

πV̂ (k)2δ(k · (v − v∗))∇γ′( 1
|ε(k,k·v;∇µ)|2

)
d̄k

×∇α−γ−γ′
∗

(
(k · v)2µ

)
∗ dv∗,

hence, bounding the last factor by |∇α−γ−γ′
∗ ((k · v)2µ)∗| ≲α |k|2⟨v∗⟩|α|+2 and appealing to

Lemma 2.1,

|∇α(A(v)v)| ≲V,α

∑
γ+γ′≤α

|v|−|γ|−1

¨
Rd×Rd

|k|2V̂ (k)2δ(k · (v − v∗)) d̄k ⟨v∗⟩|α|+2µ∗ dv∗,

which yields as in (2.16), for |v| > 1,

|∇α(A(v)v)| ≲V,α |v|−2

Since incidentally (2.16) entails |∇α(A(v)v)| ≲α 1 for |v| ≤ 1, the conclusion (2.8) follows.

Substep 4. Proof of (2.9).
In view of (i), it su�ces to prove for all α ≥ 0,∣∣∣ ˆ

Rd

h1 · (∇αA)h2

∣∣∣ ≲V,α

(
∥⟨v⟩−

1
2P⊥

v h1∥L2(Rd) + ∥⟨v⟩−
3
2Pvh1∥L2(Rd)

)
×

(
∥⟨v⟩−

1
2P⊥

v h2∥L2(Rd) + ∥⟨v⟩−
3
2Pvh2∥L2(Rd)

)
. (2.17)

We start by decomposing the vector �elds h1, h2 with respect to Pv, P
⊥
v ,

ˆ
Rd

h1 · (∇αA)h2 =

ˆ
Rd

(P⊥
v h1) · (∇αA)(P⊥

v h2) +

ˆ
Rd

(Pvh1) · (∇αA)(Pvh2)

+

ˆ
Rd

(P⊥
v h1) · (∇αA)(Pvh2) +

ˆ
Rd

(Pvh1) · (∇αA)(P⊥
v h2).

By de�nition of Pv, we can write

(∇αA)(Pvh1) =
(
v·h1
|v|2

)
(∇αA)v =

(
v·h1
|v|2

)(
∇α(Av)−

∑
j∈α

(∇α−jA)ej

)
,
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and similarly

(Pvh1) · (∇αA)(Pvh2) =
(
v·h1
|v|2

)(
v·h2
|v|2

)(
v · ∇α(Av)

−
∑
j∈α

ej · ∇α−j(Av) +
∑
j,l∈α

ej · (∇α−j−lA)el

)
.

By (2.8), we deduce∣∣∣ˆ
Rd

h1 · (∇αA)h2

∣∣∣ ≲V,α

ˆ
Rd

⟨v⟩−1|P⊥
v h1||P⊥

v h2|+
ˆ
Rd

⟨v⟩−3|Pvh1||Pvh2|

+

ˆ
Rd

⟨v⟩−2|P⊥
v h1||Pvh2|+

ˆ
Rd

⟨v⟩−2|Pvh1||P⊥
v h2|,

and the claim (2.17) follows. □

Next, we study boundedness and regularity properties of the linear operator B◦, cf. (2.4).
Item (ii) below expresses a crucial gain of di�erentiability. As is clear from the proof, this
gain could actually be improved in higher dimensions d > 2 by iterating our argument below
(yet under stronger assumptions on V ), but it is not needed in this work. We emphasize
that the operator B◦ is not of convolution type, which is an important di�erence from the
Landau case (1.6).

Lemma 2.3 (Properties of B◦). Let V ∈ L1 ∩Ḣ
1
2 (Rd) be isotropic and positive de�nite.

(i) Boundedness: For all r ≥ 0,

∥⟨v⟩r√µB◦[g]∥L2(Rd) ≲V,r ∥⟨v⟩−rg∥L2(Rd),

(ii) Improved regularity: Further assume V ∈ Ḣ2(Rd) and xV ∈ L2(Rd). Then, for
all α > 0 and r ≥ 0,

∥⟨v⟩r√µ∇αB◦[g]∥L2(Rd) ≲V,α,r

∑
γ<α

∥⟨v⟩−r∇γg∥L2(Rd).

Proof. We split the proof into two steps.

Step 1. Proof of (i).
By de�nition of B◦ and of the collision kernel B, cf. (2.4) and (1.2), Lemma 2.1(i) yields

|B(v, v − v∗;∇µ)| ≲V

ˆ
Rd

|k|2V̂ (k)2δ(k · (v − v∗)) d̄k ≲ |v − v∗|−1, (2.18)

hence, by the Hardy�Littlewood�Sobolev inequality, for all d < q < ∞ and r ≥ 0,

∥B◦[g]∥Lq(Rd) ≲q ∥√µg∥
L

dq
d+q(d−1) (Rd)

.

Combined with the fast decay of
√
µ, this proves (i).

Step 2. Proof of (ii).
By Leibniz' rule, we can decompose

∇αB◦[g] =
∑
γ≤α

(
α

γ

)
Tα
γ [g], (2.19)
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in terms of

Tα
γ [g] :=

¨
Rd×Rd

(k ⊗ k)πV̂ (k)2 δ(k · (v − v∗))∇α−γ
v

(
1

|ε(k,k·v;∇µ)|2
)
d̄k∇γ

∗(
√
µ∗g∗) dv∗.

The conclusion (ii) follows provided we show for all γ ≤ α and r ≥ 0,

∥⟨v⟩r√µTα
γ [g]∥L2(Rd) ≲V,α,r

∑
γ<α

∥⟨v⟩−r∇γg∥L2(Rd). (2.20)

We split the proof into three further substeps. Note that the case of dimension d = 2 is
critical and requires a particular care below.

Substep 2.1. Proof of (2.20) for γ < α.
By Lemma 2.1, we get

|Tα
γ [g]| ≲V,α

¨
Rd×Rd

|k|2V̂ (k)2 δ(k · (v − v∗))d̄k |∇γ
∗(
√
µ∗g∗)| dv∗

≲V

ˆ
Rd

|v − v∗|−1|∇γ
∗(
√
µ∗g∗)| dv∗,

and (2.20) follows as in Step 1 provided γ < α.

Substep 2.2. Proof of (2.20) for γ = α in case d > 2.
Given ej ≤ α, successive integrations by parts yield

Tα
α [g] =

¨
Rd×Rd

kj(k⊗k)πV̂ (k)2

|ε(k,k·v;∇µ)|2 δ′(k · (v − v∗)) d̄k∇
α−ej
∗ (

√
µ∗g∗) dv∗

= −
∑
l

¨
Rd×Rd

(v−v∗)l
|v−v∗|2 ∇kl

(
kj(k⊗k)πV̂ (k)2

|ε(k,k·v;∇µ)|2

)
δ(k · (v − v∗)) d̄k∇

α−ej
∗ (

√
µ∗g∗) dv∗.

Expanding the k-gradient in the last term, and noting that the k-gradient of the dispersion
function can be written as

∇k

(
ε(k, k · v;∇µ)

)
= R(k, k · v) + r(k, k · v)v, (2.21)

in terms of

R(k, k · v) := ∇V̂ (k)

ˆ
Rd

k·∇µ∗
k·(v−v∗)−i0 dv∗ + V̂ (k)

(
Id−k⊗k

|k|2
) ˆ

Rd

∇µ∗
k·(v−v∗)−i0 dv∗

− V̂ (k)
|k|2

ˆ
Rd

(k⊗k):∇2µ∗
k·(v−v∗)−i0 v∗ dv∗,

r(k, k · v) := V̂ (k)
|k|2

ˆ
Rd

(k⊗k):∇2µ∗
k·(v−v∗)−i0 dv∗,

we are led to

Tα
α [g] =

ˆ
Rd

K0
j (v, v − v∗)∇α−j

∗ (
√
µ∗g∗) dv∗

+
∑
l

vl

ˆ
Rd

K1
j,l(v, v − v∗)∇α−j

∗ (
√
µ∗g∗) dv∗, (2.22)
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where the kernels K0,K1 are de�ned by

K0
j (v, w) := −

∑
l

wl
|w|2

ˆ
Rd

∇kl
(kj(k⊗k)πV̂ (k)2)

|ε(k,k·v;∇µ)|2 δ(k · w) d̄k

+2
∑
l

wl
|w|2

ˆ
Rd

kj(k⊗k)πV̂ (k)2

|ε(k,k·v;∇µ)|4 ℜ
(
ε(k, k · v;∇µ)Rl(k, k · v)

)
δ(k · w) d̄k,

K1
j,l(v, w) := 2 wl

|w|2

ˆ
Rd

kj(k⊗k)πV̂ (k)2

|ε(k,k·v;∇µ)|4 ℜ
(
ε(k, k · v;∇µ)r(k, k · v)

)
δ(k · w) d̄k.

As in the proof of Lemma 2.1, we �nd

|R(k, k · v)| ≲ |∇V̂ (k)|+ |k|−1V̂ (k),

and thus, combining this with Lemma 2.1(i), we can estimate

|K0
j (v, w)| ≲V |w|−2

ˆ
Rd

|k|2V̂ (k)
(
|∇V̂ (k)|+ |k|−1V̂ (k)

)
δ( k

|k| ·
w
|w|) d̄k.

Arguing similarly to estimate K1
j,l, and noting that the integrability assumptions on V

ensure
´
Rd |k|2|∇V̂ (k)|V̂ (k) d̄k < ∞, we deduce

|K0
j (v, w)|+ |K1

j,l(v, w)| ≲V |w|−2. (2.23)

In case d > 2, the Hardy�Littlewood�Sobolev inequality then yields for all d
2 < q < ∞,

∥⟨v⟩−1Tα
α [g]∥Lq(Rd) ≲V,q ∥∇α−j(

√
µg)∥

L
dq

d+q(d−2) (Rd)
,

hence (2.20) follows for γ = α.

Substep 2.3. Proof of (2.20) for γ = α in case d = 2.
Starting point is again the representation (2.22), but we note that in view of (2.23) the
kernels K0,K1 are singular in 2D and require a �ner treatment. By Lemma 2.1, we note
that for all v, w ∈ R2,

K0
j (v, sw) = s−2K0

j (v, w), K1
j,l(v, sw) = s−2K1

j,l(v, w), for all s > 0,ˆ
|w′|=1

K0
j (v, w

′) dw′ =

ˆ
|w′|=1

K1
j,l(v, w

′) dw′ = 0,

sup
v′

sup
|w′|=1

(
|K0

j (v
′, w′)|+ |K1

j,l(v
′, w′)|

)
≲V 1.

Standard Calderón�Zygmund singular integral theory in form of [5, Theorem 2] can then
be applied and yields for all 1 < q < ∞,

∥⟨v⟩−1Tα
α [g]∥Lq(R2) ≲V,q ∥∇α−j(

√
µg)∥Lq(R2),

hence (2.20) follows for γ = α. □

Next, we prove boundedness and regularity properties of the linear operator B(∇F ) for
any scalar �eld F , cf. (2.5). Since this result is crucial to the proof of Theorem 1, let us
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give some motivation. Formally, for a solution f of (2.1), we have for all α ≥ 0,

1
2∂t∥∇

αf∥2
L2(Rd)

= −
ˆ
Rd

(∇+ v)∇αf · ∇α
(
B[√µ+ f ] (∇+ v)f − (

√
µ+ f)B[(∇+ v)f ]

)
−

∑
ej≤α

(
α

ej

)ˆ
Rd

ej∇αf · ∇α−ej
(
B[√µ+ f ] (∇+ v)f − (

√
µ+ f)B[(∇+ v)f ]

)
.

The following lemma allows us to control precisely this right-hand side by the H |α| norm
of f and by the dissipation. The right-hand side terms become critical when all the
derivatives in ∇α,∇α−ej fall either on (∇ + v)f or on B[(∇ + v)f ]. To this end, the
following lemma provides (2.24) and (2.25)�(2.26) for the respective cases. An important
part of the proof consists of noting that the Sobolev embedding always only needs to
be applied on 1D sets in the direction of the wavenumber k, thus reducing the loss of
derivatives. Note that the last bound (2.26) is particularly involved, but is in fact not
needed in the present section: it will only be used in the proof of local well-posedness away
from equilibrium in Section 4. The 2D case in (2.26) could actually be included but would
substantially lengthen the proof and is omitted for simplicity.

Lemma 2.4 (Properties of B). Let V ∈ L1 ∩Ḣ
1
2 (Rd) be isotropic and positive de�nite.

Given g, h ∈ L2
loc(Rd), provided g satis�es the following smallness condition, for some

r0 ≥ 0, δ0 > 0, and some large enough constant C0,

∥⟨v⟩−r0⟨∇⟩
3
2
+δ0g∥L2(Rd) ≤ 1

C0
,

we have for all vector �elds h1, h2, for all α ≥ 0 and r ≥ 0,∣∣∣ˆ
Rd

h1 ·
(
∇αB(∇Fg)[h]

)
h2

∣∣∣ ≲V,α,r ∥h1∥L2
A(Rd)∥h2∥L2

A(Rd)∥h∥H|α|+1(Rd)

×
(
1 + ∥g∥|α|

H|α|+1(Rd)
+ 1α>0∥⟨v⟩−r⟨∇⟩|α|+2g∥L2(Rd)

)
, (2.24)

where alternatively we can exchange one derivative of g, h for one derivative of h2,∣∣∣ ˆ
Rd

h1 ·
(
∇αB(∇Fg)[h]

)
h2

∣∣∣ ≲V,α,r ∥h1∥L2
A(Rd)∥⟨∇⟩h2∥L2

A(Rd)

×
(
∥h∥H(|α|−1)∨1(Rd)

(
1 + ∥g∥|α|

H|α|(Rd)
+
(
1 + 1|α|≥2∥g∥H|α|(Rd)

)
∥⟨v⟩−r⟨∇⟩|α|+1g∥L2(Rd)

)
+ ∥⟨v⟩−r⟨∇⟩|α|h∥L2(Rd)

(
1 + ∥g∥|α|

H|α|(Rd)

))
. (2.25)

In case of dimension d > 2, provided V ∈ L1 ∩Ḣ2(Rd) and xV ∈ L2(Rd), we can further
improve on the norm of g: for all α ≥ 0 and r ≥ 0,∣∣∣ˆ

Rd

h1 ·
(
∇αB(∇Fg)[h]

)
h2

∣∣∣ ≲V,α,r ∥h1∥L2
A(Rd)∥⟨∇⟩h2∥L2

A(Rd) (2.26)

× ∥h∥H|α|∨2(Rd)

(
1 + ∥g∥|α|∨2

H|α|∨3(Rd)

)
.

Proof. We split the proof into three main steps. Note that we establish slightly improved
versions of (2.24)�(2.26), while in the statement we reduce for instance to integer di�eren-
tiability.
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Step 1. Proof of (2.24).
By de�nition of B and of the collision operator B, cf. (2.5) and (1.2), and by Leibniz' rule,
we can decompose

∇αB(∇Fg)[h] =
∑
γ≤α

(
α

γ

)
Gα

γ (g, h), (2.27)

in terms of

Gα
γ (g, h) :=

¨
Rd×Rd

(k ⊗ k)πV̂ (k)2δ(k · (v − v∗))∇α−γ
v

(
1

|ε(k,k·v;∇Fg)|2
)

×∇γ
∗(
√
µ∗h∗) dv∗d̄k. (2.28)

By Faà di Bruno's formula, the derivatives of |ε(k, k · v;∇Fg)|−2 are evaluated as follows,
for γ < α,∣∣∇α−γ

v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣

≲α

|α−γ|∑
n=1

1
|ε(k,k·v;∇Fg)|n+2

∑
γ1+...+γn=α−γ

γ1,...,γn>0

n∏
j=1

|∇γjε(k, k · v;∇Fg)|, (2.29)

By Lemma 2.1(ii)�(iii), we deduce for all δ > 0 and r ≥ 0,∣∣∇α−γ
v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣ ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥|α−γ|

L2(Rd)
.

More precisely, �rst separating the term with n = 1 in (2.29), we get the following re�ned
estimate, for all δ > 0 and r ≥ 0,∣∣∇α−γ

v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣

≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 1
2
+δg∥|α−γ|

L2(Rd)
+ 1γ<α∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥L2(Rd), (2.30)

and thus, inserting this into (2.28),

|Gα
γ (g, h)| ≲V,α,δ,r

ˆ
Rd

|v − v∗|−1|∇γ
∗(
√
µ∗h∗)| dv∗

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 1

2
+δg∥|α−γ|

L2(Rd)
+ 1γ<α∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥L2(Rd)

)
. (2.31)

Writing
|v − v∗|−1 ≤ ⟨v⟩−1(⟨v∗⟩+ |v − v∗|−1

)
, (2.32)

and appealing to the Sobolev inequality to compensate for the fact that v∗ 7→ |v − v∗|−1

does not belong to L2
loc(Rd) in dimension d = 2, we deduce for all δ > 0 and r ≥ 0,

|Gα
γ (g, h)| ≲V,α,δ,r ⟨v⟩−1∥⟨v⟩−r⟨∇⟩|γ|+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 1

2
+δg∥|α−γ|

L2(Rd)
+ 1γ<α∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥L2(Rd)

)
, (2.33)

hence, for all vector �elds h1, h2,∣∣∣ ˆ
Rd

h1 ·Gα
γ (g, h)h2

∣∣∣ ≲V,α,δ,r ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2h2∥L2(Rd)∥⟨v⟩

−r⟨∇⟩|γ|+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 1

2
+δg∥|α−γ|

L2(Rd)
+ 1γ<α∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥L2(Rd)

)
.
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Now note that the very same bound (2.33) holds for Gα
γ (g, h) replaced by Gα

γ (g, h)v or
by v · Gα

γ (g, h)v since the products with v can be replaced by products with v∗ in the
integral (2.28) thanks to the Dirac mass δ(k · (v − v∗)). The above estimate can therefore
be improved exactly as in the proof of (2.9): decomposing h1, h2 with respect to Pv, P

⊥
v ,

and suitably estimating the di�erent terms, we deduce∣∣∣ˆ
Rd

h1 ·Gα
γ (g, h)h2

∣∣∣ ≲V,α,δ,r ∥h1∥L2
A(Rd)∥h2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩|γ|+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α−γ|+ 1

2
+δg∥|α−γ|

L2(Rd)
+ 1γ<α∥⟨v⟩−r⟨∇⟩|α−γ|+ 3

2
+δg∥L2(Rd)

)
. (2.34)

Inserting this into (2.27), we get∣∣∣ ˆ
Rd

h1 ·
(
∇αB(∇Fg)[h]

)
h2

∣∣∣ ≲V,α,δ,r ∥h1∥L2
A(Rd)∥h2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩|α|+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥|α|

L2(Rd)
+ 1α>0∥⟨v⟩−r⟨∇⟩|α|+

3
2
+δg∥L2(Rd)

)
,

and the conclusion (2.24) follows.

Step 2. Proof of (2.25).
In view of (2.27), it su�ces to prove suitable improvements of (2.34) in case γ = α and in
case |γ| ≤ 1, which we do in the following three further substeps.

Substep 2.1. Case γ = α: prove that for all δ > 0 and r ≥ 0,∣∣∣ˆ
Rd

h1 ·Gα
α(g, h)h2

∣∣∣ ≲V,α,δ,r ∥h1∥L2
A(Rd)∥⟨∇⟩δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩|α|h∥L2(Rd). (2.35)

From (2.31) and (2.32), we �nd

|Gα
α(g, h)| ≲V,α,δ,r ⟨v⟩−1

(ˆ
Rd

⟨v∗⟩|∇α
∗ (
√
µ∗h∗)| dv∗ +

ˆ
Rd

|v − v∗|−1|∇α
∗ (
√
µ∗h∗)| dv∗

)
.

Appealing again to the Sobolev inequality to compensate for the fact that v∗ 7→ |v− v∗|−1

does not belong to L2
loc(Rd) in dimension d = 2, we deduce for all δ > 0 and r ≥ 0,∣∣∣ˆ

Rd

h1 ·Gα
α(g, h)h2

∣∣∣ ≲V,α,δ,r ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2 ⟨∇⟩δh2∥L2(Rd)∥⟨v⟩

−r⟨∇⟩|α|h∥L2(Rd).

Again improving on the weights ⟨v⟩−
1
2 as in (2.34), the claim (2.35) follows.

Substep 2.2. Case |γ| = 1: prove that for all δ > 0 and r ≥ 0,∣∣∣ ˆ
Rd

h1 ·Gα
ej (g, h)h2

∣∣∣ ≲V,α,δ,r ∥h1∥L2
A(Rd)∥⟨∇⟩δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩h∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α|−

1
2
+δg∥|α|

L2(Rd)
+ ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd)

)
. (2.36)

We start from (2.30) in the following form, for all δ > 0 and r ≥ 0,∣∣∇α−ej
v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣ ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|−

1
2
+δg∥|α|

L2(Rd)
+ ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd).

Inserting this into (2.28) and arguing as in (2.35), the claim (2.36) follows.
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Substep 2.3. Case γ = 0: prove that for all δ > 0 and r ≥ 0,∣∣∣ ˆ
Rd

h1 ·Gα
0 (g, h)h2

∣∣∣ ≲V,α,δ,r ∥h1∥L2
A(Rd)∥⟨∇⟩

1
2
+δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩

1
2
+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

+
(
1 + 1|α|≥2∥⟨v⟩−r⟨∇⟩2g∥L2(Rd)

)
∥⟨v⟩−r⟨∇⟩|α|+1g∥L2(Rd)

)
. (2.37)

Starting from (2.29), and applying again Lemma 2.1(ii)�(iii), but now separating both the
terms with n = 1 and with n = 2, we get for all δ > 0 and r ≥ 0,∣∣∇α

v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣ ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|−

1
2
+δg∥|α|

L2(Rd)
+ |∇αε(k, k · v;∇Fg)|

+ 1|α|≥2

∑
ej≤α

|∇α−ejε(k, k · v;∇Fg)||∇jε(k, k · v;∇Fg)|.

Recalling (2.6) and applying again Lemma 2.1(ii)�(iii), this yields

∣∣∇α
v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣ ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|−

1
2
+δg∥|α|

L2(Rd)
+ ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd)

+
∣∣∣ˆ

Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣
+ 1|α|≥2

(
1 + ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd)

)∑
j

∣∣∣ ˆ
Rd

k·(∇∇j(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣.
Inserting this into (2.28) and arguing as in (2.33), we get for all vector �elds h1, h2, for
all δ > 0 and r ≥ 0,∣∣∣ˆ

Rd

h1 ·Gα
0 (g, h)h2

∣∣∣ ≲V,α ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2h2∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α|−

1
2
+δg∥|α|

L2(Rd)
+ ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd)

)
∥⟨v⟩−r⟨∇⟩δh∥L2(Rd)

+ Tα(g, h;h1, h2)

+ 1|α|≥2

(
1 + ∥⟨v⟩−r⟨∇⟩|α|+

1
2
+δg∥L2(Rd)

)∑
j

Tj(g, h;h1, h2), (2.38)

where we have set for abbreviation

Tα(g, h;h1, h2) :=

ˆ
Rd

|k|2V̂ (k)2

×
(¨

Rd×Rd

δ(k · (v − v∗))|h1||h2|
√
µ∗|h∗|

∣∣∣ ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣ dvdv∗)d̄k. (2.39)

It remains to estimate the latter. Recall the notation k̂ = k/|k|. Splitting integrals

over v, v∗ ∈ Rd as integrals over v, v∗ ∈ k̂R ⊕ k̂⊥, and smuggling in a power of the
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weight ⟨k̂ · v⟩, we get from Hölder's inequality, for all r0 ≥ 0,

¨
Rd×Rd

δ(k · (v − v∗))|h1||h2|
√
µ∗|h∗|

∣∣∣ ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣ dvdv∗
≲ 1

|k|∥⟨k̂ · v⟩−r0h1∥L2(k̂⊥;L2(k̂R))∥⟨k̂ · v⟩−r0h2∥L2(k̂⊥;L∞(k̂R))∥⟨k̂ · v⟩2r0√µh∥L1(k̂⊥;L∞(k̂R))

×
∥∥∥ˆ

Rd

k̂·(∇∇α(
√
µg))∗∗

k̂·(·−v∗∗)−i0
dv∗∗

∥∥∥
L2(k̂R)

. (2.40)

Using the Sobolev inequality on k̂R, the fast decay of µ, and the boundedness of the Hilbert
transform in L2(k̂R), we deduce for all r0, r ≥ 0 and δ > 0,

¨
Rd×Rd

δ(k · (v − v∗))|h1||h2|
√
µ∗|h∗|

∣∣∣ ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣ dvdv∗
≲r0,r

1
|k|∥⟨k̂ · v⟩−r0h1∥L2(Rd)∥⟨k̂ · v⟩−r0⟨∇⟩

1
2
+δh2∥L2(Rd)

× ∥⟨v⟩−r⟨∇⟩|α|+1g∥L2(Rd)∥⟨v⟩
−r⟨∇⟩

1
2
+δh∥L2(Rd). (2.41)

Choosing r0 >
1
2 , we note that

ˆ
Sd−1

⟨k̂ · v⟩−2r0dσ(k̂) = |Sd−2|
ˆ π

0

(
1 + |v|2(cos θ)2

)−r0(sin θ) dθ ≲r0 ⟨v⟩−1,

and therefore, as V is isotropic,

ˆ
Rd

|k|V̂ (k)2∥⟨k̂ · v⟩−r0h1∥L2(Rd)∥⟨k̂ · v⟩−r0⟨∇⟩
1
2
+δh2∥L2(Rd) d̄k

≲
( ˆ

Rd

⟨k̂ · v⟩−2r0 |k|V̂ (k)2|h1(v)|2 dv d̄k
) 1

2

×
(¨

Rd×Rd

⟨k̂ · v⟩−2r0 |k|V̂ (k)2|⟨∇⟩
1
2
+δh2(v)|2 dv d̄k

) 1
2

≲V,r ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2 ⟨∇⟩

1
2
+δh2∥L2(Rd). (2.42)

Inserting (2.41) into (2.39), and using the latter estimate, we obtain for all r ≥ 0 and δ > 0,

Tα(g, h;h1, h2) ≲V,α,δ,r ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2 ⟨∇⟩

1
2
+δh2∥L2(Rd)

× ∥⟨v⟩−r⟨∇⟩|α|+1g∥L2(Rd)∥⟨v⟩
−r⟨∇⟩

1
2
+δh∥L2(Rd). (2.43)

Inserting this into (2.47) and improving on the weights ⟨v⟩−
1
2 as in (2.34), the claim (2.37)

follows.

Step 3. Proof of (2.26).
In view of (2.27), (2.34), and (2.35), it su�ces to prove suitable improvements of (2.36)
and (2.37) for Gα

γ (g, h) with |γ| ≤ 1. We split the proof into three further substeps. Note
that we focus here on the case of dimension d > 2 for simplicity.
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Substep 3.1. Case |γ| = 1: prove that for all δ > 0 and r ≥ 0,

∣∣∣ ˆ
Rd

h1 ·Gα
ej (g, h)h2

∣∣∣ ≲ ∥h1∥L2
A(Rd)∥⟨∇⟩

1
2
+δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩

3
2
+δh∥L2(Rd)

×
(
1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

)
. (2.44)

Starting from (2.29), and arguing as for (2.30), but now separating the term with n = 1
and writing it in form of (2.6), we get for all r ≥ 0,

∣∣∇α−ej
v

(
1

|ε(k,k·v;∇Fg)|2
)∣∣ ≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)
+
∣∣∣ ˆ

Rd

k·(∇∇α−ejFg)∗∗
k·(v−v∗∗)−i0 dv∗∗

∣∣∣.
Inserting this into (2.28) and arguing as in (2.35), we obtain

∣∣∣ ˆ
Rd

h1 ·Gα
ej (g, h)h2

∣∣∣ ≲ T j
α(g, h;h1, h2)

+ ∥h1∥L2
A(Rd)∥⟨∇⟩δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩h∥L2(Rd)

(
1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

)
,

where we have set for abbreviation

T j
α(g, h;h1, h2) :=

ˆ
Rd

|k|2V̂ (k)2

×
(¨

Rd×Rd

δ(k · (v − v∗))|h1||h2||∇j,∗(
√
µ∗h∗)|

∣∣∣ ˆ
Rd

k·(∇∇α−ej (
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣ dvdv∗)d̄k.
Repeating the proof of (2.43) to estimate T j

α(g, h;h1, h2), and improving on the weights as
in (2.34), the claim (2.44) follows.

Substep 3.2. Case γ = 0 with d > 2: prove that for all δ > 0 and r ≥ 0,

∣∣∣ˆ
Rd

h1 ·Gα
0 (g, h)h2

∣∣∣ ≲V,α,δ,r |Sα(g, h;h1, h2)|

+
(
1 + ∥⟨v⟩−r⟨∇⟩|α|∨(

5
2
+δ)g∥|α|

L2(Rd)

)
× ∥h1∥L2

A(Rd)∥⟨∇⟩
1
2
+δh2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩

1
2
+δh∥L2(Rd), (2.45)

where we have set for abbreviation

Sα(g, h;h1, h2) :=

˚
Rd×Rd×Rd

(k · h1)(k · h2)πV̂ (k)3 δ(k·(v−v∗))
|ε(k,k·v;∇Fg)|2

×ℜ
(

1
ε(k,k·v;∇Fg)

ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

)√
µ∗h∗ dvdv∗d̄k, (2.46)

The estimation of the latter is postponed to the next substep.
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Starting from (2.29), and applying again Lemma 2.1(ii)�(iii), but now setting aside the
term with n = 1 and separately estimating the terms with n = 2, we �nd for all r ≥ 0,∣∣∣∇α

v

(
1

|ε(k,k·v;∇Fg)|2
)
+ 2

|ε(k,k·v;∇Fg)|2ℜ
∇α

v ε(k,k·v;∇Fg)
ε(k,k·v;∇Fg)

∣∣∣
≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

+ 1|α|≥2

∑
ej≤α

|∇α−ejε(k, k · v;∇Fg)||∇jε(k, k · v;∇Fg)|.

Recalling (2.6), and applying again Lemma 2.1(ii)�(iii), we get∣∣∣∣∇α
v

(
1

|ε(k,k·v;∇Fg)|2
)
+ 2V̂ (k)

|ε(k,k·v;∇Fg)|2ℜ
(

1
ε(k,k·v;∇Fg)

ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

)∣∣∣∣
≲V,α,δ,r 1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

+ 1|α|≥2

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)∑
j

∣∣∣ ˆ
Rd

k·(∇∇α−ej (
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣.
Inserting this into (2.28) and arguing as in (2.33), we deduce for all vector �elds h1, h2,∣∣∣ ˆ

Rd

h1 ·Gα
0 (g, h)h2

∣∣∣ ≲V,α,δ,r |Sα(g, h;h1, h2)| (2.47)

+ 1|α|≥2

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)∑
j

Tα−ej (g, h;h1, h2)

+ ∥⟨v⟩−
1
2h1∥L2(Rd)∥⟨v⟩

− 1
2h2∥L2(Rd)∥⟨v⟩

−r⟨∇⟩δh∥L2(Rd)

(
1 + ∥⟨v⟩−r⟨∇⟩|α|g∥|α|

L2(Rd)

)
,

where Sα(g, h;h1, h2) is de�ned in (2.46) and where we recall (2.39),

Tα−ej (g, h;h1, h2) :=

ˆ
Rd

|k|2V̂ (k)2

×
(¨

Rd×Rd

δ(k · (v − v∗))|h1||h2|
√
µ∗|h∗|

∣∣∣ ˆ
Rd

k·(∇∇α−ej (
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗

∣∣∣ dvdv∗)d̄k.
Recalling the estimation (2.43) on the latter, inserting it into (2.47), and improving on the
weights as in (2.34), the claim (2.45) follows.

Substep 3.3. Estimation of Sα(g, h;h1, h2) with d > 2: prove that for all δ > 0 and r ≥ 0,

|Sα(g, h;h1, h2)| ≲V,r,r0,δ ∥h1∥L2
A(Rd)∥⟨∇⟩

1
2h2∥L2

A(Rd)∥⟨v⟩
−r⟨∇⟩

3
2
+δh∥L2(Rd)

× ∥⟨v⟩−r⟨∇⟩|α|g∥L2(Rd)

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)
. (2.48)

Starting point is the following integration by parts,ˆ
Rd

k·(∇∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dv∗∗ = |k|2∇k ·
( ˆ

Rd

v−v∗∗
|v−v∗∗|2

(∇α(
√
µg))∗∗

k·(v−v∗∗)−i0dv∗∗

)
.

Inserting this into de�nition (2.46) for Sα(g, h;h1, h2), integrating by parts with respect
to k, and reorganizing the integrals, we are led to

Sα(g, h;h1, h2) = −ℜ
ˆ
Rd

(¨
Rd×Rd

Hj
h;h1,h2

(k, v)
(v−v∗∗)j
|v−v∗∗|2

(∇α(
√
µg))∗∗

k·(v−v∗∗)−i0 dvdv∗∗

)
d̄k, (2.49)
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where we have set for abbreviation

Hj
h;h1,h2

(k, v) := ∇kj

(
|k|2(k·h1)(k·h2)πV̂ (k)3

ε(k,k·v;∇Fg)|ε(k,k·v;∇Fg)|2

(ˆ
Rd

δ(k · (v − v∗))
√
µ∗h∗ dv∗

))
.

Evaluating the k-derivative and integrating by parts, the latter expression takes on the
following guise,

Hj
h;h1,h2

(k, v) =

(
∇kj

−
kj

|k|2

)(
|k|2(k·h1)(k·h2)πV̂ (k)3

)
ε(k,k·v;∇Fg)|ε(k,k·v;∇Fg)|2

(ˆ
Rd

δ(k · (v − v∗))
√
µ∗h∗ dv∗

)
− 2|k|2(k·h1)(k·h2)πV̂ (k)3

ε(k,k·v;∇Fg)2|ε(k,k·v;∇Fg)|2

(
∇kjε(k, k · v;∇Fg)

)( ˆ
Rd

δ(k · (v − v∗))
√
µ∗h∗ dv∗

)
− |k|2(k·h1)(k·h2)πV̂ (k)3

|ε(k,k·v;∇Fg)|4

(
∇kjε(k, k · v;∇Fg)

)( ˆ
Rd

δ(k · (v − v∗))
√
µ∗h∗ dv∗

)
+

d∑
l=1

kl(k·h1)(k·h2)πV̂ (k)3

ε(k,k·v;∇Fg)|ε(k,k·v;∇Fg)|2

( ˆ
Rd

δ(k · (v − v∗))(v − v∗)j∇v∗,l(
√
µh)∗ dv∗

)
.

Note that another integration by parts yields as in (2.21),

∇kjε(k, k · v;∇Fg) =
(
∇j V̂ (k)− kj

|k|2 V̂ (k)
) ˆ

Rd

k̂·∇Fg(v∗)

k̂·(v−v∗)−i0
dv∗

+ 1
|k| V̂ (k)

ˆ
Rd

∇jFg(v∗)

k̂·(v−v∗)−i0
dv∗ +

1
|k| V̂ (k)

ˆ
Rd

(v − v∗)j
(k̂·∇)2Fg(v∗)

k̂·(v−v∗)−i0
dv∗,

and thus, using the Sobolev inequality and the L2 boundedness of the Hilbert transform,
for all δ > 0 and r ≥ 0,

|∇kε(k, k · v;∇Fg)| ≲r,δ ⟨v⟩
(

1
|k| V̂ (k) + |∇V̂ (k)|

)(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)
.

Inserting this into (2.49), together with the above identity for Hj
h;h1,h2

, and appealing to

Lemma 2.1(ii)�(iii), we are led to

|Sα(g, h;h1, h2)| ≲V,r,δ

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

) ˆ
Rd

(
|k|V̂ (k)3 + |k|2V̂ (k)2|∇V̂ (k)|

)
×
{ˆ

Rd

|h1||h2|
( ˆ

Rd

δ(k̂ · (v − v∗)) ⟨v∗⟩|(⟨∇⟩(√µh))∗| dv∗
)

×
∣∣∣⟨v⟩ ˆ

Rd

v−v∗
|v−v∗|2

(∇α(
√
µg))∗

k̂·(v−v∗)−i0
dv∗

∣∣∣ dv} d̄k.

Smuggling in a power of the weight ⟨k̂ · v⟩, and noting that the Sobolev inequality yields
for all δ > 0 and r, r0 ≥ 0,ˆ

Rd

δ(k̂ · (v − v∗)) ⟨v∗⟩r0 |(⟨∇⟩(√µh))∗| dv∗ ≲r,r0,δ ∥⟨v⟩−r⟨∇⟩
3
2
+δh∥L2(Rd),

the above becomes

|Sα(g, h;h1, h2)| ≲V,r,r0,δ

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)
∥⟨v⟩−r⟨∇⟩

3
2
+δh∥L2(Rd)

×
ˆ
Rd

(
|k|V̂ (k)3 + |k|2V̂ (k)2|∇V̂ (k)|

)
Uk
α

(
g; ⟨k̂ · v⟩−r0h1, ⟨k̂ · v⟩−r0h2

)
d̄k, (2.50)
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where we have set for abbreviation,

Uk
α(g;h1, h2) :=

ˆ
Rd

|h1||h2|
∣∣∣⟨v⟩ˆ

Rd

v−v∗
|v−v∗|2

(∇α(
√
µg))∗

k̂·(v−v∗)−i0
dv∗

∣∣∣ dv. (2.51)

We turn to the estimation of this quantity. Let k ∈ Rd\{0} be �xed. Decomposing velocity

variables v ∈ Rd into v = (v0, v1) with v0 = v · k̂ and v1 = v − v0k̂ ∈ k̂⊥, we can write

Uk
α(g;h1, h2) =

ˆ
R

ˆ
Rd−1

|h1(v0, v1)||h2(v0, v1)|

×
∣∣∣⟨(v0, v1)⟩ ˆ

R

ˆ
Rd−1

(v0−v0∗,v1−v1∗)
|v0−v0∗|2+|v1−v1∗|2

(∇α(
√
µg))∗

(v0−v0∗)−i0dv1∗dv0∗

∣∣∣ dv1dv0.
Estimating ⟨(v0, v1)⟩ ≤ 1 + |v0|+ |v1|, and using v0−v0∗

(v0−v0∗)−i0 = 1, we are led to

Uk
α(g;h1, h2) ≲

ˆ
R

ˆ
Rd−1

|h1(v0, v1)||h2(v0, v1)|

×
{∣∣∣ ˆ

R

ˆ
Rd−1

σ(v0 − v0∗, v1 − v1∗)(∇α(
√
µg))∗ dv1∗dv0∗

∣∣∣
+
∣∣∣ˆ

R

ˆ
Rd−1

σ(v0 − v0∗, v1 − v1∗)(v0∗, v1∗)(∇α(
√
µg))∗ dv1∗dv0∗

∣∣∣
+
∣∣∣ ˆ

R

ˆ
Rd−1

(v1 − v1∗)⊗ σ(v0 − v0∗, v1 − v1∗)(∇α(
√
µg))∗ dv1∗dv0∗

∣∣∣}
+

ˆ
Rd

|h1||h2|
(ˆ

Rd

⟨v∗⟩|(∇α(
√
µg))∗|

|v−v∗|2 dv∗

)
dv

+

ˆ
Rd

|h1||h2|
( ˆ

Rd

|(∇α(
√
µg))∗|

|v−v∗| dv∗

)
dv, (2.52)

in terms of the symbol

σ(v0, v1) := 1
v0−i0

v1
|v0|2+|v1|2 .

We denote by f̃(w0, v1) the Fourier transform of a function f(v0, v1) in its �rst variable.

As the Fourier transforms of 1
v0−i0 and 1

v20+1
are given by iπ(1 − sgn(w0)) and πe−|w0|,

respectively, the Fourier transform of σ in its �rst variable takes on the following explicit
guise,

σ̃(w0, v1) = 2iπ2 v1
|v1|

ˆ ∞

w0

e−|w′
0||v1| dw′

0 = 2iπ2 v1
|v1|2 ×

{
e−|w0||v1| : w0 > 0,

2− e−|w0||v1| : w0 < 0,

hence,

|σ̃(w0, v1)| ≤ 4π2 1
|v1| .

Taking Fourier transform in the v0-variables, using Parseval's identity, inserting this bound
on the symbol σ̃, using the triangle inequality and again Parseval's identity, we �nd for
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any f ∈ C∞
c (Rd) and 1 ≤ p ≤ ∞,∥∥∥ˆ

R

ˆ
Rd−1

σ(v0 − v0∗, v1 − v1∗) f(v0∗, v1∗) dv1∗dv0∗

∥∥∥
Lp
v1

(Rd−1;L2
v0

(R))

≃
∥∥∥ˆ

Rd−1

σ̃(w0, v1 − v1∗) f̃(w0, v1∗) dv1∗

∥∥∥
Lp
v1

(Rd−1;L2
w0

(R))

≲
∥∥∥ˆ

Rd−1

|f̃(w0,v1∗)|
|v1−v1∗| dv1∗

∥∥∥
Lp
v1

(Rd−1;L2
w0

(R))

≲
∥∥∥ˆ

Rd−1

∥f(·,v1∗)∥L2(R)
|v1−v1∗| dv1∗

∥∥∥
Lp
v1

(Rd−1)
,

and therefore, by the Hardy�Littlewood�Sobolev inequality, in dimension d > 2, for

all d− 1 < p < ∞ and q = (d−1)p
d−1+(d−2)p ,∥∥∥ˆ

R

ˆ
Rd−1

σ(v0 − v0∗, v1 − v1∗) f(v0∗, v1∗) dv1∗dv0∗

∥∥∥
Lp
v1

(Rd−1;L2
v0

(R))

≲p ∥f(v0, v1)∥Lq
v1

(Rd−1;L2
v0

(R)).

Similarly, we �nd∥∥∥ˆ
R

ˆ
Rd−1

(v1 − v1∗)⊗ σ(v0 − v0∗, v1 − v1∗) f(v0∗, v1∗) dv1∗dv0∗

∥∥∥
L∞
v1

(Rd−1;L2
v0

(R))

≲ ∥f(v0, v1)∥L1
v1

(Rd−1;L2
v0

(R)).

Applying these two bounds to estimate the �rst terms in (2.52), using the Hardy�Littlewood�
Sobolev inequality for the last two terms, and using the Sobolev inequality and the decay
of µ to reduce to L2 norms, we easily deduce in dimension d > 2, for all r ≥ 0,

Uk
α(g;h1, h2) ≲r ∥h1∥L2(Rd)∥⟨∇⟩

1
2h2∥L2(Rd)∥⟨v⟩

−r⟨∇⟩|α|g∥L2(Rd).

Inserting this into (2.50), we are led to

|Sα(g, h;h1, h2)| ≲V,r,r0,δ

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)
× ∥⟨v⟩−r⟨∇⟩|α|g∥L2(Rd)∥⟨v⟩

−r⟨∇⟩
3
2
+δh∥L2(Rd)

×
ˆ
Rd

(
|k|V̂ (k)3 + |k|2V̂ (k)2|∇V̂ (k)|

)
∥⟨k̂ · v⟩−r0h1∥L2(Rd)∥⟨k̂ · v⟩−r0⟨∇⟩

1
2h2∥L2(Rd) d̄k.

Now evaluating the k-integral as in (2.42), with r0 > 1
2 , and noting that the integrability

assumptions on V ensure
´
Rd |k|V̂ (k)3 +

´
Rd |k|2V̂ (k)2|∇V̂ (k)| < ∞, this becomes

|Sα(g, h;h1, h2)| ≲V,r,r0,δ

(
1 + ∥⟨v⟩−r⟨∇⟩

5
2
+δg∥L2(Rd)

)
∥⟨v⟩−r⟨∇⟩|α|g∥L2(Rd)

× ∥⟨v⟩−r⟨∇⟩
3
2
+δh∥L2(Rd)∥⟨v⟩

− 1
2h1∥L2(Rd)∥⟨v⟩

− 1
2 ⟨∇⟩

1
2h2∥L2(Rd).

Further improving on the weights ⟨v⟩−
1
2 as in (2.34), the claim (2.48) follows. □

With the above estimates at hand, we may now establish the local well-posedness of the
Lenard�Balescu equation (2.1) close to Maxwellian equilibrium.
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Proposition 2.5 (Local well-posedness close to equilibrium). Let V ∈ L1 ∩Ḣ
1
2 (Rd) be

isotropic and positive de�nite. For all s ≥ 2, there is a constant CV,s large enough such

that the following holds: for all initial data f◦ ∈ Hs(Rd) satisfying the positivity and
smallness conditions,

Ff◦ = µ+
√
µf◦ ≥ 0, ∥f◦∥Hs(Rd) ≤ 1

CV,s
,

there exists T > 1
CV,s

and a unique strong solution f ∈ L∞([0, T ];Hs(Rd)) of the Lenard�

Balescu equation (2.1) on [0, T ], and it still satis�es Ff = µ+
√
µf ≥ 0.

Proof. We proceed by constructing a sequence {fn}n of approximate solutions: we choose
the 0th-order approximation as the initial data,

f0 := f◦,

and next, for all n ≥ 0, given the nth-order approximation fn, we iteratively de�ne fn+1

as the solution of the following linear Cauchy problem,{
∂tfn+1 = (∇− v) ·

(
Bn[

√
µ+ fn] (∇+ v)fn+1 − (

√
µ+ fn+1)Bn[(∇+ v)fn]

)
,

fn+1|t=0 = f◦,
(2.53)

where we have set for abbreviation

Bn[g] := B(∇Ffn)[g] =

ˆ
Rd

B(v, v − v∗;∇Ffn)
√
µ∗g∗ dv∗.

Noting that de�nitions of Bn and of the collision kernel B ensure Bn[vg] = Bn[g]v for all
scalar �elds g, cf. (1.2), we can rewrite equation (2.53) as the following linear parabolic
equation, ∂tfn+1 = ∇ ·An∇fn+1 − bn · ∇fn+1 −∇ · (b′nfn+1) + cnfn+1

−(∇− v) · (√µ(bn + b′n)),
fn+1|t=0 = f◦,

(2.54)

in terms of the coe�cients

An := Bn[
√
µ+ fn], (2.55)

bn := Anv = Bn[v(
√
µ+ fn)],

b′n := Bn[∇(
√
µ+ fn)],

cn := v · b′n.
Let s ≥ 2 be �xed, let C0 be a constant to be chosen large enough, and assume

Ff◦ = µ+
√
µf◦ ≥ 0, ∥f◦∥Hs(Rd) ≤ 1

4C0
. (2.56)

We shall control the sequence (fn)n by induction. Given n ≥ 0, assume that fn is well-
de�ned on some time interval with µ+

√
µfn ≥ 0, and de�ne the maximal time

Tn := 1∧max
{
T ≥ 0 : ∥fn∥2L∞([0,T ];Hs(Rd)) +

1
C0

∥∇⟨∇⟩sfn∥2L2([0,T ];L2
A(Rd))

≤ 1
C2

0

}
. (2.57)

By de�nition of Bn and of the collision kernel B, cf. (1.2), choosing C0 large enough,
Lemma 2.1(ii) ensures that coe�cients An, bn, b

′
n, cn are all well-de�ned on the time inter-

val [0, Tn]. In addition, the assumption µ+
√
µfn ≥ 0 ensures An ≥ 0. Up to regularizing

coe�cients and initial data, linear parabolic theory ensures that (2.54) admits a unique
smooth solution on [0, Tn]. We shall estimate its Hs norm uniformly with respect to
regularization, and we split the proof into three steps.
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Step 1. Prove that for all α ≥ 0, on the time interval [0, Tn],ˆ
Rd

(∇αg)∇α(∇ ·An∇g) ≤ − 1
CV

∥∇∇αg∥2
L2
A(Rd)

+ CV,α∥∇∇αg∥L2
A(Rd)∥g∥H|α|∨2(Rd)

×
(
1 + ∥fn∥|α|+1

H|α|(Rd)
+ ∥∇⟨∇⟩|α|fn∥L2

A(Rd)

(
1 + ∥fn∥|α|H|α|(Rd)

))
. (2.58)

In view of (2.57), provided C0 is large enough, we note that Lemma 2.1(ii) entails on the
time interval [0, Tn],

Bn[
√
µ] ≃V A,

and therefore ˆ
Rd

(∇∇αg) · Bn[
√
µ](∇∇αg) ≃V ∥∇∇αg∥2

L2
A(Rd)

.

Decomposing An = Bn[
√
µ] + Bn[fn], we deduceˆ

Rd

(∇∇αg) ·An(∇∇αg) ≥ 1
CV

∥∇∇αg∥2
L2
A(Rd)

−
∣∣∣ ˆ

Rd

(∇∇αg) · Bn[fn](∇∇αg)
∣∣∣,

and thus, appealing to (2.24) in Lemma 2.4 to estimate the last term,ˆ
Rd

(∇∇αg) ·An(∇∇αg) ≥ ∥∇∇αg∥2
L2
A(Rd)

(
1

CV
− CV ∥fn∥H1(Rd)

)
.

In view of (2.57), choosing C0 ≥ 2C2
V , this yields on [0, Tn],ˆ

Rd

(∇∇αg) ·An(∇∇αg) ≥ 1
2CV

∥∇∇αg∥2
L2
A(Rd)

.

By Leibniz' rule and an integration by parts, we then �nd
ˆ
Rd

(∇αg)∇α(∇ ·An∇g) ≤ − 1
2CV

∥∇∇αg∥2
L2
A(Rd)

−
∑

0<γ≤α

(
α

γ

)ˆ
Rd

(∇∇αg) · (∇γAn) (∇∇α−γg).

Now using Lemma 2.4 to estimate the last sum, appealing to (2.24) or (2.25) depending
on the value of γ, the claim (2.58) follows.

Step 2. Prove that for all α ≥ 0, on the time interval [0, Tn],∣∣∣∣ ˆ
Rd

(∇αg)∇α
(
− bn · ∇g −∇ · (b′ng) + cng − (∇− v) · (√µ(bn + b′n))

)∣∣∣∣
≲V,α

(
∥∇⟨∇⟩|α|g∥L2

A(Rd) + ∥g∥H|α|(Rd)

)
∥g∥H|α|∨2(Rd)

×
(
1 + ∥fn∥|α|+1

H|α|∨2(Rd)
+ ∥∇⟨∇⟩|α|fn∥L2

A(Rd)

(
1 + ∥fn∥|α|H|α|∨2(Rd)

))
. (2.59)

By Leibniz' rule, we decomposeˆ
Rd

(∇αg)∇α(bn · ∇g) =
∑
γ≤α

(
α

γ

) ˆ
Rd

(∇αg)(∇γbn) · (∇∇α−γg),
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ˆ
Rd

(∇αg)∇α∇ · (b′ng) = −
∑
γ≤α

(
α

γ

) ˆ
Rd

(∇∇αg) · (∇γb′n)(∇α−γg),

ˆ
Rd

(∇αg)∇α(cng) =
∑
γ≤α

(
α

γ

) ˆ
Rd

(∇γcn)(∇αg)(∇α−γg),

ˆ
Rd

(∇αg)∇α(∇− v) · (√µ(bn + b′n)) = −
∑
ej≤α

ˆ
Rd

((∇+ v)∇αg) · ∇α(
√
µ(bn + b′n))

−
∑
ej≤α

(
α

ej

)ˆ
Rd

(ej∇αg) · ∇α−ej (
√
µ(bn + b′n)).

Recalling the de�nition of bn, b
′
n, cn, cf. (2.55), and using Lemma 2.4 to estimate the di�er-

ent terms, appealing again to (2.24) or (2.25) depending on the value of γ, the claim (2.59)
follows easily.

Step 3. Conclusion.
Combining (2.58) and (2.59), and taking advantage of the dissipation term in (2.58) to

absorb factors ∥⟨∇⟩|α|+1g∥L2
A(Rd), we deduce for the solution fn+1 of (2.54) (up to regular-

ization),

∂t∥fn+1∥2Hs(Rd) +
1

CV,s
∥∇⟨∇⟩sfn+1∥2L2

A(Rd)

≤ CV,s∥fn+1∥2Hs(Rd)

(
1 + ∥∇⟨∇⟩sfn∥2L2

A(Rd)

)(
1 + ∥fn∥2(s+1)

Hs(Rd)

)
, (2.60)

hence, after time integration,

∥f t
n+1∥2Hs(Rd) +

1
CV,s

∥∇⟨∇⟩sfn+1∥2L2([0,t];L2
A(Rd))

≤ 2∥f◦∥2Hs(Rd) exp

(
2CV,s

(
t+ ∥∇⟨∇⟩sfn∥2L2([0,t];L2

A(Rd))

)(
1 + ∥fn∥2(s+1)

L∞([0,t];Hs(Rd))

))
.

For t ≤ Tn, in view of (2.56) and (2.57), this entails

∥f t
n+1∥2Hs(Rd) +

1
CV,s

∥∇⟨∇⟩sfn+1∥2L2([0,t];L2
A(Rd))

≤ 1
8C

−2
0 exp

(
4CV,s

(
t+ C−1

0

))
. (2.61)

As this bound holds uniformly with respect to regularization of coe�cients and of initial
data, well-posedness for (2.54) in L∞([0, Tn];H

s(Rd)) without regularization follows by an
approximation argument.

Next, we check that the solution satis�es Ffn+1 = µ +
√
µfn+1 ≥ 0. As equation (2.53)

or (2.54) for fn+1 is equivalent to the following,

∂tFfn+1 = ∇ ·
(
Bn[

1√
µFfn ]∇Ffn+1 − Ffn+1 Bn[

1√
µ∇Ffn ]

)
.

this positivity statement follows from the maximum principle.

Finally, choosing C0 ≥ 1 + 2CV,s, the above Hs estimate (2.61) for fn+1 given fn entails

for all t ≤ Tn ∧ 1
2CV,s

,

∥f t
n+1∥2Hs(Rd) +

1
C0

∥∇⟨∇⟩sfn+1∥2L2([0,t];L2
A(Rd))

≤ C−2
0 ,
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which means Tn+1 ≥ Tn ∧ (2CV,s)
−1. Therefore, setting T0 := 1 ∧ (2CV,s)

−1, we obtain by
iteration a sequence (fn)n satisfying the sequence of approximate equations (2.53) on the
time interval [0, T0] with

∥fn∥L∞([0,T0];Hs(Rd)) ≤ C−1
0 .

The conclusion now follows easily by a compactness argument, passing to the limit n ↑ ∞
in approximate equations (2.53). □

We now turn to the proof of Theorem 1, that is, we extend the above into a global-
in-time result. Taking inspiration from Guo's argument in [14] for the Landau equation,
the proof relies heavily on detailed properties of the linearized operator L and on re�ned
estimates on the nonlinear operator N .

Proof of Theorem 1. We split the proof into �ve main steps.

Step 1. Energy dissipation norm.
We de�ne the following weighted norm, which is adapted to the dissipation structure of
the linear operator L,

||| g |||2 := ∥∇g∥2
L2
A(Rd)

+ ∥vg∥2
L2
A(Rd)

=

ˆ
Rd

∇g ·A∇g + vg ·Avg, (2.62)

where we recall that A is the elliptic coe�cient �eld de�ned in (2.3), and we show that it
satis�es

∥⟨v⟩−
1
2 g∥L2(Rd) + ∥⟨v⟩−

3
2∇g∥L2(Rd)

≲ ∥⟨v⟩−
1
2 g∥L2(Rd) + ∥⟨v⟩−

1
2P⊥

v ∇g∥L2(Rd) + ∥⟨v⟩−
3
2Pv∇g∥L2(Rd) ≃V ||| g ||| . (2.63)

where we recall the de�nition (2.7) of orthogonal projections Pv, P
⊥
v .

By de�nition of ||| · |||, Lemma 2.2(i) yields

∥⟨v⟩−
1
2P⊥

v ∇g∥2
L2(Rd)

+ ∥⟨v⟩−
3
2Pv∇g∥2

L2(Rd)
=

ˆ
Rd

⟨v⟩−1|P⊥
v ∇g|2 + ⟨v⟩−3|Pv∇g|2

≃V

ˆ
Rd

∇g ·A∇g,

so it remains to proveˆ
Rd

vg ·Avg ≲V ∥⟨v⟩−
1
2 g∥2

L2(Rd)
≲V

ˆ
Rd

vg ·Avg + ∥⟨v⟩−
3
2∇g∥2

L2(Rd)
. (2.64)

The �rst inequality follows from Lemma 2.2(i) in form of v · Av ≲V ⟨v⟩−1, and we now
turn to the second inequality. For that purpose, we choose a cut-o� function χ ∈ C∞

c (2B)
with χ|B = 1 and |∇χ| ≤ 2, and we decompose

∥⟨v⟩−
1
2 g∥2

L2(Rd)
≤
ˆ
2B

|χg|2 +
ˆ
Rd\B

⟨v⟩−1|g|2.

By Poincaré's inequality on 2B, using the properties of χ, we deduce

∥⟨v⟩−
1
2 g∥2

L2(Rd)
≲
ˆ
2B

|∇(χg)|2 +
ˆ
Rd\B

⟨v⟩−1|g|2

≲
ˆ
2B

|∇g|2 +
ˆ
Rd\B

⟨v⟩−1|g|2.
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Now using Lemma 2.2(i) in form of v · A(v)v ≳V |v|2⟨v⟩−3 ≃ ⟨v⟩−1 on Rd \B, the second
inequality in (2.64) follows.

Step 2. Control on dissipation rate: prove that

−
ˆ
Rd

gL[g] ≳V |||(Id−π0)[g] |||2, (2.65)

where π0 stands for the orthogonal projection of L
2(Rd) onto its �nite-dimensional subspace

S0 :=
{√

µ
(
a+ b · v + c|v|2

)
: a, c ∈ R, b ∈ Rd

}
, (2.66)

or equivalently, π0[g] :=
∑

i(
´
Rd wig)wi in terms of an orthonormal basis {wi}1≤i≤d+2 of

the subspace S0.

Since the de�nition of B yields B(v, v− v∗;∇F ) = B(v∗, v∗− v;∇F ), cf. (1.2), we have by
de�nition of L, cf. (2.1),

−
ˆ
Rd

gL[g] = 1
2

¨
Rd×Rd

(√
µ∗(∇+ v)g −√

µ((∇+ v)g)∗

)
(2.67)

·B(v, v − v∗;∇µ)
(√

µ∗(∇+ v)g −√
µ((∇+ v)g)∗

)
dvdv∗

≥ 0.

As B(v, v − v∗;∇µ)(v − v∗) = 0, this expression clearly vanishes for g ∈ S0 (and in fact
only for g ∈ S0), and it remains to prove a quantitative version of this fact in form of the
claimed lower bound (2.65). For that purpose, we argue by contradiction: if (2.65) was
failing, there would exist a sequence (gn)n such that

0 ≤ −
ˆ
Rd

gnL[gn] ≤ 1
n , ||| gn ||| = 1, π0[gn] = 0. (2.68)

We split the argument into two further substeps.

Substep 2.1. Prove that up to an extraction the sequence (gn)n in (2.68) converges weakly
to some g in H1

loc(Rd) with

−
ˆ
Rd

gL[g] = 0, ||| g ||| = 1, π0[g] = 0. (2.69)

In view of (2.63), the property ||| gn ||| = 1 in (2.68) ensures that for all M > 0 the se-
quence of restrictions (gn|BM

)n is bounded in H1(BM ). By weak compactness, there
exists g ∈ H1

loc(Rd) such that up to an extraction (gn)n converges weakly to g in H1
loc(Rd).

Passing to the limit in (2.68), we infer

||| g ||| ≤ 1, π0[g] = 0. (2.70)

It remains to pass to the limit in the relation 0 ≤ −
´
Rd gnL[gn] ≤ 1

n , which requires some
more care. By de�nition of L, cf. (2.2), we can decompose

−
ˆ
Rd

gnL[gn] = ||| gn |||2+2

ˆ
Rd

vgn ·A∇gn −
ˆ
Rd

√
µ(∇+ v)gn · B◦[(∇+ v)gn].

Using that ||| gn ||| = 1, and noting that 2
´
Rd vgn · A∇gn = −

´
Rd g

2
n∇ · (Av) follows from

integration by parts, we deduce

−
ˆ
Rd

gnL[gn] = 1−
ˆ
Rd

g2n∇ · (Av)−
ˆ
Rd

√
µ(∇+ v)gn · B◦[(∇+ v)gn]. (2.71)
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Along the extraction, as gn converges weakly to g in H1
loc(Rd), hence strongly in L2

loc(Rd)
by Rellich's theorem, we deduce for all M ≥ 1,ˆ

|v|≤M
g2n∇ · (Av) n↑∞−−−→

ˆ
|v|≤M

g2∇ · (Av), (2.72)

ˆ
|v|≤M

√
µ(∇+ v)gn · BM

◦ [(∇+ v)gn]
n↑∞−−−→

ˆ
|v|≤M

√
µ(∇+ v)g · BM

◦ [(∇+ v)g],

in terms of the truncated operator

BM
◦ [h] :=

ˆ
|v∗|≤M

B(v, v − v∗;∇µ)
√
µ∗h∗ dv∗.

Next, we estimate truncation errors: we show for all M ≥ 1,

sup
n

∣∣∣ˆ
|v|>M

g2n∇ · (Av)
∣∣∣ ≲ 1

M , (2.73)

sup
n

∣∣∣ ˆ
|v|>M

√
µ(∇+ v)gn · B◦[(∇+ v)gn]

∣∣∣ ≲ 1
M , (2.74)

sup
n

∣∣∣ ˆ
|v|≤M

√
µ(∇+ v)gn · (B◦ − BM

◦ )[(∇+ v)gn]
∣∣∣ ≲ 1

M . (2.75)

The estimate (2.73) follows from Lemma 2.2 in form of∣∣∣ˆ
|v|>M

g2n∇ · (Av)
∣∣∣ ≲V

ˆ
|v|>M

⟨v⟩−2g2n

≲V

ˆ
|v|>M

⟨v⟩−1(vgn ·Avgn)

≲ 1
M ||| gn |||2 = 1

M .

Next, appealing to Lemma 2.3(i) and to (2.63),∣∣∣ ˆ
|v|>M

√
µ(∇+ v)gn · B◦[(∇+ v)gn]

∣∣∣
≲ 1

M ∥⟨v⟩−
3
2 (∇+ v)gn∥L2(Rd)∥⟨v⟩

5
2
√
µB◦[(∇+ v)gn]∥L2(Rd)

≲V
1
M ∥⟨v⟩−

3
2 (∇+ v)gn∥2L2(Rd)

≲V
1
M ||| gn |||2 = 1

M ,

that is, (2.74). Finally, rewriting

(B◦ − BM
◦ )[(∇+ v)gn] = B◦[1|v|>M (∇+ v)gn], (2.76)

we similarly �nd∣∣∣ˆ
|v|≤M

√
µ(∇+ v)gn · (B◦ − BM

◦ )[(∇+ v)gn]
∣∣∣

≲ ∥⟨v⟩−
3
2 (∇+ v)gn∥L2(Rd)∥⟨v⟩

3
2
√
µB◦[1|v|>M (∇+ v)gn]∥L2(Rd)

≲V
1
M ∥⟨v⟩−

3
2 (∇+ v)gn∥2L2(Rd)

≲V
1
M ||| gn |||2 = 1

M ,

that is, (2.75).
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Combined with (2.71) and (2.72), the above estimates (2.73)�(2.75) allow to pass to the
limit in (2.71), and thus, recalling that (2.68) yields −

´
Rd gnL[gn] → 0, we �nd

0 = 1−
ˆ
Rd

g2∇ · (Av)−
ˆ
Rd

√
µ(∇+ v)g · B◦[(∇+ v)g]

= 1− ||| g |||2−
ˆ
Rd

gL[g].

Combining this with the positivity (2.67) and with (2.70), we conclude

−
ˆ
Rd

gL[g] = 0, ||| g ||| = 1,

hence (2.69).

Substep 2.2. Conclusion.
It remains to show that for a function h ∈ H1

loc(Rd) with |||h ||| < ∞, the following equiva-
lence holds:

h ∈ S0 ⇐⇒ −
ˆ
Rd

hL[h] = 0. (2.77)

Indeed, using this equivalence, we would deduce from (2.69) that g ∈ S0, so that the two
other conditions in (2.69) would become contradictory, thus yielding the conclusion.

It remains to prove the claimed equivalence (2.77). The implication `⇒' is clear and we
now focus on the reverse. For that purpose, we note that, for all v, v∗, e ∈ Rd with v ̸= v∗,
the kernel B(v, v − v∗;∇µ) satis�es by de�nition,

e ·B(v, v − v∗;∇µ)e ≥ 0,

and, using Lemma 2.1 and the explicit computation (2.12),

e ·B(v, v − v∗;∇µ)e = 0 ⇐⇒
ˆ
Rd

|e · k|2πV̂ (k)2 δ(k·(v−v∗))
|ε(k,k·v;∇µ)|2 d̄k = 0

⇐⇒ e ·
(
Id− (v−v∗)⊗(v−v∗)

|v−v∗|2

)
e = 0

⇐⇒ e ∥ v − v∗.

In view of (2.67), we deduce that the condition −
´
Rd hL[h] = 0 implies almost everywhere

√
µ∗(∇+ v)h =

√
µ((∇+ v)h)∗,

which implies h ∈ S0 by integration.

Step 3. Control on dissipation rate for di�erentiated equation: prove that for all α > 0,

−
ˆ
Rd

(∇αg)∇αL[g] ≥ 1
CV

|||∇αg |||2−CV,α ||| g |||2|α|−1, (2.78)

where we have set for abbreviation,

||| g |||2s :=
∑
|γ|≤s

|||∇γg |||2 . (2.79)

We split the proof into three further substeps.

Substep 3.1. Prove that

|||π0[∇g] ||| ≲ ||| g ||| . (2.80)



WELL-POSEDNESS OF THE LENARD�BALESCU EQUATION 33

Recall that S0 is a �nite-dimensional space, cf. (2.66), and that the orthogonal projection π0
can be written as π0[g] :=

∑
i(
´
Rd wig)wi for some orthonormal basis {wi}1≤i≤d+2 of S0.

It is therefore su�cient to show that for all w ∈ S0 we have∣∣∣ ˆ
Rd

w∇g
∣∣∣ ≲V ∥w∥L2(Rd) ||| g |||, (2.81)

which happens to be a direct consequence of (2.63) as all norms are equivalent on S0.

Substep 3.2. Prove that for all α > 0,∣∣∣ ˆ
Rd

(∇αg) [∇α, L]g
∣∣∣ ≲V,α |||∇αg ||| ||| g ||||α|−1 . (2.82)

By de�nition of L, cf. (2.2), we decompose
ˆ
Rd

(∇αg) [∇α, L]g = Tα
1 (g) + Tα

2 (g),

in terms of

Tα
1 (g) :=

ˆ
Rd

(∇αg)
[
∇α, (∇− v) · (A(∇+ v))

]
g,

Tα
2 (g) := −

ˆ
Rd

(∇αg)
[
∇α, (∇− v) · (√µB◦(∇+ v))

]
g.

We start with estimating the �rst term Tα
1 (g). By Leibniz' rule, we compute

Tα
1 (g) = −

∑
γ≤α
γ ̸=0

(
α

γ

)( ˆ
Rd

((∇+ v)∇αg) · (∇γA)((∇+ v)∇α−γg)

+
∑
ej≤γ

ˆ
Rd

(ej∇αg) ·(∇γ−ejA)((∇+v)∇α−γg)+
∑
ej≤γ

ˆ
Rd

((∇+v)∇αg) ·(∇γ−ejA)(ej∇α−γg)

+
∑

ej+el≤γ

ˆ
Rd

(ej∇αg) · (∇γ−ej−elA)el∇α−γg

)
,

hence, by (2.9) and (2.63),

|Tα
1 (g)| ≲V,α

∑
γ<α

|||∇αg ||| ||| ∇γg |||

We turn to the second term Tα
2 (g). By Leibniz' rule, we can write

Tα
2 (g) =

ˆ
Rd

((∇+ v)∇αg) · ∇α
(√

µB◦[(∇+ v)g]
)

+
∑
ej≤α

ˆ
Rd

(ej∇αg) · ∇α−ej
(√

µB◦[(∇+ v)g]
)

−
ˆ
Rd

((∇+ v)∇αg) · √µB◦[(∇+ v)∇αg],
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or alternatively, further integrating by parts in the last right-hand side term, for any j0 ∈ α,

Tα
2 (g) =

ˆ
Rd

((∇+ v)∇αg) · ∇α
(√

µB◦[(∇+ v)g]
)

+
∑
ej≤α

ˆ
Rd

(ej∇αg) · ∇α−ej
(√

µB◦[(∇+ v)g]
)

+

ˆ
Rd

((∇+v)∇α−j0g) ·∇j0

(√
µB◦[(∇+v)∇αg]

)
+

ˆ
Rd

(ej0∇α−j0g) ·√µB◦[(∇+v)∇αg].

Now appealing to Lemma 2.3 and to (2.63), we deduce

|Tα
2 (g)| ≲V,α

∑
γ<α

|||∇αg ||| ||| ∇γg |||,

and the claim (2.82) follows.

Substep 3.3. Proof of (2.78).
Let α > 0. Decomposing

−
ˆ
Rd

(∇αg)∇αL[g] = −
ˆ
Rd

(∇αg)L[∇αg] +

ˆ
Rd

(∇αg)[∇α, L]g,

and applying (2.65) and (2.82), we �nd

−
ˆ
Rd

(∇αg)∇αL[g] ≥ 1
CV

|||(Id−π0)[∇αg] |||2−CV,α |||∇αg ||| ||| g ||||α|−1

≥ 1
2CV

|||∇αg |||2−CV |||π0[∇αg] |||2−CV,α ||| g |||2|α|−1 .

Combined with (2.80), this proves (2.78).

Step 4. Control on the nonlinearity: provided that g satis�es the following smallness
condition, for some r0 ≥ 0, δ0 > 0, and some large enough constant C0,

∥⟨v⟩−r0⟨∇⟩
3
2
+δ0g∥L2(Rd) ≤ 1

C0
(2.83)

we prove for all α ≥ 0,∣∣∣ˆ
Rd

(∇αg)(∇αN(g))
∣∣∣ ≲V,α ||| g |||2|α| ∥g∥H|α|∨2

(
1 + ∥g∥|α|

H|α|

)
, (2.84)

where we recall the notation (2.79). The subtle point in this estimate is to control the
nonlinearity in terms of the energy dissipation norm. Note that |α| ∨ 2 could be replaced
by |α| ∨ (32 + δ0) for any δ0 > 0, but the two are equivalent for our purposes as we focus
on integer di�erentiability.

By de�nition of N , cf. (2.1), we decompose

N(g) = N1(g) +N2(g) +N3(g) +N4(g)
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in terms of

N1(g) := (∇− v) · B(∇Fg)[g]∇g,

N2(g) := −(∇− v) ·
(
g B(∇Fg)[∇g]

)
,

N3(g) := (∇− v) ·
(
B(∇Fg)[

√
µ]− B(∇µ)[

√
µ]
)
(∇+ v)g,

N4(g) := −(∇− v) ·
(
√
µ
(
B(∇Fg)[(∇+ v)g]− B(∇µ)[(∇+ v)g]

))
.

We focus on N1, while the estimation of N2, N3, and N4 is similar and is skipped for
shortness. By Leibniz' rule and an integration by parts, we �nd
ˆ
Rd

(∇αg)(∇αN1(g)) = −
∑
γ≤α

(
α

γ

)ˆ
Rd

((∇+ v)∇αg) · (∇γB(∇Fg)[g])∇∇α−γg

−
∑

γ+ej≤α

(
α

γ, ej

) ˆ
Rd

(ej∇αg) · (∇γB(∇Fg)[g])∇∇α−γ−ejg.

By Lemma 2.4, appealing to (2.24) or (2.25) depending on the value of γ, and recall-
ing (2.63), we obtain (2.84) for N1.

Step 5. Conclusion.
Given s ≥ 2, let f ∈ L∞([0, T ];Hs(Rd)) be a local strong solution of the Lenard�Balescu
equation (2.1) on [0, T ] as given by Proposition 2.5. Up to smoothing the initial data
and shortening a bit the time interval [0, T ], the solution can be assume to have more
smoothness, and we may then write on [0, T ] for all 0 ≤ r ≤ s,

1
2∂t

∑
|α|≤r

∥∇αf∥2
L2(Rd)

−
∑
|α|≤r

ˆ
Rd

(∇αf)∇αL[f ] =
∑
|α|≤r

ˆ
Rd

(∇αf)∇αN(f).

hence, inserting (2.78) and (2.84), and using that for α = 0 we have −
´
Rd fL[f ] ≥ 0, we

deduce

1
2∂t

∑
|α|≤r

∥∇αf∥2
L2(Rd)

+ 1
CV

∑
0<|α|≤r

|||∇αf |||2 ≤ CV,s

∑
|α|≤r−1

|||∇αf |||2

+ CV,s

(
1 + ∥f∥sHs(Rd)

)
∥f∥Hs(Rd)

∑
|α|≤r

|||∇αf |||2 . (2.85)

By Proposition 2.5, assuming ∥f◦∥Hs(Rd) ≤ 1
2∧(8CV CV,s)

−1, and choosing T small enough,
we get

∥f∥Hs(Rd) ≤ 1 ∧ (4CV CV,s)
−1 on [0, T ], (2.86)

which allows to absorb the last right-hand side term of (2.85) into the dissipation term.
This yields on [0, T ] for all 0 ≤ r ≤ s,

1
2∂t

∑
|α|≤r

∥∇αf∥2
L2(Rd)

+ 1
2CV

∑
0<|α|≤r

|||∇αf |||2 ≤ CV,s

∑
|α|≤r−1

|||∇αf |||2+ 1
2CV

||| f |||2,

and thus, writing a telescoping sum over 1 ≤ r ≤ s and using the dissipation,

1
2∂t

s∑
r=1

(2 + 2CV CV,s)
−r

∑
|α|≤r

∥∇αf∥2
L2(Rd)

≤ 1
CV

||| f |||2 . (2.87)
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Now for r = 0, rather appealing to (2.65), the inequality (2.85) becomes

1
2∂t∥f∥

2
L2(Rd)

+ 1
CV

|||(Id−π0)[f ] |||2 ≤ CV,s

(
1 + ∥f∥sHs(Rd)

)
∥f∥Hs(Rd) ||| f |||2,

hence, by (2.86),

1
2∂t∥f∥

2
L2(Rd)

+ 1
CV

|||(Id−π0)[f ] |||2 ≤ 1
2CV

||| f |||2 . (2.88)

In view of (1.4), as by assumption π0[f
◦] = 0, the Lenard�Balescu equation (2.1) ensures

that the solution f satis�es

π0[f ] = 0 on [0, T ],

so that (2.88) becomes
1
2∂t∥f∥

2
L2(Rd)

+ 1
2CV

||| f |||2 ≤ 0. (2.89)

Combining this with (2.87), we conclude

1
2∂t

s∑
r=0

(4 + 4CV CV,s)
−r

∑
|α|≤r

∥∇αf∥2
L2(Rd)

≤ 0,

which can now be used to propagate the small local solution globally. □

3. Convergence to equilibrium

This section is devoted to the proof of Theorem 2. We start with the entropic convergence
and the proof of (1.9), which quickly follows from techniques developed by Toscani and
Villani for the Landau equation in [23, 24]. In view of Lemma 2.1(ii), the constructed
solution F satis�es |ε(k, k · v;∇F )| ≳V 1 globally in time. Combining this with (2.12) in
form of

B(v, v − v∗;∇F ) ≳V
1

|v−v∗|

(
Id− (v−v∗)⊗(v−v∗)

|v−v∗|2

)
,

the H-theorem (1.5) takes the form

−∂tH(F |µ) ≳V D(F ), (3.1)

in terms of the entropy dissipation functional

D(F ) := 1
2

¨
Rd×Rd

FF∗
|v−v∗|

∣∣∣( Id− (v−v∗)⊗(v−v∗)
|v−v∗|2

)(∇F
F − ∇∗F∗

F∗

)∣∣∣2.
Next, given ℓ ≥ 1, we appeal to the following logarithmic Sobolev-type inequality, which
is obtained in [24, Proposition 4],

D(F ) ≳ C(F )Kℓ(F )−
3
ℓH(F |µ)1+

3
ℓ ,

where C(F ) only depends on F via an upper bound on H(F |µ), and where Kℓ(F ) is given
by

Kℓ(F ) :=

ˆ
Rd

⟨v⟩ℓ+2
(
|∇

√
F |2 + F

)
.

Inserting this into (3.1), and noting that the H-theorem and the choice (1.8) entail

H(F |µ) ≤ H(F ◦|µ) ≤
ˆ
Rd

|f◦|2,

we deduce

−∂tH(F |µ) ≳V,f◦ Kℓ(F )−
3
ℓH(F |µ)1+

3
ℓ . (3.2)
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It remains to estimate Kℓ(F ). For that purpose, we appeal to the following functional
inequalities from [24, p.1297],

Kℓ(F ) ≤
ˆ
Rd

∣∣∣∇√
⟨v⟩ℓ+2F

∣∣∣2 + Cℓ2
ˆ
Rd

⟨v⟩ℓ+2F,

ˆ
Rd

|∇
√
F |2 ≲

(ˆ
Rd

⟨v⟩d+1|⟨∇⟩2F |2
) 1

2
,

which we combine in form of

Kℓ(F ) ≲ ℓ2
(ˆ

Rd

⟨v⟩2ℓ+d+5|⟨∇⟩2F |2
) 1

2
+ ℓ2

ˆ
Rd

⟨v⟩ℓ+2F.

For the constructed solution F = µ+
√
µf , noting that

´
Rd⟨v⟩nµ ≲ (Cn)

n
2 , we get

Kℓ(F ) ≲ (Cℓ)
ℓ
2
(
1 + ∥f∥H2(Rd)

)
≲ (Cℓ)

ℓ
2 .

Inserting this into (3.2), we deduce

−∂tH(F |µ) ≳V ℓ−
3
2H(F |µ)1+

3
ℓ ,

and the conclusion (1.9) easily follows after time integration and optimization in ℓ.

We turn to the L2-convergence and the proof of (i)�(ii), for which we take inspiration
from the work of Strain and Guo [22]. By an approximation argument, note that the
convergence f t → 0 in L2(Rd) follows from the quantitative estimates in (i)�(ii), hence we
may focus on the latter. So as to prove both estimates at once, we consider the mixed
weight function

wℓ,θ,K(v) := ⟨v⟩ℓ exp(K⟨v⟩θ).

Let parameters ℓ, θ,K ≥ 0 be �xed either with θ < 2, or with θ = 2 and K ≪V 1. We
split the proof into two main steps.

Step 1. Compactness estimates: if initial data f◦ satis�esˆ
Rd

w2
ℓ,θ,K |f◦|2 < ∞,

and if in addition ∥f◦∥H2(Rd) ≪V,ℓ,θ,K 1, then the solution f of (2.1) satis�es for all t ≥ 0,

ˆ
Rd

w2
ℓ,θ,K |f t|2 ≲V,ℓ,θ,K

ˆ
Rd

w2
ℓ,θ,K |f◦|2. (3.3)

We focus on the case θ < 2, and we emphasize that the argument below ensures that the
multiplicative factor is bounded uniformly in the limit θ ↑ 2 provided K ≪V 1. From this,
the critical case θ = 2 with K ≪V 1 is deduced a posteriori by letting θ ↑ 2 in (3.3). Next,
up to an approximation argument, adding a small constant di�usion in equation (2.1), we
note that we may assume the solution f to have some Gaussian decay, which allows to
justify all computations below for θ < 2. From equation (2.1), we can decompose

1
2∂t

ˆ
Rd

w2
ℓ,θ,q|f |2 + I1(f) = I2(f) + I3(f) + I4(f),
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in terms of

I1(g) :=

ˆ
Rd

(∇+ v)(w2
ℓ,θ,qg) ·A(∇+ v)g,

I2(g) :=

ˆ
Rd

√
µ(∇+ v)(w2

ℓ,θ,qg) · B(∇Fg)[(∇+ v)g],

I3(g) := −
ˆ
Rd

(∇+ v)(w2
ℓ,θ,qg) ·

(
B(∇Fg)[g]∇g − g B(∇Fg)[∇g]

)
,

I4(g) :=

ˆ
Rd

(∇+ v)(w2
ℓ,θ,qg) ·

(
B(∇Fg)[

√
µ]− B(∇µ)[

√
µ]
)
(∇+ v)g.

We split the proof into four further substeps.

Substep 1.1. Weighted energy dissipation norm ||| · |||ℓ,θ,q.
We de�ne the following weighted version of the energy dissipation norm (2.62),

||| g |||2ℓ,θ,K :=

ˆ
Rd

w2
ℓ,θ,K

(
∇g ·A∇g + vg ·Avg

)
,

which satis�es as in (2.63),

∥⟨v⟩−
1
2wℓ,θ,Kg∥L2(Rd) + ∥⟨v⟩−

3
2wℓ,θ,K∇g∥L2(Rd)

≲ ∥⟨v⟩−
1
2wℓ,θ,Kg∥L2(Rd) + ∥⟨v⟩−

3
2wℓ,θ,KPv∇g∥L2(Rd) + ∥⟨v⟩−

1
2wℓ,θ,KP⊥

v ∇g∥L2(Rd)

≃V ||| g |||ℓ,θ,K . (3.4)

Substep 1.2. Proof that

I1(g) ≥ 1
2 ||| g |||

2
ℓ,θ,K −CV,ℓ,θ,K ||| g |||2 . (3.5)

By integration by parts, we can decompose

I1(g) = ||| g |||2ℓ,θ,K −
ˆ
Rd

g2∇ · (w2
ℓ,θ,qAv) +

ˆ
Rd

g(∇w2
ℓ,θ,q) ·A(∇+ v)g.

In view of Lemma 2.2, as obviously ∇w2
ℓ,θ,K = Pv∇w2

ℓ,θ,K , we get

I1(g) ≥ ||| g |||2ℓ,θ,K −CV

ˆ
Rd

⟨v⟩−2g2
(
w2
ℓ,θ,q+|∇w2

ℓ,θ,q|
)
−CV

ˆ
Rd

⟨v⟩−3|g||∇g||∇w2
ℓ,θ,q|. (3.6)

Noting that |∇w2
ℓ,θ,K | ≤ 2(ℓ + θK⟨v⟩θ)⟨v⟩−1w2

ℓ,θ,K , and splitting the cases |v| ≤ M

and |v| > M , we can bound for all M > 0,

⟨v⟩−1(w2
ℓ,θ,K + |∇w2

ℓ,θ,K |
)
≤

(
1 + 2ℓ+ 2θK

)
⟨M⟩2ℓe2K⟨M⟩θ

+
(
M−1 + 2ℓM−2 + 2θKM θ−2

)
w2
ℓ,θ,K ,

hence, for all N > 0, choosing M ≫V,ℓ,θ,K,N 1 large enough (and also K ≪V,N 1 small
enough in case θ = 2),

⟨v⟩−1(w2
ℓ,θ,K + |∇w2

ℓ,θ,K |
)
≤ CV,ℓ,θ,K,N + 1

Nw2
ℓ,θ,K .



WELL-POSEDNESS OF THE LENARD�BALESCU EQUATION 39

Inserting this into (3.6), we get for all N > 0,

I1(g) ≥ ||| g |||2ℓ,θ,K −CV,ℓ,θ,K,N

( ˆ
Rd

⟨v⟩−1g2 +

ˆ
Rd

⟨v⟩−2|g||∇g|
)

− 1
NCV

(ˆ
Rd

⟨v⟩−1w2
ℓ,θ,qg

2 +

ˆ
Rd

⟨v⟩−2w2
ℓ,θ,q|g||∇g|

)
,

hence, in view of (2.63) and (3.4),

I1(g) ≥ ||| g |||2ℓ,θ,K −CV,ℓ,θ,K,N ||| g |||2− 1
NCV ||| g |||2ℓ,θ,K .

Choosing N ≥ 2CV , this yields the claim (3.5).

Substep 1.3. Proof that

|I2(g)|+ |I3(g)|+ |I4(g)| ≲V,ℓ,θ,K ||| g |||2+∥g∥H2(Rd) ||| g |||
2
ℓ,θ,K . (3.7)

We start with the bound on I2. By de�nition of B and of the collision kernel B, cf. (2.5)
and (1.2), and by Lemma 2.1(ii), we get

|I2(g)| ≲V

¨
Rd×Rd

|v − v∗|−1√µ
√
µ∗|(∇+ v)(w2

ℓ,θ,Kg)||((∇+ v)g)∗| dvdv∗.

Appealing to the Hardy�Littlewood�Sobolev inequality and using the Gaussian decay of√
µw2

ℓ,θ,K (provided K ≪ 1 small enough in case θ = 2), we deduce for all r ≥ 0,

|I2(g)| ≲V ∥√µ(∇+ v)(w2
ℓ,θ,Kg)∥

L
2d

2d−1 (Rd)
∥√µ(∇+ v)g∥

L
2d

2d−1 (Rd)

≲ℓ,θ,K,r ∥⟨v⟩−r(∇+ v)g∥2
L2(Rd)

,

and thus, by (2.63),

|I2(g)| ≲V,ℓ,θ,K,r ||| g |||2 .
We turn to the bound on I3. By (2.24) in Lemma 2.4, we get

|I3(g)| ≲V ∥w−1
ℓ,θ,K(∇+ v)(w2

ℓ,θ,Kg)∥L2
A(Rd)∥g∥H2(Rd)

×
(
∥wℓ,θ,K∇g∥L2

A(Rd) + ∥⟨v⟩−
1
2wℓ,θ,Kg∥L2(Rd)

)
,

and thus, by Lemma 2.2(i), noting again that

∇w2
ℓ,θ,K = Pv∇w2

ℓ,θ,K , |∇w2
ℓ,θ,K | ≲ℓ,θ,K ⟨v⟩w2

ℓ,θ,K , (3.8)

and recalling (3.4), we deduce

|I3(g)| ≲V,ℓ,θ,K ∥g∥H2(Rd) ||| g |||
2
ℓ,θ,K .

We turn to the bound on I4. By de�nition of B and of the collision kernel B, cf. (2.5)
and (1.2), Lemma 2.1(i)�(ii) yields

|I4(g)| ≲V

ˆ
Rd

(¨
Rd×Rd

|k|2V̂ (k)2δ(k · (v − v∗))
∣∣∣ ˆ

Rd

k·∇(
√
µg)∗∗

k·(v−v∗∗)−i0dv∗∗

∣∣∣ d̄k µ∗dv∗

)
× |(∇+ v)(w2

ℓ,θ,qg)||(∇+ v)g| dv,
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hence, by the Sobolev inequality and the boundedness of the Hilbert transform,

|I4(g)| ≲V ∥g∥H2(Rd)

ˆ
Rd

⟨v⟩−1|(∇+ v)(w2
ℓ,θ,qg)||(∇+ v)g| dv

≲ ∥g∥H2(Rd)∥⟨v⟩
− 1

2w−1
ℓ,θ,K(∇+ v)(w2

ℓ,θ,Kg)∥L2(Rd)∥wℓ,θ,K(∇+ v)g∥L2(Rd).

Improving on the weights ⟨v⟩−
1
2 as in (2.34), we deduce

|I4(g)| ≲ ∥g∥H2(Rd)∥w−1
ℓ,θ,K(∇+ v)(w2

ℓ,θ,Kg)∥L2
A(Rd)∥wℓ,θ,K(∇+ v)g∥L2

A(Rd).

hence, by (3.4) and (3.8),

|I4(g)| ≲V,ℓ,θ,K ∥g∥H2(Rd) ||| g |||
2
ℓ,θ,K .

This proves the claim (3.7).

Substep 1.4. Proof of (3.3).
Combining (3.5) and (3.7), we get for the solution f of (2.1),

1
2∂t

ˆ
Rd

w2
ℓ,θ,K |f |2 + 1

2 ||| f |||2ℓ,θ,K ≲V,ℓ,θ,K ||| f |||2+∥f∥H2(Rd) ||| f |||2ℓ,θ,K .

Provided ∥f◦∥H2(Rd) ≪V,β0,ℓ,θ,K 1, the stability estimate in Theorem 1 yields ∥f t∥H2(Rd) ≪V,ℓ,θ,K

1 for all t ≥ 0, hence the above becomes

1
2∂t

ˆ
Rd

w2
ℓ,θ,K |f |2 + 1

4 ||| f |||2ℓ,θ,K ≲V,ℓ,θ,K ||| f |||2,

or alternatively, after integration,
ˆ
Rd

w2
ℓ,θ,K |f t|2 + 1

2

ˆ t

0
||| f s |||2ℓ,θ,K ds ≤

ˆ
Rd

w2
ℓ,θ,K |f◦|2 + CV,ℓ,θ,K

ˆ t

0
||| fs |||2 ds.

Recalling that (2.89) yields

∥f∥2
L2(Rd)

+ 1
CV

ˆ t

0
||| fs |||2 ds ≤ ∥f◦∥2

L2(Rd)
,

the claim (3.3) follows.

Step 2. Proof of (i)�(ii).
Given ε > 0, we can estimate in view of (2.63),

||| g ||| ≳V

ˆ
Rd

⟨v⟩−1|g|2 ≥ ⟨t⟩−ε
ˆ
Rd

1⟨v⟩≤⟨t⟩ε |g|2,

so that (2.89) becomes

∂t

ˆ
Rd

|f |2 + 1
CV

⟨t⟩−ε
ˆ
Rd

1⟨v⟩≤⟨t⟩ε |f |2 ≤ 0,

or equivalently,

∂t

ˆ
Rd

|f |2 + 1
CV

⟨t⟩−ε
ˆ
Rd

|f |2 ≤ 1
CV

⟨t⟩−ε
ˆ
Rd

1⟨v⟩>⟨t⟩ε |f |2.
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By integration, this entails
ˆ
Rd

|f t|2 ≤ e
− 1

1−ε
1

CV
⟨t⟩1−ε

ˆ
Rd

|f◦|2

+ 1
CV

ˆ t

0
⟨s⟩−εe

− 1
1−ε

1
CV

(⟨t⟩1−ε−⟨s⟩1−ε)
(ˆ

Rd

1⟨v⟩>⟨s⟩ε |fs|2
)
ds.

Appealing to (3.3) in form ofˆ
Rd

1⟨v⟩>⟨s⟩ε |fs|2 ≲V,ℓ,θ,K ⟨s⟩−2εℓe−2K⟨s⟩εθ
ˆ
Rd

w2
ℓ,θ,K |f◦|2,

we deduce
ˆ
Rd

|f t|2 ≤
(
e
− 1

1−ε
1

CV
⟨t⟩1−ε

+ CV,ℓ,θ,K

ˆ t

0
e
− 1

1−ε
1

CV
(⟨t⟩1−ε−⟨s⟩1−ε)⟨s⟩−2εℓ−εe−2K⟨s⟩εθds

)
×
ˆ
Rd

w2
ℓ,θ,K |f◦|2.

This yields the conclusion (i)�(ii) after straightforward computations. □

4. Local well-posedness away from equilibrium

This section is devoted to the proof of Theorem 3. The proof follows the same lines as
the proof of Proposition 2.5: most steps are adaptations of their counterparts in Section 2,
hence for the sake of conciseness we shall focus on the points that di�er. Given initial
data F ◦, we decompose the solution F as

F = F ◦ +G. (4.1)

In order to be able to control the nonlinear term, we shall construct the small pertur-
bation G locally in time in some Sobolev space with polynomial weight. We introduce
short-hand notation for these standard weighted Sobolev spaces: for m ∈ R, s ≥ 0, and
1 ≤ p < ∞, let Lp

m(Rd) and Hs
m(Rd) be the weighted Lebesgue and Sobolev spaces with

norms

∥F∥p
Lp
m(Rd)

=

ˆ
Rd

⟨v⟩m|F |p,

∥F∥2Hs
m(Rd) =

ˆ
Rd

⟨v⟩m|⟨∇⟩sF |2,

and we de�ne the analogue of the energy dissipation norm (2.10) in this functional setting,

∥F∥2
L2
A,m(Rd)

=

ˆ
Rd

⟨v⟩m F ·AF.

We make abundant use of the following elementary estimate: given r ≥ 0 and 1 ≤ p ≤ 2,
we have for all m > 2r + d2−p

p ,

∥⟨v⟩rF∥Lp(Rd) ≲m ∥F∥L2
m(Rd).

We start by stating that the estimates for the dispersion function ε in Lemma 2.1 carry
over to these weighted spaces; the proof is omitted.
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Lemma 4.1. Let V ∈ L1(Rd).

(i) Non-degeneracy: Provided F ◦ ∈ L1(Rd) satis�es the following non-degeneracy and
boundedness conditions for some δ0,M0 > 0,

inf
k,v∈Rd

|ε(k, k · v;∇F ◦)| ≥ 1
M0

, ∥⟨∇⟩
3
2
+δ0F ◦∥L2

d−1+δ0
(Rd) ≤ M0,

and provided G ∈ L1(Rd) satis�es the following smallness condition for some large
enough constant C0,

∥⟨∇⟩
3
2
+δ0G∥L2

d−1+δ0
(Rd) ≤ 1

C0
,

we have for all k, v ∈ Rd,

|ε(k, k · v;∇(F ◦ +G))| ≃V,M0,δ0 1.

(ii) Boundedness: For all α > 0 and δ > 0, we have for all k, v ∈ Rd,

|∇α
v ε(k, k · v;∇F )| ≲V,α,δ ∥⟨∇⟩|α|+

3
2
+δF∥L2

d−1+δ(Rd).

As we no longer use Maxwellian weights in this section, cf. (4.1), we consider the following
linear operator B(∇F ), instead of B(∇F ) in (2.5),

B(∇F )[H](v) :=

ˆ
Rd

B(v, v − v∗;∇F )H∗ dv∗. (4.2)

The following analogue of the coercivity estimate of Lemma 2.2 is easily obtained.

Lemma 4.2. Let V ∈ L1(Rd) be isotropic, let F ◦ ∈ L1(Rd) be nonnegative and satisfy for
some M0 > 0 and v0 ∈ Rd,

inf
|·−v0|≤ 1

M0

F ◦ ≥ 1
M0

,

and let F ∈ L1(Rd) satisfy

|ε(k, k · v;∇F )| ≤ M0.

Then the following coercivity estimate holds,

e · B(∇F )[F ◦](v) e ≳V,M0,v0 ⟨v⟩−1|P⊥
v e|2 + ⟨v⟩−3|Pve|2.

Proof. The de�nition of B, the lower bound on F ◦, the condition on F , and the iden-
tity (2.12) yield

e · B(∇F )[F ◦](v) e ≳M0

ˆ
|v∗−v0|≤ 1

M0

( ˆ
Rd

|e · k|2πV̂ (k)2δ(k · (v − v∗)) d̄k

)
dv∗

≃V

ˆ
|v∗−v0|≤ 1

M0

1
|v−v∗| |P

⊥
v−v∗e|

2 dv∗.

Arguing as in the proof of Lemma 2.2, we may then deduce

e · B(∇F )[F ◦](v) e ≳V,M0 ⟨v − v0⟩−1|P⊥
v−v0e|

2 + ⟨v − v0⟩−3|Pv−v0e|2.

Using that ⟨v − v0⟩ ≲v0 ⟨v⟩ and that |Pv−v0e − Pve| ≲v0 ⟨v⟩−1|e|, the conclusion easily
follows. □

Finally, we will also need the following analogue of (2.24) and (2.26) in Lemma 2.4 for
boundedness properties of the operator B; the proof is similar and omitted.
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Lemma 4.3. Let d > 2, let V ∈ L1 ∩Ḣ2(Rd) be isotropic, and assume xV ∈ L2(Rd).
Provided F ◦ ∈ L1(Rd) satis�es the following non-degeneracy and boundedness conditions
for some M0 > 0,

inf
k,v∈Rd

|ε(k, k · v;∇F ◦)| ≥ 1
M0

, ∥F ◦∥H2
d(Rd) ≤ M0,

and provided G ∈ L1(Rd) satis�es the following smallness condition for some large enough
constant C0,

∥G∥H2
d(Rd) ≤ 1

C0
,

we have for all vector �elds h1, h2, all α ≥ 0, and m > d+ 7,∣∣∣ ˆ
Rd

h1 ·
(
∇αB(∇(F ◦ +G))[H]

)
h2

∣∣∣ ≲V,m,M0,α ∥h1∥L2
A(Rd)∥h2∥L2

A(Rd)

× ∥H∥
H

|α|+1
m (Rd)

(
1 + ∥G∥|α|

H
|α|+1
d (Rd)

+ 1α>0∥G∥
H

|α|+2
d (Rd)

)
, (4.3)

and alternatively, if needed to loose less derivatives on G,H,∣∣∣ˆ
Rd

h1 ·
(
∇αB(∇(F ◦ +G))[H]

)
h2

∣∣∣ ≲V,m,M0,α ∥h1∥L2
A(Rd)∥⟨∇⟩h2∥L2

A(Rd) (4.4)

× ∥H∥
H

|α|∨2
m (Rd)

(
1 + ∥G∥|α|∨2

H
|α|∨3
d (Rd)

)
.

With the above estimates at hand, we are now in position to prove local well-posedness
away from equilibrium, that is, Theorem 3.

Proof of Theorem 3. We proceed by constructing a sequence {Fn}n of approximate solu-
tions: we choose the 0th-order approximation as the initial data,

F0 := F ◦,

and next, for all n ≥ 0, given the nth-order approximation Fn, we iteratively de�ne Fn+1

as the solution of the following linear Cauchy problem,{
∂tFn+1 = ∇ ·

(
Bn[Fn]∇Fn+1 − Fn+1Bn[∇Fn]

)
,

Fn+1|t=0 = F ◦,
(4.5)

where we have set for abbreviation Bn[G] := B(∇Fn)[G]. As F ◦ is nonnegative by assump-
tion, the maximum principle ensures that Fn remains nonnegative for all n. Decompose

Fn = F ◦ +Gn, Gn|t=0 = 0,

let s ≥ 2 and m > d + 7 be �xed, and, given a constant C0 > 0 to be later chosen large
enough, de�ne the maximal time

Tn := 1 ∧max
{
T ≥ 0 : ∥Gn∥2L∞([0,T ];Hs

m(Rd))

+ 1
C0

∥∇⟨∇⟩sGn∥2L2([0,T ];L2
A,m(Rd))

≤ 1
C2

0

}
. (4.6)

Equation (4.5) yields for all |α| ≤ s,

1
2∂t∥∇

αGn+1∥2L2
m(Rd)

=
∑
γ≤α

(
α

γ

)(
Iαγ (Gn+1;Fn) + Jα

γ (Gn+1;Fn)
)
+Kα(Gn+1;Fn), (4.7)
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in terms of

Iαγ (Gn+1;Fn) := −
ˆ
Rd

⟨v⟩m(∇∇αGn+1) · (∇α−γBn[Fn])∇∇γ(F ◦ +Gn+1),

Jα
γ (Gn+1;Fn) :=

ˆ
Rd

⟨v⟩m(∇∇αGn+1) · (∇γBn[∇Fn])∇α−γ(F ◦ +Gn+1),

Kα(Gn+1;Fn) := −
ˆ
Rd

(∇⟨v⟩m) (∇αGn+1)∇α
(
Bn[Fn]∇Fn+1 − Fn+1Bn[∇Fn]

)
.

We start by extracting the dissipation contained in the term Iαα . For that purpose, we
decompose

Iαα (Gn+1;Fn) = −
ˆ
Rd

⟨v⟩m(∇∇αGn+1) · Bn[F
◦](∇∇αGn+1)

−
ˆ
Rd

⟨v⟩m(∇∇αGn+1) · Bn[Gn]∇∇α(F ◦ +Gn+1)

−
ˆ
Rd

⟨v⟩m(∇∇αGn+1) · Bn[F
◦](∇∇αF ◦). (4.8)

In view of assumptions (1.10) on F ◦ and in view of the de�nition (4.6) of Tn, provided C0

is chosen large enough, Lemma 4.1(i) yields for t ≤ Tn,

|ε(k, k · v;∇Fn)| ≃V,M0 1,

and Lemma 4.2 can then be applied to the e�ect of

−
ˆ
Rd

⟨v⟩m(∇∇αGn+1) · Bn[F
◦](∇∇αGn+1) ≤ − 1

CV,M0
∥∇∇αGn+1∥2L2

A,m(Rd)
.

Further using the bound (4.3) to estimate the last two right-hand side terms in (4.8), we
deduce for t ≤ Tn, in view of (4.6),

Iαα (Gn+1;Fn) ≤ − 1
CV,M0

∥∇∇αGn+1∥2L2
A,m(Rd)

+ CV,M0,m∥∇∇αGn+1∥L2
A,m(Rd)

(
1 + 1

C0
∥∇∇αGn+1∥L2

A,m(Rd)

)
.

Note that this makes use of the control on F ◦ in Hs+1
m (Rd) rather than only in Hs

m(Rd).
Choosing C0 large enough, this easily yields

Iαα (Gn+1;Fn) +
1

2CV,M0
∥∇∇αGn+1∥2L2

A,m(Rd)
≤ CV,M0,m.

Now using (4.3) and (4.4) to estimate Iαγ , J
α
γ ,K

α in (4.7), we easily arrive at the following,
for t ≤ Tn,

∂t∥Gn+1∥2Hs
m(Rd) +

1
CV,M0

∥∇⟨∇⟩sGn+1∥2L2
A,m(Rd)

≲V,M0,m,s

(
1 + ∥Gn+1∥2Hs

m(Rd)

)(
1 + ∥Gn∥2(s∨2+1)

Hs∨3
m (Rd)

)
. (4.9)

Note that the di�erence with (2.60) is essential: the norm ∥∇⟨∇⟩sGn∥L2
A,m(Rd) does not

appear in the present right-hand side. This is permitted by the use of the improved
estimate (4.4), to be compared with (2.26) in Lemma 2.4, which was not needed in (2.60)
for the proof of local well-posedness close to equilibrium.
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Now from (4.9), after time integration, we deduce for t ≤ Tn, in view of (4.6) and
Gn+1|t=0 = 0,

∥Gt
n+1∥2Hs

m(Rd) +
1

CV,M0
∥∇⟨∇⟩sGn+1∥2L2([0,t];L2

A,m(Rd))
≤ t CV,M0,m,s e

t CV,M0,m,s .

Choosing C0 ≥ CV,M0 , this entails

Tn+1 ≥ Tn ∧ (eCV,M0,m,sC
2
0 )

−1.

Therefore, setting T0 := (eCV,M0,m,sC
2
0 )

−1, we obtain by iteration a sequence (Fn)n satis-
fying the sequence of approximate equations (4.5) on the time interval [0, T0] with

Fn = F ◦ +Gn, ∥Gn∥L∞([0,T0];Hs
m(Rd)) ≤ 1

C0
.

The conclusion now follows easily by a compactness argument, passing to the limit n ↑ ∞
in approximate equations (4.5). □

5. Landau approximation

This section is devoted to the proof of Theorem 4. As the Fourier transform of the
rescaled potential (1.12) takes the form

V̂δ(k) = δd−aV̂ (δk),

the Lenard�Balescu equation (1.1) reads as follows for the time-rescaled velocity den-

sity F̃δ = µβ +
√
µβ f̃δ,

∂tF̃δ = ∇ ·
ˆ
Rd

Bδ(v, v − v∗;∇F̃δ)
(
F̃δ,∗∇F̃δ − F̃δ∇∗F̃δ,∗

)
,

in terms of

Bδ(v, v − v∗;∇F ) :=

ˆ
Rd

(k ⊗ k)πV̂ (k)2 δ(k·(v−v∗))
|εδ(k,k·v;∇F )|2 d̄k,

εδ(k, k · v;∇F ) := 1 + δd−aV̂ (k)

ˆ
Rd

k·∇F (v∗)
k·(v−v∗)−i0 dv∗.

For a < d, global well-posedness can now obviously be deduced as in Theorem 1 uniformly
with respect to 0 < δ ≤ 1. As the proof of Lemma 2.1(ii) yields

∥εδ(·, ·;∇F̃δ)− 1∥L∞(R+;L∞(Rd)) ≲ δd−a∥V ∥L1(Rd)

(
1 + ∥f̃δ∥H2(Rd)

)
,

the conclusion follows from the explicit computation (2.12). □
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