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A B S T R A C T 

We present synthetic line observations of a simulated molecular cloud, utilizing a self-consistent treatment of the dynamics 
and time-dependent chemical evolution. We investigate line emission from the three most common CO isotopologues ( 12 CO, 
13 CO, C 

18 O) and six supposed tracers of dense gas (NH 3 , HCN, N 2 H 

+ , HCO 

+ , CS, HNC). Our simulation produces a range 
of line intensities consistent with that observed in real molecular clouds. The HCN-to-CO intensity ratio is relatively invariant 
with column density, making HCN (and chemically similar species such as CS) a poor tracer of high-density material in the 
cloud. The ratio of N 2 H 

+ to HCN or CO, on the other hand, is highly selective of regions with densities above 10 

22 cm 

−2 , and 

the N 2 H 

+ line is a very good tracer of the dynamics of high volume density ( > 10 

4 cm 

−3 ) material. Focusing on cores formed 

within the simulated cloud, we find good agreement with the line intensities of an observational sample of prestellar cores, 
including reproducing observed CS line intensities with an undepleted elemental abundance of sulphur. Ho we ver, agreement 
between cores formed in the simulation, and models of isolated cores which have otherwise-comparable properties, is poor. The 
formation from and interaction with the large-scale environment has a significant impact on the line emission properties of the 
cores, making isolated models unsuitable for interpreting observational data. 
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 I N T RO D U C T I O N  

tar formation occurs in molecular clouds, where high gas densities
nd strong shielding from the external ultraviolet (UV) radiation
eld result in most hydrogen existing in the form of H 2 (Bergin &
afalla 2007 ). Temperatures in molecular clouds are too low to excite
ny significant line emission from H 2 , making the bulk of the star-
orming gas essentially invisible. Studies of star formation therefore
ely on indirect tracers of the gas mass, such as far-infrared (far-
R) thermal emission from dust grains (e.g. K ̈on yv es et al. 2015 ) or
xtinction measurements of background stars (Zucker et al. 2021 ). Of
articular utility are rotational emission lines from molecular species
t millimetre wavelengths. Line emission provides information on the
ine-of-sight velocity of the gas, crucial for assessing its dynamics
nd stability, and the large number of lines detectable with modern
bserv ational facilities (e.g. Kauf fmann et al. 2017 ; Pety et al. 2017 ;
afalla, Usero & Hacar 2021 ) can be used to estimate properties
uch as volume density and temperature, exploiting the fact that the
xcitation of each line has a unique response to the local physical
onditions (Shirley 2015 ). 

Analysis of molecular line data is complicated by the fact that
he observed emission depends on a complex combination of the
 E-mail: priestleyf@cardiff.ac.uk 
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hysical structure of the cloud, radiative transfer effects, and the
hemical composition of the gas. Disentangling all of these factors
o accurately reconstruct detailed cloud properties from observational
ata is not practically feasible. Many studies have therefore investi-
ated forward modelling the problem and producing synthetic line
bservations of simulated clouds, which can be used to help inform
 physical interpretation of real observational data. To date, most of
hese studies have focused on lines from important coolant species,
n particular CO (e.g. Pe ̃ naloza et al. 2017 , 2018 ; Seifried et al.
017 ; Clarke et al. 2018 , 2019 ), as its chemical evolution is often
ollowed self-consistently in modern hydrodynamical simulations.
o we ver, due to its high abundance and correspondingly high line
ptical depths, CO is a poor tracer of the high-density material where
tar formation actually occurs in molecular clouds (Clark et al. 2019 ;
riestley, Clark & Whitworth 2023a ). Isotopologues of CO, such as
 

18 O, have much lower optical depths and hence are better tracers
f dense gas, but they are also faint and hard to observe in distant
louds or extragalactic systems. 

Studies investigating lines from rarer molecules such as HCN
nd N 2 H 

+ , which can probe denser gas more ef fecti vely, generally
ssume that the molecular abundances are constant, or can be spec-
fied as a function of the local physical properties (e.g. Offner et al.
008 ; Smith et al. 2012 , 2013 ; Chira et al. 2014 ; Jensen et al. 2023 ;
ones et al. 2023 ). This approach ignores the drastic variations in
bundance driven by differing evolutionary histories, which become
© 2024 The Author(s). 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. Elemental abundances used in the chemical modelling. 

Element Abundance Element Abundance 

C 1.4 × 10 −4 S 1.2 × 10 −5 

N 7.6 × 10 −5 Si 1.5 × 10 −7 

O 3.2 × 10 −4 Mg 1.4 × 10 −7 
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articularly important at these high densities (Priestley et al. 2023c ). 
btaining reliable line emission properties from simulated molecular 

louds requires the physical and chemical evolution of the clouds to 
e treated self-consistently. 
In this paper, we achieve this by performing radiative transfer 

imulations of a cloud for which the molecular composition has 
een obtained from a full time-dependent chemical network. The 
bundances at each point in the cloud are thus consistent with the
hysical evolution of the material that ended up at that point, making
he resulting line emission data genuinely comparable to that from 

eal molecular clouds with their own complex formation histories. 
e use this to assess the degree of correspondance between our 

imulated cloud and reality, the limitations of smaller-scale models 
n interpreting line emission, and the accuracy of commonly used 
bservational diagnostics of the physical structure of clouds. 

 M E T H O D  

.1 Hydrodynamical simulation 

e simulate the formation and subsequent evolution of a molecular 
loud via the collision of two spherical, initially atomic gas clouds. 
he simulations are performed using the magnetohydrodynamic 

MHD) moving-mesh code AREPO (Springel 2010 ; Pakmor, Bauer & 

pringel 2011 ), modified to properly capture the thermodynamics 
f the gas and dust (Glo v er & Mac Low 2007 ; Glo v er & Clark
012 ). This includes a simplified chemical network for H 2 and CO
based on Gong, Ostriker & Wolfire ( 2017 ), with some additions
nd modifications described in Hunter et al. ( 2023 )], and a self-
onsistent treatment of shielding from the background UV radiation 
eld (Clark, Glo v er & Klessen 2012a ). 
The initial conditions of the simulation are two spherical 10 4 M �

louds with radii R = 19 pc , giving an initial volume density of
ydrogen nuclei n H = 10 cm 

−3 . The gas and dust temperatures are
nitialized to 300 K and 15 K respectively. The clouds are displaced
n the ±x direction by R , so they are just in contact at the outset, and
iven a bulk motion along the x -axis of ∓7 km s −1 . Each cloud also
as a virialised turbulent velocity field with 3D velocity dispersion 
= 0 . 95 km s −1 , and a 3 μG magnetic field is present parallel to the

ollision axis. In collapsing high-density regions of the simulation, 
ink particles are introduced (following Tress et al. 2020 ; see also
role et al. 2022 ), with a threshold density of 2 × 10 −16 g cm 

−3 

nd a formation radius of 9 × 10 −4 pc . The simulation is run for
 . 53 Myr , at which point sink particles have accreted 102 M � of
aterial (0 . 5 per cent of the original cloud masses); beyond this

oint, feedback effects from newly formed stars (which are not 
odelled) are likely to become important (Whitworth 1979 ; Walch 

t al. 2012 ). 
As the mesh cells can be created and destroyed, and so do

ot correspond to coherent parcels of gas, we follow the physical 
 volution of representati ve gas parcels using Monte Carlo tracer 
articles (Genel et al. 2013 ), which provide the input for the chemical
odelling described below. Global properties, shared between the 
HD and chemical models, are the UV radiation field strength 

f 1.7 times the Habing ( 1968 ) field, the cosmic ray ionization
ate 1 of 10 −16 s −1 per H atom, the dust-to-gas mass ratio of 0.01,
 Our simulations do not include attenuation of cosmic rays, so the ionization 
ate is constant with density. The observed rate in high-density regions 
f molecular clouds (Pineda et al. 2024 ; Redaelli et al. 2024 ) is typically 
ome what lo wer than the v alue we have chosen (representati ve of the dif fuse 

(  

i
t
2

nd the elemental abundances of carbon (1.4 × 10 −4 ) and oxygen
3.2 × 10 −4 ) from Sembach et al. ( 2000 ). The ‘metal’ abundance in
he MHD simulation, representing heavier elements such as silicon, 
s set to 10 −7 , corresponding to the high levels of depletion found in
he dense interstellar medium (Jenkins 2009 ). 

.2 Chemical modelling 

he tracer particles in the MHD simulation record the density, gas
emperature, and ef fecti ve shielding column densities at interv als
f 44 kyr . These particle histories are used to model the chemical
volution under the NEATH framework 2 (Priestley et al. 2023c ), 
hich is designed so that the returned H 2 and CO abundances are

onsistent with those of the underlying MHD chemical network. 
e use a modified version of the time-dependent gas-grain code 

CLCHEM (Holdship et al. 2017 ) to evolve the UMIST12 (McElroy
t al. 2013 ) reaction network, with the same UV and cosmic ray
alues as the MHD simulation. The assumed elemental abundances 
re listed in Table 1 . We take carbon, nitrogen and oxygen abundances
rom Sembach et al. ( 2000 ), and deplete silicon and magnesium by
actors of 100 from their warm neutral medium (WNM) values, 
gain representing depletion into refractory dust grains. Unlike most 
strochemical models of star-forming clouds and cores, we do not 
eplete sulphur from its WNM value, which is close to the undepleted
olar value; we return to this point in Section 4.2 . 
We follow the chemical evolution of 10 5 tracer particles chosen 

rom the central 16 . 2 pc of the computational domain at the simu-
ation’s end, which contains virtually all of the molecular material. 
articles are selected randomly to evenly sample densities between 
0 − 10 6 cm 

−3 , the highest density for which the chemical evolution
s converged (Priestley et al. 2023c ). Lower-density material has a
egligible molecular content, and higher-density material makes up 
 negligible fraction of the cloud mass. We confirm that this number
nd selection of particles is sufficient for our purposes in Appendix A .

.3 Radiati v e transfer 

e perform radiative transfer modelling of our simulated cloud 
sing RADMC3D (Dullemond et al. 2012 ). The unstructured Voronoi 
esh of the MHD simulation is interpolated onto a cubic adaptive
esh, with side length 32 . 4 pc and a base resoluton of 20 3 . Any

ell which contains more than one Voronoi sampling point is refined
nto eight subcells, and this process is repeated until all cells hold
t most one sampling point each. Cells are then assigned physical
roperties (density , velocity , gas and dust temperatures) from the
earest Voronoi sampling point, and molecular abundances from the 
earest post-processed tracer particle. We assess the accuracy of the 
nterpolation in Appendix A . The output position–position–velocity 
PPV) cubes have a spatial resolution of 0 . 06 pc , and a velocity
MNRAS 531, 4408–4421 (2024) 

nterstellar medium; Indriolo et al. 2015 ), which may be an o v erestimate for 
he corresponding regions in the simulation. 
 https:// fpriestley.github.io/ neath/ 

https://fpriestley.github.io/neath/
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Table 2. Molecules investigated, collisional partners, and sources of colli- 
sional rate data. 

Molecule Partners Reference 

12 CO p-H 2 , o-H 2 Yang et al. ( 2010 ) 
13 CO p-H 2 , o-H 2 Yang et al. ( 2010 ) 
C 

18 O p-H 2 , o-H 2 Yang et al. ( 2010 ) 
p-NH 3 p-H 2 Loreau et al. ( 2023 ) 
HCN p-H 2 , e − Faure et al. ( 2007 ) 

Magalh ̃ aes et al. ( 2018 ) 
N 2 H 

+ p-H 2 Lique et al. ( 2015 ) 
HCO 

+ p-H 2 , o-H 2 Denis-Alpizar et al. ( 2020 ) 
CS H 2 Lique, Spielfiedel & Cernicharo ( 2006 ) 
HNC H 2 Dumouchel, Faure & Lique ( 2010 ) 
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3 Converted from H 2 column to total hydrogen column assuming all hydrogen 
is in the form of H 2 . 
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esolution of 0 . 03 km s −1 for lines without hyperfine structure (lines
ith hyperfine structure are discussed below). 
We use collisional rate data taken from the LAMDA (Sch ̈oier et al.

005 ) and EMAA databases, for the molecules and collision partners
isted in Table 2 . Where collisional data for both ortho- and para-H 2 

re available, we assume an ortho:para ratio of 3:1, and we assume
ara-NH 3 makes up half the total abundance of NH 3 . As our reaction
etwork does not include separate isotopic chemistry, we assume,
here necessary, that the ratio of molecular isotopologues is equal

o the underlying isotope ratio, namely 12 C/ 13 C = 77 and 12 O/ 18 O =
50 (Wilson & Rood 1994 ). Deviations from these ratios under the
onditions we investigate are unlikely to be larger than a factor of a
ew (Sz ̋ucs, Glo v er & Klessen 2014 ). We assume thick ice mantle
ust opacities from Ossenkopf & Henning ( 1994 ) for wavelengths
> 1 μm , and Mathis, Mezger & Panagia ( 1983 ) opacities at shorter
avelengths (see Clark et al. 2012b ). 
We produce PPV line intensity cubes for the J = 1 − 0 rotational

ransitions of 12 CO, 13 CO, C 

18 O, HCN, N 2 H 

+ , HCO 

+ , and HNC,
nd the J = 2 − 1 transition of CS. These lines all fall within the
 mm observ ational windo w, and are typically among the brightest
n star-forming regions, leading to plentiful observational data as
 point of comparison (Kauffmann et al. 2017 ; Pety et al. 2017 ;
arnes et al. 2020 ; Tafalla et al. 2021 , 2023 ; Hacar et al. 2024 ).
e also investigate the para-NH 3 (1,1) inversion transition, for
hich similarly rich observational data is available (Ragan, Bergin &
ilner 2011 ; Ragan et al. 2012b ; Friesen et al. 2017 ; Feh ́er et al.

022 ). 
The NH 3 , HCN, and N 2 H 

+ transitions involve multiple hyperfine
omponents, and we use larger velocity resolutions of 0.25, 0.1,
nd 0 . 1 km s −1 , respectively, to capture all the structure without
ncreasing the computational cost of the radiative transfer. While
ADMC3D does account for the optical depth effects of multiple
 v erlapping hyperfine transitions, this is not included when deter-
ining level populations, meaning that the hyperfine levels are not

adiatively coupled with each other. The distribution of flux between
he individual components may therefore be calculated incorrectly
f this coupling is significant, although we expect the integrated
ntensities o v er all hyperfine components to be valid. 

 RESULTS  

.1 Cloud-scale line properties 

ig. 1 shows column density maps in total hydrogen nuclei of the
imulated cloud, viewed both parallel (‘face-on’) and perpendicular
‘edge-on’) to the collision axis. The collision between the initial
tomic clouds forms a layer of enhanced density at their interface,
NRAS 531, 4408–4421 (2024) 
hich subsequently fragments into a network of filaments and cores.
he initial turbulent velocity field causes deviations from spherical
ymmetry, such as the ‘bend’ in the cloud when viewed edge-on. Fig.
 shows integrated intensity maps of lines from the molecules listed
n Table 2 for the face-on cloud orientation (line emission maps of
he edge-on cloud show the same qualitative behaviour). 

The CO isotopologues, with their relatively high abundances
nd low critical excitation densities, show widespread emission
hroughout the cloud, although this is less pronounced for the rarest
C 

18 O). This behaviour is also seen for several species commonly
hought of as tracers of high-density material, most notably HCN,
S, and HNC, as is found observationally (Kauffmann et al. 2017 ;
ety et al. 2017 ; Evans et al. 2020 ). The line emission maps of NH 3 

nd HCO 

+ more closely track the actual column density of material
hown in Fig. 1 , while N 2 H 

+ is the only species investigated which
electively traces the densest regions of the cloud. These species’
endency to trace higher density gas than CO is due to chemical
ifferences causing their abundances to peak at higher volume
ensities, whereas species such as CS and HCN are chemically quite
imilar to CO (Priestley et al. 2023c ). 

Fig. 3 shows the relationships between integrated line intensity and
olumn density, compared to observations of the Perseus molecular
loud. For all lines except NH 3 , the data are the pointed observations
ak en by Taf alla et al. ( 2021 ). For NH 3 , we use maps of the NGC 1333
ubregion from Friesen et al. ( 2017 ), which have been re-reduced
Pineda et al. in prep.) and matched to the Hersc hel -deriv ed column
ensity 3 maps of Singh & Martin ( 2022 ). The noise level of the
H 3 observations is ∼ 0 . 5 K, so the apparently constant intensity

t around this value below a column density of 10 22 cm 

−2 should
e interpreted as an upper limit. We note that the commonly used
pproach of fitting single-temperature modified blackbodies to far-
R data may introduce an observational bias in the measured column
ensities, but in Appendix B we demonstrate that this effect is modest
a factor of a few at the highest column density values), so we use
he true column densities from the simulation throughout the rest of
his paper. 

The predicted relationships between column density and line
ntensity for the three CO isotopologues are in general agreement
ith those observed, although the 12 CO line is somewhat weaker

han observ ed. A possible e xplanation for this difference is that our
ssumed radiation field strength of 1.7 Habing may be too low to
roperly represent the Perseus molecular cloud; Tafalla et al. ( 2023 )
nd that regions with more active star formation produce more 12 CO
mission at a given column density, which they attribute to higher
as temperatures caused by a stronger local UV field. The predicted
trengths of the 13 CO and C 

18 O lines, which originate from further
ithin the cloud, are in better agreement with the data, suggesting

hat this effect, if relevant, is only important in the outer, less-shielded
egions. 

Alternati vely, the dif ference in 12 CO intensities may be due to
ystematic differences in the velocity dispersions of our simulated
loud and Perseus. Tafalla et al. ( 2021 ) find typical 12 CO full widths
t half-maximum (FWHMs) of 3 − 4 km s −1 in Perseus, with little
olumn density variation. Our simulated cloud also has a flat FWHM-
olumn density relationship, but at a lower value of ∼ 1 km s −1 . If
he velocity dispersion were to be increased to match the Perseus
WHM values, the increase in integrated intensity could plausibly
each the factor of 2–3 required to bring our simulated data into
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Figure 1. Column density maps of the cloud seen face-on (left) and edge-on (right). 

Figure 2. Integrated line intensity maps for the cloud seen face-on. 
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greement with the Perseus observations in Fig. 3 . For the rarer
O isotopologues, the differences between observed and simulated 
WHMs become less severe (2 versus 1 km s −1 for 13 CO, and 1 versus
 . 7 km s −1 for C 

18 O) and the line intensities are in correspondingly
etter agreement. This again suggests that discrepancies between our 
imulated cloud and the Perseus data primarily originate in the outer 
ower-density regions of the cloud. 
Line emission from molecules with similar chemical behaviour to 
O (HCN, CS, HNC; Priestley et al. 2023c ) differs from the Perseus
ata in our simulated observations. The intensities rise sharply with 
olumn density up to ∼ 10 22 cm 

−2 and then saturate at a near-constant 
alue, whereas the observed behaviour is a continuous linear rise 
etween 10 21 −23 cm 

−2 . For species which preferentially trace denser 
as (NH 3 , N 2 H 

+ , HCO 

+ ), the simulation is in somewhat better
MNRAS 531, 4408–4421 (2024) 
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Figure 3. Integrated line intensity versus column density for the cloud seen face-on (blue) and edge-on (red). Crosses show the median pixel values, error bars 
the 16th/84th percentiles. Observational data from the Perseus molecular cloud (Friesen et al. 2017 ; Tafalla et al. 2021 ) are shown in black. 

a  

w  

a  

c  

W  

c  

c  

2  

p  

c  

o  

S

3

F  

N  

w  

a  

r  

(  

s  

o  

i  

l  

o  

(  

(  

i  

a  

o  

e  

m
 

f  

i  

b  

y  

S  

c  

b  

k  

a
 

i  

1

c  

t  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/531/4/4408/7691270 by D
uthie Library, U

W
C

M
 user on 24 June 2024
greement with the data. As with the CO lines, this suggests that
hile our simulated cloud differs from Perseus in some respects

long moderate-density sightlines ( ∼ 10 21 cm 

−2 ), we are accurately
apturing the physical and chemical properties of the densest regions.
e note that while the linear relationship between line intensity and

olumn density has also been observed in the Orion A and California
louds (Tafalla et al. 2023 ), similar studies of Orion B (Pety et al.
017 ; Santa-Maria et al. 2023 ) and W49 (Barnes et al. 2020 ) find
lateau-like behaviour for HCN and other molecules, which more
losely resembles our simulated cloud. We discuss interpretations
f the unexpected linear relationship for optically thick lines in
ection 4.3 . 

.2 Tracers of dense gas 

ig. 4 shows maps of the intensity ratios of the 12 CO, HCN, and
 2 H 

+ lines seen face-on, and Fig. 5 shows how their values vary
ith column density. Edge-on maps, as with the total intensity maps,

re qualitatively similar to their face-on equi v alents. The HCN/ 12 CO
atio is frequently used as an indicator of the fraction of dense gas
with the exact interpretation of ‘dense’ varying) on extragalactic
cales, but in our simulated cloud, its value varies by only a factor
f two o v er two orders of magnitude in column density, suggesting
t is a poor indicator of genuinely dense material. Ratios of other
NRAS 531, 4408–4421 (2024) 
ines, such as CS and HCO 

+ , also show relatively little variation
 v er the entire range of column densities where they are detectable
abo v e 3 × 10 21 cm 

−2 ). As argued by se veral observ ational studies
Kauffmann et al. 2017 ; Pety et al. 2017 ; Tafalla et al. 2021 ), ratios
nvolving N 2 H 

+ are much more sensitive to the presence of material
bo v e a column density of 10 22 cm 

−2 , thought to be related to the
nset of star formation (Lada, Lombardi & Alves 2010 ), although
ffects not considered in our simulation such as protostellar heating
ay complicate this interpretation (Feh ́er et al. 2024 ). 
Of particular note, the N 2 H 

+ /HCN ratio in our cloud rises by a
actor of 10 o v er a relatively small range in column density, making
t a sensitive probe of high-density material. This line ratio has
ecome observationally accessible on extragalactic scales in recent
ears, with a typical value of ∼0.2 (Jim ́enez-Donaire et al. 2023 ;
tuber et al. 2023 ). On the scale of our simulated cloud, this value
orresponds closely to the 10 22 cm 

−2 star formation threshold found
y Lada et al. ( 2010 ), suggesting that a significant fraction of the
pc -scale beam area in these extragalactic studies is made up of
ctively star-forming gas. 

The inadequacy of HCN as a dense gas tracer is also apparent
n v elocity-resolv ed data. Fig. 6 shows the face-on line profiles for
2 CO, the central HCN hyperfine component, and the isolated N 2 H 

+ 

omponent, av eraged o v er the central 16 . 2 pc re gion, as compared
o the actual line-of-sight velocity distribution of the mass in this
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Figure 4. Maps of the ratio of integrated line intensities for HCN and 12 CO (left), N 2 H 

+ and 12 CO (centre), and N 2 H 

+ and HCN (right), for the cloud seen 
face-on. Pixels with integrated intensities of either line below 0 . 2 K km s −1 have been masked. 

Figure 5. Ratio of integrated line intensities versus column density for HCN and 12 CO (left), N 2 H 

+ and 12 CO (centre), and N 2 H 

+ and HCN (right), for the 
cloud seen face-on (blue) and edge-on (red). Crosses show the median pixel values, error bars the 16th/84th percentiles. 

Figure 6. Cloud-averaged line profiles for 12 CO (blue), HCN (red), and N 2 H 

+ (green) seen face-on, compared to the velocity distribution of all cloud mass 
(black, left) and mass abo v e a density of 10 4 cm 

−3 (black, right). All quantities have been normalized by their peak values. 
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egion. Both the 12 CO and HCN lines are quite accurate tracers of
he whole-cloud dynamics, and in fact have almost indistinguishable 
rofile shapes. The N 2 H 

+ profile is significantly narrower, being a 
uch better (although still imperfect) tracer of the dynamics of the 

igh-density ( > 10 4 cm 

−3 ) material. 
The difference in the velocity dispersions measured via different 

racers has been noted previously in observations (Goodman et al. 
998 ; Pineda et al. 2010 ; Ragan et al. 2015 ; Peretto et al. 2023 ), and
ppears to represent a real reduction in the magnitude of turbulent 
otions in the densest material, possibly due to dissipation in 

ccretion shocks (Klessen et al. 2005 ; Priestley, Arzoumanian & 

hitworth 2023b ). This means that the observational definition 
f velocity dispersion, used to determine quantities such as virial 
tability (e.g. Rigby et al. 2024 ) and magnetic field strength (Wang
t al. 2024 ), is tracer-dependent in a highly non-trivial manner. A
tructure’s virial ratio determined via the HCN line will be different
o the one calculated using the N 2 H 

+ line, and the ‘correct’ value
o use will depend entirely on the underlying science question. The
ssociation between a line’s velocity structure and the underlying gas 
ynamics should be made with considerable caution. 

.3 Core-scale line properties 

o investigate the line emission properties on the scales of prestellar
ores, we identify nine peaks in the face-on column density map,
hown in Fig. 7 , and extract line profiles from 0 . 1 pc apertures around
MNRAS 531, 4408–4421 (2024) 
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M

Figure 7. Positions of cores selected from the face-on column density map, 
highlighted with white circles. Numbers correspond to the labelling in Fig. 
8 . For the purpose of clarity, the circles are three times larger than the 0 . 1 pc 
e xtraction re gions. 

t  

o  

T  

s  

a
h  

b  

v  

R  

e  

(  

p  

o  

o  

d  

o  

e  

N  

i

f  

f  

w  

t  

i  

m  

S  

t  

s  

f  

t  

w  

o  

s  

s  

o  

c  

c  

i
 

p  

o  

o  

t  

s  

c  

c  

w  

(  

S  

l  

fl  

e  

v  

c  

s  

t  

t  

a  

c

4

4

S  

m  

C  

F  

a  

l  

R  

w  

t  

w  

e  

c  

t
 

a  

c  

e  

i  

c  

t  

l  

c  

P  

s  

T  

r  

molecular line data. 

4 In all cases measured directly from the line profiles, rather than being the 
FWHM of a Gaussian fit to the lines. 
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hese peaks, approximating the effects of beam size for single-dish
bservations of nearby clouds (e.g. Lee, Myers & Tafalla 1999 ;
afalla et al. 2002 ). Fig. 8 shows the resulting line profiles of three
pecies commonly used to trace core-scale emission: C 

18 O, HCN,
nd N 2 H 

+ (we again focus on the central HCN and isolated N 2 H 

+ 

yperfine components). The HCN line is in most cases substantially
roader than the other two, and often shows evidence of multiple
elocity components which are not visible in the other two lines.
ather than selectively tracing the densest ‘core’ material, HCN
mission also originates from gas with significantly lower densities
 � 10 4 cm 

−3 ; Evans et al. 2020 ; Jones et al. 2023 ), making it a
oor tracer of the cores’ dynamics. Several cores also show evidence
f multiple velocity components in the N 2 H 

+ profiles, suggestive
f line-of-sight confusion between physically distinct regions of
ense gas. These features are rarely seen in observational samples
f nearby cores with comparable ( ∼ 0 . 1 pc ) spatial resolution (Lee
t al. 1999 ; Tafalla et al. 2002 ), although complex multi-component
 2 H 

+ profiles on similar spatial scales do occur in more distant
nfrared-dark clouds (Rigby et al. 2024 ). 

Fig. 9 shows the peak line intensity of CS versus that of N 2 H 

+ 

or the simulated cloud core sample, compared to observational data
rom Lee et al. ( 1999 ) and Tafalla et al. ( 2002 ). The ratio of these lines
as identified by Yin, Priestley & Wurster ( 2021 ) as a diagnostic of

he degree of magnetic support, based on simulations of isolated
nitially spherical cores. Priestley, Yin & Wurster ( 2022 ) found that
odel cores with supercritical mass-to-flux ratios (Mouschovias &
pitzer 1976 ), also shown in Fig. 9 , were incapable of matching

he observed distribution of this ratio, as in the absence of magnetic
upport collapse proceeds too rapidly to significantly deplete CS
rom the gas phase, and its J = 2 − 1 line is subsequently stronger
han observed. By contrast, the cores formed in our simulation agree
ell with the observational data, despite the initial mass-to-flux ratio
f the simulation being 2.4 times the critical value (i.e. moderately
upercritical). The complex formation histories of the cores in our
NRAS 531, 4408–4421 (2024) 
imulation, involving material being repeatedly cycled in and out
f high-density phases before undergoing runaway gravitational
ollapse (Priestley et al. 2023c ), results in them having very different
hemical properties to equi v alent models of isolated cores, which
nstead experience a monotonic increase in density with time. 

Another problematic aspect of supercritical core models is their
redicted line widths, which are inevitably much broader than the
bserved subsonic values due to the supersonic infall velocities
f unimpeded gravitational collape (Larson 1969 ). Fig. 9 shows
he FWHMs 4 of the CS and N 2 H 

+ lines of the cores from our
imulation and from the Priestley et al. ( 2022 ) supercritical sample,
ompared to observational data from Tafalla et al. ( 2002 ). In this
ase, forming cores self-consistently does not impro v e the agreement
ith observations: simulated cores still have much broader lines

 > 0 . 5 km s −1 ) than real ones. Previous studies (Offner et al. 2008 ;
mith et al. 2012 ; Priestley et al. 2023b ) have reproduced subsonic

ine widths in cores and filaments formed via supersonic converging
o ws, which ef ficiently dissipate the initial kinetic energy (Klessen
t al. 2005 ), so the discrepancy here may be due to our initial turbulent
elocity field being somewhat subsonic, even though the cloud
ollision itself is highly supersonic. Alternatively, simulations may
till require a substantial degree of magnetic support to reproduce
he observed properties of real objects, but it is clearly impossible
o make this argument based on models of isolated spheres, which
re far too idealized compared to the complex formation histories of
ores in turbulent molecular clouds. 

 DI SCUSSI ON  

.1 The (in)accuracy of isolated core models 

imulations of isolated prestellar cores are widely used to interpret
olecular line observations (Keto, Caselli & Rawlings 2015 ; Sipil ̈a &
aselli 2018 ; Young et al. 2019 ; Sipil ̈a et al. 2022 ; Tritsis, Basu &
ederrath 2023 ; Redaelli et al. 2024 ), under the assumption that cores
re sufficiently decoupled from their environment to evolve more-or-
ess independently. This does not appear to be the case; Wurster &
owan ( 2024 ) find that resimulating the regions which form cores
ithin a larger-scale cloud produces significantly different results to

he original simulation, due to the chaotic nature of star formation,
hile se veral observ ational studies (Peretto et al. 2020 ; Anderson

t al. 2021 ; Rigby et al. 2021 ; Redaelli et al. 2022 ) have suggested that
ores continue to accrete mass from their surroundings throughout
heir lifetimes. 

The prior evolutionary history of the material making up a core,
nd continuing accretion onto it, can significantly alter its chemical
omposition (Priestley et al. 2023c ), with a correspondingly large
ffect on the predicted line emission properties. The peak line
ntensities of our core samples in Fig. 9 resemble those of magneti-
ally supported isolated models from Priestley et al. ( 2022 ), despite
he opposite being the case in the simulation, while the subsonic
inewidths of observed cores may be a result of their formation from
loud-scale turbulent motions (Offner et al. 2008 ; Smith et al. 2012 ;
riestley et al. 2023b ) rather than the isolated quasi-equilibrium
cenario adopted by Keto et al. ( 2015 ) and subsequent other authors.
aking these highly idealized models as representative of real cores
isks making fundamental errors in the physical interpretation of
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Figure 8. Line profiles of C 

18 O (blue), HCN (red), and N 2 H 

+ (green) for the cores identified from the simulated cloud in Fig. 7 . Text labels indicate the column 
density of the 0 . 1 pc extraction region. 

Figure 9. Distribution of the peak line intensities (left) and FWHMs (right) of CS versus N 2 H 

+ . Blue crosses show the cores identified from the simulated cloud 
in Fig. 7 . Green circles sho w observ ational data taken from Lee et al. ( 1999 ) and Tafalla et al. ( 2002 ). Orange triangles show the results of initially spherical 
core models from Priestley et al. ( 2022 ). 
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We note that a similar argument could be made regarding our ideal-
zed setup of two colliding, uniform-density spheres. Real molecular 
louds are rarely spherical (Faustino Vieira et al. 2024 ), and may be
etter characterized by a continuous injection of turbulence (Zhou, 
i & Chen 2022 ), rather than the decaying velocity field we employ.
o we ver, the generally good agreement between the predicted line

mission from our simulations and observational data, on both 
loud and core scales, suggests that they are accurately capturing 
MNRAS 531, 4408–4421 (2024) 
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he physical-chemical structure of real molecular clouds (see also
riestley et al. 2023a ), despite their idealized initial conditions.
imulations on the galactic disc scales necessary to self-consistently
ollow cloud formation (e.g. Panessa et al. 2023 ) typically lack the
esolution to investigate chemistry in detail in pre- and protostellar
ores. These objects are likely to be sufficiently decoupled from their
alactic environment for cloud-scale simulations to be an entirely
dequate representation of their formation and evolution. 

.2 Sulphur depletion in molecular gas 

t is common practice in astrochemical modelling to reduce the
lemental gas-phase sulphur abundance by a factor of 10 or more
rom its Solar value, as otherwise many sulphur-bearing molecules
re predicted to be far more abundant, and their line emission far
tronger, than is actually observed (Fuente et al. 2019 , 2023 ; Navarro-
lmaida et al. 2020 ). The assumption is that most of the sulphur is

ocked up in some chemically unavailable solid phase, but direct
easurements of sulphur depletion in the interstellar medium find
 near-Solar gas-phase abundance even along the densest sightlines
Jenkins 2009 ), suggesting that only a modest fraction of the total
ulphur is in solid form. 

Our simulation, using an undepleted sulphur abundance (Table 1 ),
uccessfully reproduces the observed peak intensities of CS in cores
Fig. 9 ), often one of the more problematic species in astrochemical
odelling (Navarro-Almaida et al. 2020 ). As argued by Hily-Blant

t al. ( 2022 ), the main sulphur reservoir in molecular clouds may
e atomic S, rather than sulphur-bearing molecules (Holdship et al.
019 ; Kushwahaa et al. 2023 ) and ices (Boogert, Gerakines & Whittet
015 ; McClure et al. 2023 ), which make up only a few per cent of
he Solar abundance when combined. It was speculated in Priestley
t al. ( 2022 ) that the sulphur abundance problem may be resolved
y more realistic physical models of molecular gas, rather than an
mpro v ed understanding of its chemistry. We will investigate this
ossibility, and the detailed beha viour of sulphur -bearing species in
ur chemical model, in future work. 

.3 Linear intensity scaling in optically thick lines 

he linear relationship between line intensity and column density
or molecules such as HCN in Perseus (Tafalla et al. 2021 ) and
ome other molecular clouds (Tafalla et al. 2023 ) is unexpected, as
hese lines are optically thick (typical line-centre opacities > 10 for
olumn densities > 10 21 cm 

−2 ). The amount of emitting material
long the line-of-sight should then have little impact on the strength
f the observed emission. Explanations for this behaviour (Tafalla
t al. 2021 ; Dame & Lada 2023 ) typically rely on the presence
f a positive correlation between volume and column densities;
f the characteristic volume density is larger along higher-column
ightlines, and the level populations are subthermally excited, then
n increasing column density can produce an increase in line intensity
ven in the optically thick limit. 

Simulated molecular clouds typically do show such a relationship
Clark & Glo v er 2014 ; Bisbas, Schruba & van Dishoeck 2019 ),
ut not one capable of reproducing the linear behaviour observed
y Tafalla et al. ( 2021 ). Fig. 10 shows the distribution of the
olume and line-of-sight column densities of AREPO cells in our
imulation. The correlation between column and volume density is
uch flatter than the N H ∝ n 

4 / 3 
H proposed by Tafalla et al. ( 2021 ), and

ore significantly, departs severely from a one-to-one relationship;
 given line-of-sight column density can comprise gas covering
everal orders of magnitude in volume density. It seems probable
NRAS 531, 4408–4421 (2024) 
hat at least the latter behaviour is shared with real molecular clouds,
aking the excitation temperature argument for the linear intensity

caling unviable; there should be little, if any, correlation between
he excitation temperature of a transition, a complicated mass-
nd optical depth-weighted average over material of all densities
long the line of sight, and the observed column density. We note
hat despite the face-on and edge-on cloud orientations having
ery different volume density distributions for line-of-sight columns
bo v e 10 22 cm 

−2 , the resulting line intensities in this regime in Fig.
 are ef fecti vely indistinguishable, suggesting that the characteristic
olume density of a line of sight has a negligible effect on the resulting
ine emission. 

An alternative explanation for the increasing intensity of optically
hick lines is if the line-of-sight velocity dispersion is higher along
igh-density sightlines, providing more ‘bandwidth’ available for
mission (Whitworth & Jaffa 2018 ). Simulations in Priestley et al.
 2023a ) where the velocity dispersion increases with column density
roduced linearly increasing HCN line intensities, whereas simula-
ions without a rise in velocity dispersion resulted in an intensity
lateau similar to those in Fig. 3 . Our simulation has an almost-
onstant velocity dispersion over the range of column densities where
CN is detectable (Fig. 11 ), so no additional velocity channels
ecome available for emission, and once the HCN line becomes
ptically thick, its intensity saturates. 
The distinction between rising and flat velocity dispersions in

riestley et al. ( 2023a ) was attributed to simulations of isolated versus
olliding clouds. Ho we ver, we do not reproduce this behaviour here.
ig. 11 shows the velocity dispersion and HCN intensity relationships
or a simulation where we have reduced the collision velocity from 7
o 0 . 5 km s −1 ; the subsonic collision velocity (also below the average
elocity of the initial turbulent field) results in behaviour comparable
o an isolated, turbulent cloud as studied in Priestley et al. ( 2023a ).
ather than increasing, the velocity dispersion actually declines over

he range of column densities rele v ant for HCN emission, resulting
n line intensities which are indistinguishable from the colliding
ase. We attribute this to our use of a lower initial density compared
o Priestley et al. ( 2023a ; 10 versus 250 cm 

−3 ), so that the initial
urbulent velocity field is dissipated before the cloud material has
ad time to collapse to the higher densities where HCN emission
an be produced. Establishing the rele v ance of this distinction to the
nterpretation of observational data is left to future work. 

 C O N C L U S I O N S  

e have combined an MHD simulation of the formation and dynam-
cal evolution of a molecular cloud with time-dependent chemistry
nd radiative transfer modelling, producing self-consistent synthetic
bservations in the J = 1 − 0 rotational transitions of 12 CO, 13 CO,
 

18 O, HCN, N 2 H 

+ , HCO 

+ , and HNC, the J = 2 − 1 transition of
S, and the (1,1) inversion transition of para-NH 3 . Our main results
re as follows: 

(i) Our simulated cloud reproduces the observed range of in-
ensities for most lines well, with better agreement for species
hich preferentially trace high-density regions. This suggests that
espite the idealized initial conditions and modelling assumptions,
he simulation has produced a molecular cloud with similar structural
roperties to real ones. 
(ii) HCN, along with many other molecules often described as

ense-gas tracers, is actually a poor tracer of dense gas, being
etectable down to low column density. The velocity information
erived from the HCN line profile mostly traces the bulk dynamics
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Figure 10. Distribution of AREPO cells by volume density and column density as seen face-on (left) and edge-on (right). The dashed black lines show the 
relationship proposed by Tafalla et al. ( 2021 ) to explain linear correlations between line intensities and column density. 

Figure 11. Line-of-sight velocity dispersion (left) and HCN line intensity (right) versus column density for the colliding (blue) and non-colliding (cyan) 
simulations. Crosses show the median pixel values, error bars the 16th/84th percentiles. Observational data from the Perseus molecular cloud for HCN (Tafalla 
et al. 2021 ) are shown in black. 
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f the cloud. N 2 H 

+ is a much more selective tracer of high-density
 > 10 22 cm 

−2 ) regions, and its line profile shape is strongly correlated
ith the dynamics of material abo v e 10 4 cm 

−3 . 
(iii) Cores formed from the large-scale cloud dynamics in the 

imulation agree well with the distribution of line intensities from 

bservational samples, although their line widths are somewhat 
roader. They do not agree with the predictions of an equi v alent
ample of isolated core models, which neglect the formation of the 
ores themselves from their more diffuse environment. Using these 
solated core models to interpret molecular line observations is likely 
o result in erroneous conclusions. 

(iv) We obtain CS line intensities in good agreement with observed 
alues using an undepleted elemental abundance of sulphur. This 
uggests that the common modelling practice of reducing this 
uantity by several orders of magnitude to match observations of 
ulphur-bearing species may be a sign of the limitations of the 
hysical models employed, rather than genuine evidence for sulphur 
epletion in molecular clouds. 

Our work demonstrates the importance of simulating the large- 
cale dynamics of molecular clouds when investigating their line 
mission properties, even when the subject of interest is on much 
maller scales. This serves as a starting point for future work to
ully exploit the ability of molecular line emission to advance our
nderstanding of star formation. 
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Figure A1. Column density of the RADMC3D grid versus the original AREPO 

Voronoi mesh. Crosses show the median pixel values, error bars the 16th/84th 
percentiles. The dashed red line shows the expected one-to-one relationship. 
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PPENDIX  A :  RESOLUTION  TESTS  

he MHD, chemical, and radiative transfer simulations in this paper 
ach have mutually incompatible concepts of resolution, which 
esults in some losses when properties are mapped between them. The 
ubic adaptive mesh used by RADMC3D loses detail when compared 
o the unstructured Voronoi mesh used by AREPO , and with only 10 5 

ost-processed tracer particles compared to several million grid cells, 
he information on molecular abundances is inevitably ‘smeared out’ 
o some extent. We demonstrate below that neither of these effects is
arge enough to substantially alter our results. 

Fig. A1 shows the relationship between the true column density 
btained from the AREPO Voronoi mesh, and the column density 
rom the RADMC3D grid used for the radiative transfer. We determine 
he latter by fixing the dust temperature to 10 K in all cells, and
roducing an image of the cloud at 850 μm , where the dust optical
epths are � 10 −4 . As the dust opacity and gas-to-dust ratio are both
onstant, the intensity is directly proportional to the column density 
f the RADMC3D grid. After converting from intensity to N H , the
ADMC3D column densities are almost identical to the true values, 
ith the exception of the highest end of the range near 10 23 cm 

−2 .
ven here, the difference is less than a factor of two, and these column
ensities represent a small fraction of the cloud area, so we consider
he mapping between the AREPO and RADMC3D grids to be robust. 

While the RADMC3D grid appears to accurately represent the un- 
erlying structure of the MHD simulation, the molecular abundances 
sed in the radiative transfer are taken from 10 5 post-processed tracer
articles, compared to ∼20 million cells in the RADMC3D grid. We
ssess the accuracy of this approach using CO emission lines, as the
O abundance for every cell can be taken directly from the AREPO

imulation as a point of comparison to the NEATH tracer particle
bundance. 

Fig. A2 shows the relationship between integrated intensity of 
he three CO isopologues for the two abundance determinations. 
ll three lines show a linear correlation in intensity between the
EATH and AREPO values, albeit with some scatter. The two rarer

sotopologues tend to have somewhat lower line intensities for the 
EATH abundances than when using the AREPO values, but this 

an be attributed to the neglect of freeze-out in the AREPO chemical
odel, which severely reduces the CO abundance at high volume 

ensities (Priestley et al. 2023c ). This effect is not visible for the
ore-abundant 12 CO line, which is too optically thick to probe the

ensities where freeze-out occurs. The otherwise-good correlation 
or all isotopologues suggests that the number of tracer particles is
dequate to correctly capture the molecular structure of the cloud. 
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M

Figure A2. Integrated 12 CO (left), 13 CO (centre), and C 

18 O (right) intensities using the NEATH tracer particle abundances versus the AREPO cell values. 
Crosses show the median pixel values, error bars the 16th/84th percentiles. The dashed red lines shows the expected one-to-one relationship. 
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PPENDIX  B:  DUST-DERIVED  C O L U M N  

ENSITIES  

ig. B1 shows the column density of the cloud inferred from thermal
ust emission, the most common means of assessing molecular
loud structures observationally. We produce images of the cloud
t wavelengths of 100, 160, 250, 350, and 500 μm , corresponding
o the central wavelengths of the Herschel filters generally used
o study cold molecular gas (e.g. Ragan et al. 2012a ; K ̈on yv es
t al. 2015 ). We fit the resulting pix el-by-pix el spectral energy
istributions with a single-temperature modified blackbody, using
he same dust opacity as in the radiative transfer calculation, and the
ame dust-to-gas ratio to convert dust mass into total column density.
ny differences between the two column densities are therefore
ue to temperature variations along the line of sight (Shetty et al.
009 ). 
NRAS 531, 4408–4421 (2024) 
The dust-derived column densities are generally in good agreement
ith the true v alues. Ho we ver, this breaks down at the highest values,
ith peaks in the true column density images less prominent in the
ust-column maps. The correlation between the column densities
erived from dust emission and the true values, shown in Fig. B1 , are
early identical up to true columns of 10 22 cm 

−2 . Beyond this point,
he column densities derived from dust emission are lower than the
rue values by factors of up to 2–3, as an increasing proportion of the

ass is made up of colder less emissive grains, whereas the emission
s still dominated by the highest grain temperatures. The luminosity-
eighted temperature of the blackbody fit is therefore higher than the
ass-weighted temperature needed to retrieve the physical column

ensity, which is correspondingly underestimated. As we are mainly
oncerned with the line emission properties of the cloud, we use
he true simulation column densities for simplicity, but note that this
ffect could become important for the highest-density sightlines. 
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Figure B1. Left: Column density map of the cloud derived from the far-IR dust emission (compare Fig. 1 ). Right: True column density versus dust-derived 
column density. Crosses show the median pixel values, error bars the 16th/84th percentiles. The dashed red line shows the expected one-to-one relationship. 
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