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Abstract. In this paper, we develop the theory of nonlinear rough paths. Fol-
lowing the ideas of Lyons and Gubinelli, we define the nonlinear rough integral
∫
t
s W (dr, Yr), whereW and Y are only α-Hölder continuous in time with α ∈ ( 1

3
, 1

2
].

Also, we study the Kunita-type equation Yt = ξ + ∫
t

0 W (dr, Ys), obtaining the local
and global existence and uniqueness of the solution under suitable sufficient condi-
tions. As an application, we study transport equations with rough vector fields and
observe that the classical solution formula for smooth and Young’s cases does not
provide a solution to the rough equation. Indeed this formula satisfies a transport
equation with additional compensator terms (see (1.7)).

1. Introduction

Nonlinear integrals in the sense of Young have been studied in recent years (see
e.g. Catellier and Gubinelli, 2016, Chouk and Gubinelli, 2015, 2014 and Hu and Lê,
2017). In these papers, the authors consider the following nonlinear integral

Is,t = ∫

t

s
W (dr, Yr), (1.1)

whereW is a function on [0, T ]×Rd with values in Rd, that is τ -Hölder continuous in
time and λ-Hölder continuous in space, and Y ∶ [0, T ]→ Rd is γ-Hölder continuous.
Under the assumption τ + λγ > 1, the nonlinear integral (1.1) is well-defined in the
sense of Young (see Young, 1936). That is, Is,t is the limit of the following linear
approximations as ∣π∣→ 0

n

∑
k=1

Wtk−1,tk(Ytk−1) ∶=
n

∑
k=1

[W (tk, Ytk−1) −W (tk−1, Ytk−1)],
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where π = (s = t0 < t1 < ⋅ ⋅ ⋅ < tn = t) is a partition of the interval [s, t] and
∣π∣ ∶= max1≤k≤n ∣tk − tk−1∣. As an example, one can define a pathwise nonlinear
integral of the form (1.1), where W is a fractional Brownian sheet with Hurst
parametersH0 ∈ ( 1

2
,1) in time andH1 = ⋯ =Hd =H in space, such thatH0+

1
2
H > 1,

and Y is a d-dimensional standard Brownian motion. By applying this theory
of nonlinear Young’s integrals, Hu and Lê (2017) studied the following transport
equation with distributional vector field (see also Catellier and Gubinelli, 2016;
Flandoli et al., 2010):

∂

∂t
u(t, x) +Du(t, x)

∂

∂t
W (t, x) = 0, (1.2)

where D denotes the spatial derivative operator. The existence and uniqueness of
the solution to (1.2) with C1+λ0

loc (Rd;R)-valued initial condition were proved in this
paper assuming that (1 + λ0)τ > 1. They also provided a formula for the solution:

u(t, x) = h(Zt(x)), (1.3)

where h is the initial condition, Zt is the inverse of Yt, and Y is the solution to the
following nonlinear differential equation:

Yt(x) = x + ∫
t

0
W (ds, Ys(x)). (1.4)

On the other hand, applying the theory of nonlinear integrals to the stochastic heat
equation, Hu and Lê also gave a pathwise proof of the Feynman-Kac formula, which
provides an alternative method to study this topic (see e.g. Hu et al., 2012, 2011
for a probabilistic approach).

The purpose of this paper is to extend the theory of nonlinear integrals to the
case when the functions W and Y are rougher, that is τ +λγ < 1. In this situation,
Young’s approach fails. The following example, inspired by the lecture notes from
Zanco (see Example 3.6 of Zanco, 2016), provides a non-standard nonlinear rough
path behavior in R. For any n ∈ Z+, t ∈ [0, T ] and x, y ∈ R, we define

F (x, y) = exy, X
(n)
t =

1

n
cos(2πn2t) and Y

(n)
t =

1

n
sin(2πn2t).

Then F (X
(n)
t , y) converges to 1 and Y (n)

t converges to 0 uniformly on compact sets
as n→∞. On the other hand, however, the following integral

∫

1

0
F (dX

(n)
t , Y

(n)
t ) = −

1

4
∫

4π

0
exp (

1

2n2
sin(n2s))ds→ −π,

by dominated convergence theorem, as n→∞.
In the linear situation, a useful tool to deal with the integration of rough functions

is the theory of rough paths. This theory has been developed from the pioneering
work of Lyons since the early nineties (see e.g. Lyons, 1994, 1998) to study d-
dimensional dynamical systems of the form

dYt = f(Yt)dXt, t ∈ [0, T ],

where the driven signal Xt is α-Hölder continuous and α ∈ (0, 1
2
]. The main idea of

the rough path analysis is as follows. Let p = ⌊ 1
α
⌋, and let T (p) be a p-step truncated

tensor algebra given by the expression

T (p)
∶= R⊕ (Rd)⊕ (Rd)⊗2

⊕⋯⊕ (Rd)⊗p.
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The rough path associated to X is a lifting of X to a T (p)-valued function on
[0, T ]2, denoted by S(p)(X), in such a way that when X is piecewise differentiable,
the function S

(p)
s,t = (1,X1

s,t,X
2
s,t, . . . ,X

p
s,t), and each component Xi

s,t is the ith
iterated integral of X on the time interval [s, t] ⊂ [0, T ]. Suppose that f is a smooth
function, then the integral of f(X) against X on [s, t] can be approximated by

∫

t

s
f(Xr)dXr ≈ f(Xs)X

1
s,t + f

′
(Xs)X

2
s,t +⋯ + f (p−1)

(Xs)X
p
s,t, (1.5)

with an error of order O(∣t−s∣(p+1)α). Because (p+1)α > 1, the error term vanishes
in the limit, which explains the choice p = ⌊ 1

α
⌋. This allows us to define the integral

by passing the limit as ∣π∣→ 0 of the following expression
n

∑
k=1

p

∑
i=0

f (i−1)
(Xtk−1)X

i
tk−1,tk

,

where π = (s = t1 < ⋅ ⋅ ⋅ < tn = t).
Suppose that α ∈ ( 1

3
, 1

2
]. Gubinelli (2004) generalized the integration of “1-forms”,

which means the integrand is a function f(Xt) of the driving signal, to a class of
rough functions called “controlled rough paths”. A controlled rough path (by X),
is a function Y ∶ [0, T ]→ Rd whose increment on an interval [s, t] can be written in
the following way: Ys,t = Y ′

sXs,t+R
Y
s,t, for some Rd⊗Rd-valued α-Hölder continuous

function Y ′ and some Rd-valued 2α-Hölder continuous function RY . In this case,
the approximation of the integral is the following

∫

t

s
YrdXr ≈ YsX

1
s,t + Y

′
sX

2
s,t.

For a more detailed account on this topic, we refer the readers to the books Friz
and Hairer (2014) and Lyons and Qian (2002). An alternative approach to deal
with the integration of “non-1-forms" based on fractional calculus was developed in
Besalú and Nualart (2011); Hu and Nualart (2009).

In the present paper, we will extend the nonlinear Young’s integral to the rough
case by using Gubinelli’s approach, and assuming a Hölder regularity of order α ∈

( 1
3
, 1

2
]. The paper is organized in the following way. In Section 2 we give brief

review of the preliminaries about (linear) rough paths. In Section 3 we introduce
a nonlinear variant of rough paths. By definition a nonlinear rough path is a pair
(W,W) such that W (t, x) is a function of two variables, (t, x) ∈ [0, T ]×V , where V
is Banach space. The component Ws,t(x, y) should be interpreted as the integral

Ws,t(x, y) = ∫
t

s
DW (dr, y)Wr,s(x),

for any 0 ≤ s ≤ t ≤ T , where DW (r, y) denotes the Fréchet derivative of W with
respect to the spatial argument y. We also assume that (W,W) satisfies certain
properties, including α-Hölder continuity and a version of Chen’s relation. Then, a
nonlinear rough integral can be approximated in the following way:

∫

t

s
W (dr, Yr) ≈Ws,t(Y ) +Ws,t(Ẏs, Ys),

where Ẏ is the Gubinelli derivative of Y in the context of nonlinear rough paths.
We prove that the nonlinear rough integral is a nonlinear controlled rough path
and we establish some properties of nonlinear rough integrals.
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In Section 4, we consider the following rough differential equation (RDE):

Yt = ξ + ∫
t

0
W (dr, Yr), (1.6)

where (W,W) is an α-Hölder nonlinear rough path. Local and global existence and
uniqueness of the solution to the RDE (1.6) are proved in this section. We also
obtain some estimates for the solution to this equation. This type of RDEs was
previously studied by Bailleul and his collaborators (see e.g. Bailleul and Catellier,
2017; Bailleul et al., 2017; Bailleul and Riedel, 2019) under some boundedness
assumption of W . Here, we study this equation via a different approach, and
improve their results removing boundedness conditions.

Another approach to equation (1.6) was introduced in the papers Brault and
Lejay (2019a, 2018, 2019b). The authors introduced the almost flow φs,t(x). In
comparison with our setting, φs,t(x) is equivalent to Ws,t(x) + Ws,t(x,x) + x .
Then without the analysis of the rough integrals, a solution to equation (1.6) can
be constructed as the limit of the following iterations over partitions π = (0 = t0 <
t1 < ⋅ ⋅ ⋅ < tn = t)

φtn−1,tn ○ ⋅ ⋅ ⋅ ○ φt1,t0(ξ), as ∣π∣→ 0.

In Section 5, we study nonlinear rough paths as function space-valued linear
rough paths. Then, we prove that under some assumptions, these two approaches
are equivalent. Despite this, we still prefer to keep the analysis in Sections 3
and 4. Firstly, the approach to define nonlinear rough paths in Section 3 is more
intuitive than the latter method based on abstract spaces. Additionally, in order
to interpret nonlinear rough paths as function space-valued linear rough paths,
a stronger assumption is required, namely, the existence of the integral Ws,t =

∫
t
s Ws,r ⊗ dWr, whereas, in Sections 3 and 4, we only need to define the integral
Ws,t(x, y) = ∫

t
s DW (dr, y)Wr,s(y).

Section 6 contains some applications of nonlinear rough paths. In Section 6.1,
we provide a generalized Itô-type formula for (nonlinear) controlled rough paths.
In Section 6.2 we analyze the gradient flow of the following equation with spatial
parameter,

Yt(x) = x + ∫
t

0
W (dr, Yr(x)),

where x ∈ Rd and W ∶ [0, T ] × Rd → Rd is a nonlinear rough path. We will prove
that under some assumptions, Yt(x) is differentiable in x. In addition for every
(t, x) ∈ [0, T ] × Rd, the gradient DYt(x) is an invertible matrix. Thus, for any
fixed t ∈ [0, T ], by the Inverse Function Theorem in Rd, there exists Zt ∶ Rd → Rd
such that Zt(Yt(x)) = Yt(Zt(x)) = x for all x ∈ Rd. Assume that h ∈ C4

loc(Rd;R).
Because the structure of W here is rougher than in Young’s case, it turns out that
h(Zt(x)) does not satisfies the transport equation (1.2). In Section 6.3 we will
prove that h(Zt(x)) is indeed the solution to the following transport equation with
compensators

∂

∂t
u(t, x) +Du(t, x)

∂W (t, x)

∂t
=

1

2
Du(t, x)

∂⟪DW (x),W (x)⟫0,t

∂t

+
1

2
Du(t, x)

∂⟪W (x),DW (x)⟫0,t

∂t
+

1

2
D2u(t, x)

∂⟨W (x)⟩0,t

∂t
. (1.7)

Furthermore, the solution is unique in the space Cα,3loc ([0, T ] × Rd;R). A similar
transport equation with rough vector field was also studied in Catellier (2016).
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2. Preliminaries

Fix a time interval [0, T ]. Assume that α ∈ ( 1
3
, 1

2
]. Let V and K be Banach

spaces. We follow the construction of Friz and Hairer (2014, Chapters 2, 4) to
introduce the basic framework of the theory of (linear) rough paths.

Definition 2.1. (i) Cα([0, T ];V ) is the space of functions on [0, T ] taking values
in V such that the following α-Hölder seminorm is finite

∥Φ∥α ∶= sup
s≠t∈[0,T ]

∥Φs,t∥V

∣t − s∣α
, (2.1)

where Φs,t ∶= Φt −Φs.
(ii) Cα2 ([0, T ]2;K) is the space of functions on [0, T ]2 taking values in K and such

that the following α-Hölder seminorm is finite

∥Ψ∥α ∶= sup
s≠t∈[0,T ]

∥Ψs,t∥K

∣t − s∣α
. (2.2)

A V -valued rough path, introduced below, is defined as a pair of a rough function
and a double integral term.

Definition 2.2. The space of rough paths C α([0, T ];V ) is the collection of pairs
X = (X,X) satisfying the following properties:

(i) X ∈ Cα([0, T ];V ).
(ii) X ∈ C2α

2 ([0, T ]2;V ⊗ V ), where V ⊗ V is the tensor product space equipped
with the projective norm.

(iii) (X,X) satisfies Chen’s relation: for all (s, u, t) ∈ [0, T ]3,

Xs,t −Xs,u −Xu,t =Xs,u ⊗Xu,t. (2.3)

Here X has to be interpreted as a version of the following double integral:

∫

t

s
Xs,r ⊗ dXr = ∫

t

s
∫

r

s
dXu ⊗ dXr ∶= Xs,t.

Let X ∈ Cα([0, T ];V ). We define rough paths controlled by X as follows:

Definition 2.3 (Definition 4.6 of Friz and Hairer, 2014). Let X ∈ Cα([0, T ];V ).
An element Y ∈ Cα([0, T ];K) is said to be controlled by X, if there exist functions
Y ′ ∈ Cα([0, T ];L(V ;K)) and RY ∈ C2α

2 ([0, T ]2;K), such that

Ys,t = Y
′
s(Xs,t) +R

Y
s,t

for any s, t ∈ [0, T ]. Here L(V ;K) denotes the space of continuous linear operators
from V to K equipped with the operator norm. The function Y ′ is called the
Gubinelli derivative of Y .

Denote by D2α
X (K) the space of such pairs (Y,Y ′). With an abuse of notations,

we sometimes write Y ∈ D2α
X (K) instead of (Y,Y ′) ∈ D2α

X (K).
Suppose that X ∈ Cα([0, T ];V ) and (Y,Y ′) ∈ D2α

X (L(V ;K)). Then, Y ′ takes
values in L(V ;L(V ;K)), which can be identified with L(V ⊗ V ;K). The next
theorem defines a version of the (linear) rough integral.
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Theorem 2.4 (Theorem 4.10 (a) of Friz and Hairer, 2014). Let X = (X,X) ∈

C α([0, T ];V ). Suppose that (Y,Y ′) ∈ D2α
X (L(V ;K)). Then the following “compen-

sated Riemann-Stieltjes sum”
n

∑
k=1

Ξtk,tk−1 ∶=
n

∑
k=1

[Ytk−1(Xtk−1,tk) + Y
′
tk−1

(Xtk−1,tk)], (2.4)

converges as ∣π∣ → 0, where π = (s = t1 < t2 < ⋅ ⋅ ⋅ < tn = t) and ∣π∣ = max1≤k≤n ∣tk −
tk−1∣. Denote by Js,t(Ξ) the limit of (2.4). Then, Js,t(Ξ) is additive, that is
Js,t(Ξ) = Js,u(Ξ) + Ju,t(Ξ) for any 0 ≤ s < u < t ≤ T . Moreover, the following
estimate is satisfied for all 0 ≤ s < t ≤ T ,

∥Js,t(Ξ) −Ξs,t∥K ≤ kα(∥X∥α∥R
Y
∥2α + ∥X∥2α∥Y

′
∥α)∣t − s∣

3α, (2.5)

where kα = (1− 21−3α)−1. By definition, the rough integral of Y against X = (X,X)

is defined as follows, for all 0 ≤ s < t ≤ T ,

∫

t

s
YrdXr ∶= Js,t(Ξ). (2.6)

Similarly we can define the rough integral ∫
t
s Yr ⊗ dXr ∈ V1 ⊗ V2 , for any X =

(X,X) ∈ C α([0, T ];V1) and (Y,Y ′) ∈ D2α
X (V2). Theorem 2.4 can be proved by

using the following Sewing Lemma. In this case, γ = 3α > 1 and kα comes from
inequality (2.7) below. The Sewing Lemma is cited from Lemma 2.1 of Feyel and
de La Pradelle (2006), see also Gubinelli (2004). It will also be used later in the
theory of nonlinear rough paths.

Lemma 2.5 (Sewing Lemma). Let β ∈ (0,1], and let Ξ ∈ C
β
2 ([0, T ]2;K). Suppose

there exist C > 0 and γ > 1 such that the following inequality holds:

∥δΞ(s, u, t)∥K ∶= ∥Ξs,t −Ξs,u −Ξu,t∥K ≤ C ∣t − s∣γ ,

for any 0 ≤ s ≤ u ≤ t ≤ T . Then there exists a unique (up to an additive constant)
function J (Ξ) ∈ Cβ([0, T ];V ), such that the following inequality holds

∥Js,t(Ξ) −Ξs,t∥K = ∥Jt(Ξ) −Js(Ξ) −Ξs,t∥K ≤ (1 − 21−γ
)
−1C ∣t − s∣γ . (2.7)

Moreover, Js,t(Ξ) can be represented as follows,

Js,t(Ξ) = lim
∣π∣→0

n

∑
k=1

Ξtk−1,tk , (2.8)

where π = (s = t0 < t1 < ⋯ < tn = t) and the limit is independent of the choice of π.

The next proposition shows that the rough integral is controlled by X.

Proposition 2.6 (Theorem 4.10 (b) of Friz and Hairer, 2014). Suppose that (X,X)

∈ C α([0, T ];V ) and (Y,Y ′) ∈ D2α
X (L(V ;K)). Let

Zt = ∫
t

0
YrdXr.

Then, Z is an α-Hölder continuous function taking values in K. Moreover Z is
controlled by X with Y as a Gubinelli derivative.

In the next proposition, we define the integration of two controlled rough paths.

Proposition 2.7. Let V , K1 and K2 be Banach spaces. Suppose that X = (X,X) ∈

C α([0, T ];V ) and (Y,Y ′) ∈ D2α
X (K1).
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(i) [Remark 4.11 of Friz and Hairer, 2014] Suppose that (Z,Z ′) ∈ D2α
X (K2). The

following limit exists

lim
∣π∣→0

n

∑
k=1

[Ztk−1 ⊗ Ytk−1,tk + (Z ′
tk−1

⊗ Y ′
tk−1

)(Xtk−1,tk)], (2.9)

where π = (s = t0 < t1 < ⋯ < tn = t) and defines the integral ∫
t
s Zr ⊗ dYr.

(ii) [Proposition 7.1 of Friz and Hairer, 2014] Let Y ∶ [0, T ]2 →K1 ⊗K1 be given
by

Ys,t = ∫
t

s
Yr ⊗ dYr − Ys ⊗ Ys,t, (2.10)

and the integral in (2.10) is defined by (2.9). Then, Y ∶= (Y,Y) is a rough
path. Suppose that (Z, Z̃ ′) ∈ D2α

Y (K2). Let Z ′
t = Z̃

′
tY

′
t for all t ∈ [0, T ]. Then,

(Z,Z ′) ∈ D2α
X (K2). In addition, the following equality holds

∫

t

s
Zr ⊗ dYr = ∫

t

s
Zr ⊗ dYr, (2.11)

where the integral on the left-hand side is in the sense of Theorem 2.4, and
the integral on the right -hand side is in the sense of (2.9).

Remark 2.8. Assume the conditions of Proposition 2.7 (i) where K2 = L(K1;K).
Then,

∫

t

s
ZrdYr ∶= lim

∣π∣→0

n

∑
k=1

[Ztk−1(Ytk−1,tk) + (Z ′
tk−1

Y ′
tk−1

)Xtk−1,tk], (2.12)

and

∫

t

s
dZr(Yr) ∶= lim

∣π∣→0

n

∑
k=1

[Ztk−1,tk(Ytk−1) + (Z ′
tk−1

Y ′
tk−1

)X∗
tk−1,tk

], (2.13)

are well-defined, where π = (s = t0 < t1 < ⋯ < tn = t), (Z ′
tY

′
t ) ∶ V ⊗ V → K is given

by
(Z ′

tY
′
t )(x, y) = Z

′
t(x)[Y

′
t (y)].

and ∗ denotes the transpose operator on the tensor product space V ⊗ V , namely,
(x⊗ y)∗ = y ⊗ x.

Next, we define the “quadratic compensator” as follows (see e.g. (2.7) of Keller
and Zhang, 2016 for an equivalent definition in finite dimensions). It will be used
in Section 6.

Definition 2.9. Let X = (X,X) ∈ C α([0, T ];V ). Suppose that (Y,Y ′) ∈ D2α
X (K1)

and (Z,Z ′) ∈ D2α
X (K2).

(i) The quadratic compensator ⟨X⟩ is a function on [0, T ]2 with values in V ⊗V
given by

⟨X⟩s,t ∶=Xs,t ⊗Xs,t − 2Xs,t. (2.14)

(ii) The quadratic compensator ⟨Z,Y ⟩ ∶ [0, T ]2 →K2 ⊗K1 is given by

⟨Z,Y ⟩s,t ∶= Zs,t ⊗ Ys,t − 2∫
t

s
Zs,r ⊗ dYr. (2.15)



552 D. Nualart and P. Xia

Remark 2.10. (i) Similar as the quadratic variation of Itô processes, the following
equality holds:

⟨Y,Z⟩s,t = ∫

t

s
Y ′
r ⊗Z

′
rd⟨X⟩r. (2.16)

(ii) Particularly, if K2 = L(K1;K), we write

⟪Z,Y ⟫s,t ∶= Zs,tYs,t − 2∫
t

s
Zs,rdYr (2.17)

and

⟪Y,Z⟫s,t ∶= Zs,tYs,t − 2∫
t

s
dZr(Ys,r). (2.18)

(iii) It is easy to verify that ⟨X⟩ ∈ C2α
2 ([0, T ];V ⊗ V ). Similarly, ⟨Y,Z⟩, ⟨Z,Y ⟩,

⟪Y,Z⟫ and ⟪Z,Y ⟫ are also 2α-Hölder continuous in corresponding spaces.

Finally, we finish this section by introducing the following Taylor’s theorem (see
e.g. Theorem 4.C of Zeidler, 1995) for Banach space valued functions. It will be
used frequently in estimating residuals.

Theorem 2.11 (Taylor’s Theorem). Let V and K be Banach spaces. Assume that
the map φ ∶ V → K is Cn in the sense of Fréchet differentiability. Then for any
v, h ∈ V , the following generalized Taylor formula holds

φ(v + h) = φ(v) +
n−1

∑
k=1

1

k!
Dkφ(v)h⊗k +Rn,

where the residual Rn satisfies the following inequality

∥Rn∥K ≤
1

n!
sup

0≤τ≤1
∥Dkφ(u + τh)h⊗n∥K .

3. Nonlinear rough integrals

3.1. Definitions. Fix a time interval [0, T ]. Suppose that α ∈ ( 1
3
, 1

2
]. In this section,

we aim to define the following nonlinear integral:

∫

t

s
W (dr, Yr).

Here W is α-Hölder continuous in time, and differentiable in space, and Y is α-
Hölder continuous. The idea is as follows. Assume that Y is controlled by W , that
is Ys,t = Ws,t(Ẏs) + O(∣t − s∣2α). Then, we approximate the nonlinear integral by
the following expression:

∫

t

s
W (dr, Yr) ≈∫

t

s
W (dr, Ys) + ∫

t

s
DW (dr, Ys)Yr,s

≈∫

t

s
W (dr, Ys) + ∫

t

s
DW (dr, Ys)Ws,r(Ẏs)

=Ws,t(Ys) + ∫
t

s
DW (dr, y)Ws,r(x)∣

(x,y)=(Ẏs,Ys)
,

with the error of order O(∣t− s∣3α). This allows us to pass to the limit as ∣π∣→ 0 in
the following expression

n

∑
k=1

[Wtk−1,tk(Ytk−1) + ∫
tk

tk−1
DW (dr, y)Wtk−1,r(x)∣(x,y)=(Ẏtk−1 ,Ytk−1)

],



On Nonlinear Rough Paths 553

where π = (s = t0 < t1 < ⋯ < tn = t). The limit is the desired nonlinear integral.
To this end, we need to introduce the following definitions. Let n be any non-

negative integer. We denote by In the set of all multi-indexes βββn of length n + 1.
That is, βββn = (β0, . . . , βn), where β0, . . . , βn are nonnegative real numbers. These
multi-indexes will be used to characterize the growth of a function and its spatial
derivatives.

Definition 3.1. (i) Cα,βββn([0, T ] × V ;K) is the space of functions such that the
following seminorm is finite:

∥Φ∥α,βββn ∶=
n

∑
k=0

sup
s≠t∈[0,T ]
x∈V

∥DkΦs,t(x)∥Lk(V ;K)

∣t − s∣α(1 + ∥x∥V )βk
, (3.1)

where Dk is the k-th Fréchet derivative operator, and Lk(V ;K) is the corre-
sponding space of linear operators. That is, L0(V ;K) = K and Lk(V ;K) =

L(V ;Lk−1(V ;K)) for all k = 1,2, . . . , n.
(ii) Cα,βββ

1
n,βββ

2
n

2 ([0, T ]2 × V 2;K) is the space of functions such that the following
seminorm is finite:

∥Ψ∥α,βββ1
n,βββ

2
n
∶=

n

∑
k=0

sup
s≠t∈[0,T ]

x=(x1,x2)∈V 2

∥DkΨs,t(x)∥Lk(V 2;K)

∣t − s∣α(1 + ∥x1∥V )β
1
k(1 + ∥x2∥V )β

2
k

, (3.2)

where Lk(V
2;K) are the corresponding linear spaces of derivatives and the

product space V 2 is treated as a Banach space equipped with the norm ∥x∥V 2 =

∥x1∥V + ∥x2∥V .

For any positive integer m ≤ n, we write βββn −m = (β0, . . . , βn−m). Then, by
definition, it is easy to verify that Cα,βββn([0, T ] × V ;K) ⊂ Cα,βββn−m([0, T ] × V ;K).
Let βββn, β̃ββn ∈ In, we write βββn ≤ β̃ββn if βk ≤ β̃k for all k = 0, . . . , n. Then, Cα,βββn([0, T ]×

V ;K) ⊂ Cα,β̃ββn([0, T ] × V ;K) if βββn ≤ β̃ββn. The space Cα,βββ
1
n,βββ

2
n

2 ([0, T ]2 × V 2;K) also
has a similar property. Given a multi-index βββn where n ≥ 1, we make use of the
following notations:

βββ∗n−1 = (β∗0 , . . . , β
∗
n−1) and βββ∗∗n−1 = (β∗∗0 , . . . , β∗∗n−1), (3.3)

where β∗k ∶= max{β0, . . . , βk} and β∗∗k ∶= max{β1, . . . , βk+1} for all 0 ≤ k ≤ n − 1.
Given multi-indexes βββ2, βββ∗1 and βββ∗∗1 , let Φ ∈ Cα,βββ2([0, T ] × V ;K) and let Ψ ∈

C
α,βββ∗1,βββ

∗∗

1

2 ([0, T ]2 × V 2;K). We make use of the following notations: RΦ ∶ [0, T ] ×

V 2 →K and DΨ ∶ [0, T ]2 × V 4 →K are given by

RΦ
t (x, y) ∶= Φt(y) −Φt(x) −DΦt(x)(y − x), x, y ∈ V (3.4)

and

DΨ
s,t(x,y) = Ψs,t(y) −Ψs,t(x), x,y ∈ V 2. (3.5)

The following lemma provides the estimates for RΦ, DΨ and their derivatives. It
will be used in the proof of the stability of nonlinear rough integrals.

Lemma 3.2. Suppose that RΦ and DΨ are given as in (3.4) and (3.5), respectively.
Then, for any x, y ∈ V , and x = (x1, x2),y = (y1, y2) ∈ V

2, the following inequalities
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are satisfied:

∥RΦ
s,t(x, y)∥K ≤

1

2
∥Φ∥α,βββ2

(1 + ∥x∥V + ∥y∥V )
β2∥y − x∥2

V ∣t − s∣α, (3.6)

∥DΨ
s,t(x,y)∥K ≤∥Ψ∥α,βββ1

1,βββ
2
1
(1 + ∥x1∥V + ∥y1∥V )

β1
1 (1 + ∥x2∥V + ∥y2∥V )

β2
1

× ∥y − x∥V 2 ∣t − s∣α. (3.7)

If furthermore Φ ∈ Cα,βββ3([0, T ]× V ;K) and Ψ ∈ C
α,βββ1

2,βββ
2
2

2 ([0, T ]2 × V 2;K), then, for
all z1,z2 ∈ V 2, the following inequalities are satisfied:

∥DRΦ
s,t(x, y)(z1, z2)∥K ≤∥Φ∥α,βββ3

(1 + ∥x∥V + ∥y∥V )
β2∨β3

× [∥y − x∥2
V ∥z2∥V + ∥y − x∥V ∥z1 − z2∥V ]∣t − s∣α (3.8)

and

∥DDΨ
s,t(x,y)(z

1,z2
)∥K ≤ ∥Ψ∥α,βββ1

2,βββ
2
2
(1 + ∥x1∥V + ∥y1∥V )

β1
1∨β

1
2 (3.9)

× (1 + ∥x2∥V + ∥y2∥V )
β2
1∨β

2
2 [∥y − x∥V 2∥z2

∥V 2 + ∥z1
− z2

∥V 2]∣t − s∣α.

Proof : Inequality (3.6) is a consequence of Taylor’s Theorem 2.11 and the linearity
of D:

∥RΦ
s,t(x, y)∥K ≤

1

2
sup

0≤τ≤1
∥D2Φs,t(τx + (1 − τ)y)(y − x, y − x)∥K

≤
1

2
∥Φ∥α,βββ2

(1 + ∥x∥V + ∥y∥V )
β2∥y − x∥2

V ∣t − s∣α.

For inequality (3.8), we assume that Φ ∈ Cα,βββ3([0, T ] × V ;K). Then, by differ-
entiating RΦ

s,t on the spatial argument, for any (x, y), (z1, z2) ∈ V
2, we have

DRΦ
s,t(x, y)(z1, z2) = −DΦs,t(x)(z1) −D

2Φs,t(x)(z1, y − x) +DΦs,t(x)(z1)

+DΦs,t(y)(z2) −DΦs,t(x)(z2)

=DΦs,t(y)(z2) −DΦs,t(x)(z2) −D
2Φs,t(x)(z1, y − x)

=DΦs,t(y)(z2) −DΦs,t(x)(z2) −D
2Φs,t(x)(z2, y − x)

+D2Φs,t(x)(z2 − z1, y − x).

By Taylor’s Theorem 2.11 again, we can deduce that

∥DΦs,t(y)(z2) −DΦs,t(x)(z2) −D
2Φs,t(x)(z2, y − x)∥K

≤
1

2
sup

0≤τ≤1
∥D3Φs,t(τx + (1 − τ)y)(z2, y − x, y − x)∥K .

Thus inequality (3.8) is a consequence of above two inequalities. Inequalities (3.7)
and (3.9) can be proved similarly. �

In the rest of this paper, we focus on the case when K = V . A nonlinear rough
path is defined as follows.

Definition 3.3. Assume that n ≥ 1. An α-Hölder nonlinear rough path W on the
space Cα,βββn([0, T ] × V ;V ) is defined as a pair (W,W) that satisfies the following
properties:
(i) W ∈ Cα,βββn([0, T ] × V ;V ).
(ii) W ∈ C

2α,βββ∗n−1,βββ
∗∗

n−1

2 ([0, T ]2 × V 2;V ), where βββ∗n−1 and βββ∗∗n−1 are defined in (3.3).
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(iii) (W,W) satisfies Chen’s relation:

Ws,t(x, y) −Ws,u(x, y) −Wu,t(x, y) =DWu,t(y)(Ws,u(x)), (3.10)

for all (x, y) ∈ V 2 and s, u, t ∈ [0, T ].

The collection of such rough paths is denoted by C α,βββn([0, T ] × V ;V ).

Remark 3.4. (i) In the smooth case, W can be interpreted as the following inte-
gral

∫

t

s
DW (dr, y)(Ws,r(x)) = ∫

t

s

∂

∂r
DW (r, y)(Ws,r(x))dr =Ws,t(x, y).

This explains the choice of the multi-indexes βββ∗n−1 and βββ∗∗n−1 in point (ii) of
Definition 3.3. For example, assume thatW is twice differentiable with growth
index βββ2. Then, one can bound the growth of Ws,t as follows

∥Ws,t(x, y)∥V ⊗V

(1 + ∥x∥V )β0(1 + ∥y∥V )β1

≤ lim sup
∣π∣→0

∑
n
k=1 ∣ ∂

∂r
DW (tk−1, y)(Ws,tk−1(x))∣∣tk − tk−1∣

(1 + ∥x∥V )β0(1 + ∥y∥V )β1
≤ ∥W ∥

2
1,βββ2

∣t − s∣.

By taking the derivative of Ws,t, one can deduce that the growth of
DWs,t(x, y) is bounded by β0 ∨ β1 and β1 ∨ β2 in x and y,respectively.

(ii) By definition, we can deduce that C α,βββ1
n([0, T ] × V ;V ) ⊂ C α,βββ2

n−m([0, T ] ×

V ;V ) for all m ∈ {0, . . . , n} and βββ1
n ≤ βββ

2
n.

(iii) Assume thatW (t, x) =Wt(x) where Wt ∈ L(V ;V ). Then the nonlinear rough
path degenerates to the linear rough path. In this case, DWt(x) = Wt and
thus

Ws,t(x, y) = ∫
t

s
W (dr)(Ws,r(x)).

Let W = (W,W) ∈ Cα,βββn([0, T ] × V ;V ). We make use of the notation

∥W∥Cn ∶= ∥W ∥α,βββn + ∥W∥α,βββ∗n−1,βββ
∗∗

n−1
. (3.11)

Notice that C α,βββn([0, T ] × V ;V ) is not a linear space with the usual addition and
scalar product. Thus ∥ ⋅∥Cn is not a seminorm in the usual sense. We introduce the
pseudometric on C α,βββn([0, T ] × V ;V ) given by

%α,βββn(W,W̃) = ∥W − W̃ ∥α,βββn + ∥W − W̃∥2α,βββ∗n−1,βββ
∗∗

n−1
. (3.12)

Consider the following equivalent relation: W ∼ W̃ if and only if there exists
f ∈ Cβββn(V ;V ) such that W (t, x) − W̃ (t, x) = f(x) for all (t, x) ∈ [0, T ] × V . Then,
%α,βββn is really a metric on the quotient space Cα,βββn([0, T ] × V ;V )/ ∼.

Let W ∈ Cα,βββn([0, T ]×V ;V ). Like in the linear case, we also define the space of
nonlinear rough paths controlled by W .

Definition 3.5. The space of basic nonlinear rough paths controlled byW , denoted
by E 2α

W , is the collection of pairs (Y, Ẏ ) ∈ Cα([0, T ];V ) × Cα([0, T ];V ) (see (2.1))
such that, for all s, t ∈ [0, T ],

Ys,t =Ws,t(Ẏs) +R
Y
s,t, (3.13)

where RY ∈ C2α
2 ([0, T ]2;V ) (see (2.2)). The function Ẏ above is called the Gubinelli

derivative of Y with respect to W .
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Remark 3.6. (i) In the linear case, the set of controlled rough paths is a linear
space. However, in the nonlinear case, the set E 2α

W does not need to be a
linear space with the usual addition and scalar product, because it may be
not closed under these operations.

(ii) Assume that V = R andW (t, x) = xWt, then the controlled rough path satisfies
the following equality

Ys,t = ẎsWs,t +R
Y
s,t,

which coincides with the classical definition (see Definition 2.3) in the linear
case.

(iii) With an abuse of notations, we sometimes write Y ∈ E 2α
W instead of (Y, Ẏ ) ∈

E 2α
W .

Suppose thatW,W̃ ∈ Cα,βββn([0, T ]×V ;V ). Let (Y, Ẏ ) ∈ E 2α
W and (Ỹ , ˙̃Y ) ∈ E 2α

W̃
. A

“distance” between (Y, Ẏ ) and (Ỹ , ˙̃Y ) is defined as follows (see e.g. Friz and Hairer,
2014, Section 4.4 for the linear case):

dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )) = ∥Ẏ −
˙̃Y ∥α + ∥RY −RỸ ∥2α. (3.14)

Notice that the definition of dα,W,W̃ does not include the term ∥Y − Ỹ ∥α. Indeed,

this term can be estimated in terms of dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )) as it is shown in the
next lemma. On the other hand, one will see in the next lemma, that ∥Y − Ỹ ∥α

depends also on ∥W − W̃ ∥α,βββ1
without a factor Tα. If we include ∥W − W̃ ∥α,βββ1

in dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )), the absence of this factor Tα will cause difficulties in
the proof of the existence of solutions to RDEs in Section 4. For this reason,
the term ∥W − W̃ ∥α,βββ1

is not included in dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )), and it is treated
independently.

Lemma 3.7. Let W,W̃ ∈ Cα,βββ1([0, T ] × V ;V ). Suppose that (Y, Ẏ ) ∈ E 2α
W and

(Ỹ , ˙̃Y ) ∈ E 2α
W̃

. Then the following estimate holds:

∥Y − Ỹ ∥α ≤(1 + ∥Ẏ ∥∞)
β0∥W − W̃ ∥α,βββ1

(3.15)

+ ∥W̃ ∥α,βββ1
(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1∥Ẏ0 −

˙̃Y0∥V

+ Tα(1 + ∥W̃ ∥α,βββ1
)(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )).

Proof : Since Y and Ỹ are controlled by W and W̃ respectively, then we have

∥Ys,t − Ỹs,t∥V ≤∥Ws,t(Ẏs) − W̃s,t(Ẏs)∥V + ∥W̃s,t(Ẏs) − W̃s,t(
˙̃Ys)∥V + ∥RYs,t −R

Ỹ
s,t∥V

.

Notice that by Taylor’s Theorem 2.11,

∥W̃s,t(Ẏs) − W̃s,t(
˙̃Ys)∥V ≤ sup

1≤τ≤1
∥DW̃s,t(τ Ẏs + (1 − τ) ˙̃Ys)(Ẏs −

˙̃Ys)∥V

≤∥W̃ ∥α,βββ1
(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1∥Ẏs −

˙̃Ys∥V .

On the other hand, for any Y ∈ Cα([0, T ];V ) we have

∥Ys∥V ≤ ∥Y0∥V + ∥Ys − Y0∥V ≤ ∥Y0∥V + ∥Y ∥αs
α.
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As a consequence, we can write

∥Ys,t − Ỹs,t∥V ≤∥W − W̃ ∥α,βββ1
(1 + ∥Ẏ ∥∞)

β0 ∣t − s∣α

+ ∥W̃ ∥α,βββ1
(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1(∥Ẏ0 −

˙̃Y0∥V + sα∥Ẏ −
˙̃Y ∥α)∣t − s∣

α

+ ∥RY −RỸ ∥
2α

∣t − s∣2α.

This proves inequality (3.15). �

Applying Lemma 3.7, the supremum norm of Y − Ỹ can be estimated as follows:

∥Y − Ỹ ∥∞ ≤ ∥Y0 − Ỹ0∥V + Tα∥Y − Ỹ ∥α (3.16)

≤ Tα(1 + ∥Ẏ ∥∞)
β0∥W − W̃ ∥α,βββ3

+ (1 + Tα)(1 + ∥W̃ ∥α,βββ3
)(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1(∥Y0 − Ỹ0∥V + ∥Ẏ0 −

˙̃Y0∥V )

+ T 2α
(1 + ∥W̃ ∥α,βββ3

)(1 + ∥Ẏ ∥∞ + ∥
˙̃Y ∥∞)

β1dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )).

Both inequalities (3.15) and (3.16) represent how the difference between Y and Ỹ
depends on ∥W − W̃ ∥α,β1 , ∥Ẏ0 −

˙̃Y0∥V and dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )). As we stated
before, the factors Tα and T 2α in each inequality are critical for the existence of
the solution to equation (4.1) in Section 4.

Remark 3.8. dα,W,W̃ defined in a subspace of Cα([0, T ];V )× Cα([0, T ];V ) is not a

metric, because the values of Y0, Ỹ0 or Ẏ0,
˙̃Y0 may differ even if

dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )) = 0.

For any y = (y1, y2) ∈ V
2, let

E 2α
W,y = {(Y, Ẏ ) ∈ E 2α

W , (Y0, Ẏ0) = (y1, y2)}.

Then dα,W = dα,W,W is really a metric on E 2α
W,y.

The next lemma shows that E 2α
W,y is complete under the metric dα,W .

Lemma 3.9. Suppose that W ∈ Cα,βββ1([0, T ] × V ;V ). Let y = (y1, y2) ∈ V
2. Then

(E 2α
W,y, dα,W ) is a complete metric space.

Proof : Suppose that {(Y n, Ẏ n)}n≥1 ⊂ E 2α
W,y is a Cauchy sequence under the metric

dα,W . We first show that {(Y n, Ẏ n,RY
n

)}n≥1 converges to (Y, Ẏ ,RY ) in the prod-
uct space Cα([0, T ];V ) × Cα([0, T ];V ) × C2α

2 ([0, T ]2;V ) equipped with the Hölder
seminorms. Notice that the space Cα([0, T ];V ) is complete with the norm

∥Y ∥Cα([0,T ];V ) ∶= ∥Y0∥V + ∥Y ∥α.

Thus there exists Ẏ ∈ Cα([0, T ];V ), such that Ẏ n → Ẏ as n →∞ pointwise and in
Cα([0, T ];V ). Next, we will show the convergence of {RY

n

}n≥1. Fix (s, t) ∈ [0, T ]2.
Then, for and n,m ≥ 1, we have

∥RY
n

s,t −R
Ym

s,t ∥V ≤ ∣t − s∣2α∥RY
n

−RY
m

∥2α.

Therefore, {RY
n

s,t }n≥1 is a Cauchy sequence in V , and thus has a limit denoted by
RYs,t. On the other hand, we can show that

lim sup
n→∞

sup
s≠t∈[0,T ]

∥RYs,t −R
Y n

s,t ∥V

∣t − s∣2α
≤ lim
n→∞

lim
m→∞

sup
s≠t∈[0,T ]

∥RY
m

s,t −RY
n

s,t ∥V

∣t − s∣2α
= 0.
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This implies that, as a sequence of functions, {RY
n

}n≥1 is also convergent in the
space C2α

2 ([0, T ]2;V ). To prove the convergence of {Y n}n≥1, it suffices to show
that {Y n}n≥1 is Cauchy in Cα([0, T ];V ) with the α-Hölder seminorm. Notice that
for any n,m ≥ 1, Y n and Y m are both controlled by W , then, as a consequence of
Lemma 3.7, we have

∥Y n − Y m∥α ≤Tα(1 + ∥W ∥α,βββ1
)(1 + ∥Ẏ n∥∞ + ∥Ẏ m∥∞)

β1

× dα,W,W̃ ((Y n, Ẏ n), (Y m, Ẏ m)). (3.17)

Observe that
sup
n≥1

∥Ẏ n∥∞ ≤ y2 + T
α sup
n≥1

∥Ẏ n∥α = C <∞.

Therefore, {Y n}n≥1 converges to a function Y in Cα([0, T ];V ).
Finally, notice that for any s, t ∈ [0, T ],

Ys,t = lim
n→∞

Y ns,t = lim
n→∞

[Ws,t(Ẏ
n
s ) +RY

n

s,t ] =Ws,t(Ẏs) +R
Y
s,t. (3.18)

Thus (Y, Ẏ ) ∈ E 2α
W,y with the remainder RY . �

In the next theorem, we define the nonlinear rough integral of a basic controlled
rough path against a nonlinear rough path.

Theorem 3.10. Suppose that W = (W,W) ∈ C α,βββ2([0, T ] × V ;V ). Let (Y, Ẏ ) ∈

E 2α
W . We define Ξ ∈ Cα2 ([0, T ]2;V ) as follows:

Ξs,t =Ws,t(Ys) +Ws,t(Ẏs, Ys).

Then the following limit exists

Js,t(Ξ) ∶= lim
∣π∣→0

n

∑
k=1

Ξtk−1,tk (3.19)

where π = (s = t0 < t1 < ⋅ ⋅ ⋅ < tn = t). Moreover,

∥Js,t(Ξ) −Ξs,t∥V ≤ C1∣t − s∣
3α, (3.20)

where

C1 = kα∥W∥C2(1 + 2∥Ẏ ∥∞)
β0∨β1(1 + 2∥Y ∥∞)

β1∨β2(∥Y ∥α + ∥Y ∥
2
α + ∥Ẏ ∥α + ∥RY ∥2α),

(3.21)

and kα is defined in (2.5).1

Proof : For any 0 ≤ s ≤ u ≤ t ≤ T , we write

δΞs,u,t =Ξs,t −Ξs,u −Ξu,t (3.22)

= − [Wu,t(Yu) −Wu,t(Ys)] + [Ws,t(Ẏs, Ys) −Ws,u(Ẏs, Ys) −Wu,t(Ẏu, Yu)].

According to Lemma 2.5, to prove (3.19) and (3.20), it suffices to show that
∥δΞs,u,t∥V is of order O(∣t − s∣3α). Recall notations (3.4) and (3.5). Since Y is
controlled by W , we can write

Wu,t(Yu) −Wu,t(Ys) =DWu,t(Ys)(Ys,u) +RW
u,t(Ys, Yu)

=DWu,t(Ys)(Ws,u(Ẏs)) +DWu,t(Ys)(R
Y
s,u) +RW

u,t(Ys, Yu). (3.23)

1We keep the track of the constituents of C1 and all the constants appearing later for their use
in the stability analysis of integrals and equations.
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On the other hand, by Chen’s relation (3.10), we have

Ws,t(Ẏs, Ys)−Ws,u(Ẏs, Ys) −Wu,t(Ẏu, Yu)

=DWu,t(Ys)(Ws,u(Ẏs)) −DW
u,t((Ẏs, Ys), (Ẏu, Yu)). (3.24)

Notice that, by definition, W ∈ C
2α,βββ∗1,βββ

∗∗

1

2 ([0, T ]2 × V 2;V ) where βββ∗1 = (β0, β0 ∨ β1)

and βββ∗∗1 = (β1, β1∨β2). Combining (3.22) - (3.24), with (3.6) and (3.7) and recalling
(3.11), we obtain the following inequality

∥δΞs,u,t∥V (3.25)

≤∥DWu,t(Ys)∥L1(V ;V )∥R
Y
s,u∥V +

1

2
∥W ∥α,βββ2

(1 + 2∥Y ∥∞)
β2∥Y ∥

2
α∣t − s∣

3α

+ ∥W∥2α,βββ∗1,βββ
∗∗

1
(1 + 2∥Ẏ ∥∞)

β∗1 (1 + 2∥Y ∥∞)
β∗∗1 (∥Y ∥α + ∥Ẏ ∥α)∣t − s∣

3α

≤∥W∥C2(1+2∥Ẏ ∥∞)
β0∨β1(1+2∥Y ∥∞)

β1∨β2(∥Y ∥α+∥Y ∥
2
α+∥Ẏ ∥α+∥R

Y
∥2α)∣t − s∣

3α.

Thus we complete the proof by applying Lemma 2.5. �

Notice that Js,t(Ξ) in Theorem 3.10 can be expressed as the limit of sums over
a sequence of partitions πn as ∣πn∣ → 0. As a consequence of this fact, one can
show that Js,t(Ξ) is additive. Therefore, we can define the nonlinear integral of Y
against W on any time interval [s, t] ⊂ [0, T ] by Js,t(Ξ), that is

∫

t

s
W (dr, Yr) ∶= Js,t(Ξ). (3.26)

By definition, we can easily verify that Ξ in Theorem 3.10 is also α-Hölder
continuous. Recall that βββ∗1 = (β0, β0 ∨ β1) and βββ∗∗1 = (β1, β1 ∨ β2). Thus we have
the following estimate,

∥Ξs,t∥V ≤∥Ws,t(Ys)∥V + ∥Ws,t(Ẏs, Ys)∥V

≤∥W ∥α,βββ2
(1 + ∥Y ∥∞)

β0 ∣t − s∣α

+ ∥W∥2α,βββ∗1,βββ
∗∗

1
(1 + ∥Ẏ ∥∞)

β0(1 + ∥Y ∥∞)
β1 ∣t − s∣2α. (3.27)

The following estimates follow from (3.20) and (3.27):

∥∫

t

s
W (dr, Yr)∥

V
≤∥Ξs,t∥V + ∥Js,t(Ξ) −Ξs,t∥V

≤C2∣t − s∣
α, (3.28)

where

C2 = C1T
2α
+ ∥W ∥α,βββ2

(1 + ∥Y ∥∞)
β0 + Tα∥W∥2α,βββ∗1,βββ

∗∗

1
(1 + ∥Ẏ ∥∞)

β0(1 + ∥Y ∥∞)
β1 .

Remark 3.11. To define a nonlinear rough integral, the growth condition on (W,W)

is not necessary. In fact, let C α,2
loc ([0, T ] × V ;V ) be the collection of pairs (W,W)

such that W ∶ [0, T ] × V → V is α-Hölder in time, and twice differentiable in space
with locally bounded spatial derivatives, W ∶ [0, T ]2 × V → V is 2α-Hölder contin-
uous in time, and differentiable in space with locally bounded spatial derivative,
and Chen’s relation (3.10) holds. For any W = (W,W) ∈ C α,2

loc ([0, T ] × V ;V ), and
(Y, Ẏ ) ∈ E 2α

W , the expression (3.19) is still a well-defined nonlinear rough integral.
However, the growth condition is really needed to consider the global existence of
RDEs (see Section 4.2).
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3.2. Properties of nonlinear rough integrals. In this section, we present some prop-
erties of nonlinear rough integrals. The next proposition shows that the nonlinear
rough integral is a basic nonlinear controlled rough path (see Proposition 2.6 for
the linear result).

Proposition 3.12. Let W = (W,W) ∈ C α,βββ2([0, T ]×V ;V ). Suppose that (Y, Ẏ ) ∈

E 2α
W . Let Z ∶ [0, T ]→ V be the nonlinear rough integral of Y against W in the sense

of (3.26):

Zt = ∫
t

0
W (dr, Yr). (3.29)

Then, Z is controlled by W : (Z, Ż) = (Z,Y ) ∈ E 2α
W .

Proof : Let RZs,t ∶= Zs,t −Ws,t(Ys). Then by (3.20), we can write

∥RZs,t∥V = ∥∫

t

s
W (dr, Yr) −Ws,t(Ys)∥

V

≤∥Js,t(Ξ) −Ξs,t∥V + ∥Ws,t(Ẏs, Ys)∥V

≤C1∣t − s∣
3α
+ ∥W∥2α,βββ∗2,βββ

∗∗

2
(1 + ∥Ẏ ∥∞)

β0(1 + ∥Y ∥∞)
β1 ∣t − s∣2α,

where C1 is the constant appearing in (3.21). It follows that

∥RZ∥2α ≤kα∥W∥C (1 + 2∥Ẏ ∥∞)
β0∨β1(1 + 2∥Y ∥∞)

β1∨β2

× [1 + Tα(∥Y ∥α + ∥Y ∥
2
α + ∥Ẏ ∥α + ∥RY ∥2α)]. (3.30)

As a consequence, Z is controlled by W with the Gubinelli derivative Ż = Y . �

In the next proposition, we consider the stability of nonlinear rough integrals.

Proposition 3.13. Let W,W̃ ∈ C α,βββ3([0, T ] × V ;V ). Suppose that (Y, Ẏ ) ∈ E 2α
W

and (Ỹ , ˙̃Y ) ∈ E 2α
W̃

. Define

Zt = ∫
t

0
W (dr, Yr) and Z̃t = ∫

t

0
W̃ (dr, Ỹr).

Then (Z,Y ) ∈ E 2α
W and (Z̃, Ỹ ) ∈ E 2α

W̃
by Proposition 3.12. In addition, the following

inequality holds:

dα,W,W̃ ((Z,Y ), (Z̃, Ỹ )) ≤C3%α,βββ3
(W,W̃) +C4(∥Y0 − Ỹ0∥V + ∥Ẏ0 −

˙̃Y0∥V )

+C5dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )), (3.31)

where

C3 =2kα(1+T
α
)
2
(1+∥W̃∥C3)(1+2∥Y ∥∞+2∥Ỹ ∥∞)

β∗∗2 (1+2∥Ẏ ∥∞+2∥ ˙̃Y ∥∞)
β∗2+β0∨β1

× [1 + ∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α + (∥Y ∥α + ∥Ỹ ∥α)

2
+ ∥RY ∥2α],

C4 =5kα(1+T
α
)
2
(∥W̃∥C3+∥W̃∥

2
C3

)(1+2∥Y ∥∞+2∥Ỹ ∥∞)
β∗∗2 (1+2∥Ẏ ∥∞+2∥ ˙̃Y ∥∞)

β∗2+β1

× [1 + ∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α + (∥Y ∥α + ∥Ỹ ∥α)

2
+ ∥RY ∥2α]

C5 =6kαT
α
(1+Tα)(1+∥W̃∥C3)

2
(1+2∥Y ∥∞+2∥Ỹ ∥∞)

β∗∗2 (1+2∥Ẏ ∥∞+2∥ ˙̃Y ∥∞)
β∗2+β1

× [1+Tα(∥Y ∥α+∥Ẏ ∥α+∥Ỹ ∥α+∥
˙̃Y ∥α)+T

2α
(∥Y ∥α+∥Ỹ ∥α)

2
+T 2α

∥RY ∥2α],

β∗2 = max{β0, β1, β2} and β∗∗2 = max{β1, β2, β3}.
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Proof : Due to Lemma 3.7, it suffices to estimate ∥RZ −RZ̃∥2α. Let Ξ and Ξ̃ be the
approximations of Z and Z̃ respectively. That is,

Ξs,t =Ws,t(Ys) +Ws,t(Ẏs, Ys) and Ξ̃s,t = W̃s,t(Ỹs) + W̃s,t(
˙̃Ys, Ỹs).

Set ∆ = Ξ − Ξ̃. Then by Proposition 3.12, we know that

∥RZs,t −R
Z̃
s,t∥V ≤ ∥Zs,t − Z̃s,t −∆s,t∥V + ∥Ws,t(Ẏs, Ys) − W̃s,t(

˙̃Ys, Ỹs)∥V . (3.32)

Due to the Sewing Lemma 2.5, to estimate the first term on the right-hand side of
(3.32), it suffices to estimate ∥δ∆∥V . Taking into account formulas (3.22) - (3.24),
we can write

−δ∆s,u,t =[DWu,t(Ys)(R
Y
s,u) −DW̃u,t(Ỹs)(R

Ỹ
s,u)] + [RW

u,t(Ys, Yu) −RW̃
u,t(Ỹs, Ỹu)]

+ [DW
u,t((Ẏs, Ys), (Ẏu, Yu)) −DW̃

u,t((
˙̃Ys, Ỹs), (

˙̃Yu, Ỹu))]

∶=J1 + J2 + J3, (3.33)

where RW , RW̃ , DW and DW̃ are defined as in (3.4) and (3.5), respectively.
Estimates for J1: Triangular inequality implies that

∥J1∥V ≤∥DWu,t(Ys)(R
Y
s,u) −DW̃u,t(Ys)(R

Y
s,u)∥V

+ ∥DW̃u,t(Ys)(R
Y
s,u) −DW̃u,t(Ỹs)(R

Y
s,u)∥V

+ ∥DW̃u,t(Ỹs)(R
Y
s,u) −DW̃u,t(Ỹs)(R

Ỹ
s,u)∥V

≤∥W − W̃ ∥α,βββ3
(1 + ∥Y ∥∞)

β1∥RY ∥2α∣t − s∣
3α

+ ∥W̃ ∥α,βββ3
(1 + ∥Y ∥∞ + ∥Ỹ ∥∞)

β2∥Ys − Ỹs∥V ∥RY ∥2α∣t − s∣
3α

+ ∥W̃ ∥α,βββ3
(1 + ∥Ỹ ∥∞)

β1∥RY −RỸ ∥2α∣t − s∣
3α. (3.34)

Plugging (3.16) into (3.34), we have

∥J1∥V ≤{(1 + Tα)(1 + ∥W̃ ∥α,βββ3
)(1 + ∥Y ∥∞ + ∥Ỹ ∥∞)

β1∨β2(1 + ∥Ẏ ∥∞)
β0

× ∥RY ∥2α∥W − W̃ ∥α,βββ3

+ (1 + Tα)(∥W̃ ∥α,βββ3
+ ∥W̃ ∥

2
α,βββ3

)(1 + ∥Y ∥∞ + ∥Ỹ ∥∞)
β1∨β2

× (1 + ∥Ẏ ∥∞ + ∥
˙̃Y ∥∞)

β1∥RY ∥2α(∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V )

+ (∥W̃ ∥α,βββ3
+ ∥W̃ ∥

2
α,βββ3

)(1 + ∥Y ∥∞ + ∥Ỹ ∥∞)
β1∨β2(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1

× (1 + T 2α
∥RY ∥2α)dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y ))}∣t − s∣3α. (3.35)

Estimates for J2: In order to bound J2, we decompose J2 as follows

J2 =R
W−W̃
u,t (Ys, Yu) + [RW̃

u,t(Ys, Yu) −RW̃
u,t(Ỹs, Ỹu)] ∶= J

1
2 + J

2
2 .

By (3.6), we can write

∥J1
2 ∥V ≤

1

2
(1 + 2∥Y ∥∞)

β2∥Y ∥
2
α∥W − W̃ ∥α,βββ3

∣t − s∣3α. (3.36)
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Thus, using Taylor’s Theorem 2.11 and inequality (3.8), we have

∥J2
2 ∥V ≤ sup

τ∈[0,1]
∥DRW̃

u,t(τYs + (1 − τ)Ỹs, τYu + (1 − τ)Ỹu)(Ys − Ỹs, Yu − Ỹu)∥V

≤ ∣t − s∣α∥W̃ ∥α,βββ3
(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β2∨β3

× [∥τYs,u + (1 − τ)Ỹs,u∥
2
V ∥Yu − Ỹu∥V + ∥τYs,u + (1 − τ)Ỹs,u∥V ∥(Y − Ỹ )s,u∥V ]

≤ ∥W̃ ∥α,βββ3
(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β2∨β3

× [b(∥Y ∥α + ∥Ỹ ∥α)
2
∥Y − Ỹ ∥∞ + (∥Y ∥α + ∥Ỹ ∥α)∥Y − Ỹ ∥α]∣t − s∣

3α.

Applying (3.15) and (3.16), and putting together the terms with ∥W − W̃ ∥α,βββ3
,

(∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V ) and dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y )), respectively, we have

∥J2
2 ∥V ≤[F1 × ∥W − W̃ ∥α,βββ3

+ F2 × (∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V ) (3.37)

+ F3 × dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y ))]∣t − s∣3α,

where

F1 =∥W̃ ∥α,βββ3
(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β2∨β3(1 + ∥Ẏ ∥∞)
β0

× ((∥Y ∥α + ∥Ỹ ∥α) + T
α
(∥Y ∥α + ∥Ỹ ∥α)

2),

F2 =(1 + T
α
)(∥W̃ ∥α,βββ3

+ ∥W̃ ∥
2
α,βββ3

)(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β2∨β3(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1

× ((∥Y ∥α + ∥Ỹ ∥α) + (∥Y ∥α + ∥Ỹ ∥α)
2)

and

F3 =(∥W̃ ∥α,βββ3
+ ∥W̃ ∥

2
α,βββ3

)(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β2∨β3(1 + ∥Ẏ ∥∞ + ∥

˙̃Y ∥∞)
β1

× (Tα(∥Y ∥α + ∥Ỹ ∥α) + T
2α

(∥Y ∥α + ∥Ỹ ∥α)
2).

Estimates for J3: Similarly, we decompose J3 as follows

J3 =D
W−W̃
u,t ((Ẏs, Ys), (Ẏu, Yu)) + [DW̃

u,t((Ẏs, Ys), (Ẏu, Yu)) −DW̃
u,t((

˙̃Ys, Ỹs), (
˙̃Yu, Ỹu))]

∶=J1
3 + J

2
3 .

The estimate for J1
3 can by obtained by inequality (3.7), that is

∥J1
3 ∥V ≤(1 + 2∥Ẏ ∥∞)

β0∨β1(1 + 2∥Y ∥∞)
β1∨β2(∥Ẏ ∥α + ∥Y ∥α)

× ∥W − W̃∥2α,βββ∗2,βββ
∗∗

2
∣t − s∣3α. (3.38)

To bound J2
3 , we apply Taylor’s Theorem 2.11 and get

∥J2
3 ∥V ≤ sup

0≤τ≤1
∥DDW̃

u,t(ξξξ(τ))(Ẏs −
˙̃Ys, Ys − Ỹs, Ẏu −

˙̃Yu, Yu − Ỹu)∥V ,
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where ξξξ(τ) = τ(Ẏs, Ys, Ẏu, Yu)+ (1− τ)( ˙̃Ys, Ỹs,
˙̃Yu, Ỹu). Therefore, using inequalities

(3.9), (3.15) and (3.16), we can show that

∥J2
3 ∥V ≤[(1 + Tα)∥W̃∥2α,βββ∗2,βββ

∗∗

2
(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)
β∗2+β0

× (∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α)∥W − W̃ ∥α,βββ3

+ 3(1 + Tα)(∥W̃∥C3 + ∥W̃∥
2
C3

)(∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α)

× (1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)

β∗2+β1

× (∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V )

+ 2(1 + Tα)(∥W̃∥C3 + ∥W̃∥
2
C3

)(1 + Tα(∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α))

× (1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)

β∗2+β1

× dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y ))]∣t − s∣3α. (3.39)

Therefore, combining (3.33) and (3.35) - (3.39), we have

∥δ∆s,u,t∥V

≤{(1 + Tα)(1 + ∥W̃∥C3
)(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)
β∗2+β0

× [∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α + (∥Y ∥α + ∥Ỹ ∥α)

2
+ ∥RY ∥2α]%α,βββ3

(W,W̃)

+ 4(1 + Tα)(∥W̃∥C3 + ∥W̃∥
2
C3

)(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)

β∗2+β1

× [∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α + (∥Y ∥α + ∥Ỹ ∥α)

2
+ ∥RY ∥2α]

× (∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V )

+ 4(1 + Tα)(∥W̃∥C3 + ∥W̃∥
2
C3

)(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)
β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)

β∗2+β1

× [1 + Tα(∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α) + T

2α
(∥Y ∥α + ∥Ỹ ∥α)

2
+ T 2α

∥RY ∥2α]

× dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y ))}∣t − s∣3α. (3.40)

On the other hand, by (3.7) and (3.16), we can show that

∥Ws,t(Ẏs, Ys) − W̃s,t(
˙̃Ys, Ỹs)∥V = ∥(W − W̃)s,t(Ẏs, Ys) −DW̃

s,t((Ẏs, Ys), (
˙̃Ys, Ỹs))∥V

≤{(1 + Tα)(1 + ∥W̃∥C3)(1 + ∥Ẏ ∥∞ + ∥
˙̃Y ∥∞)

2β0∨β1(1 + ∥Y ∥∞ + ∥Ỹ ∥∞)
β1∨β2

× %α,βββ3
(W,W̃)

+ 2(1+Tα)(∥W̃∥C3+∥W̃∥
2
C3

)(1+∥Ẏ ∥∞+∥
˙̃Y ∥∞)

β0∨β1+β1(1+∥Y ∥∞+∥Ỹ ∥∞)
β1∨β2

× (∥Y0 − Ỹ0∥V + ∥Ẏ0 −
˙̃Y0∥V )

+ 2Tα(1 + Tα)(∥W̃∥C3 + ∥W̃∥
2
C3

)(1 + ∥Ẏ ∥∞ + ∥
˙̃Y ∥∞)

β0∨β1+β1

× (1 + ∥Y ∥∞ + ∥Ỹ ∥∞)
β1∨β2dα,W,W̃ ((Y, Ẏ ), (Ỹ , ˙̃Y ))}∣t − s∣2α. (3.41)

Recall inequality (3.32). Inequality (3.31) follows from (3.15), (3.40), (3.41) and
the Sewing Lemma. This completes the proof of the proposition. �
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4. Rough Differential Equations

Let α ∈ ( 1
3
, 1

2
], βββ3 = (β0, . . . , β3) where βk ≥ 0, k = 0, . . . ,3, and let W = (W,W) ∈

C α,βββ3([0, T ]×V ;V ). That is, W is α-Hölder in time, and three times differentiable
in space with growth multi-index βββ3, W is 2α-Hölder in time and twice differentiable
in space with growth multi-indexes βββ∗2 = (β0, β0∨β1, β0∨β1∨β2) and βββ∗∗2 = (β1, β1∨

β2, β1 ∨ β2 ∨ β3), and (W,W) satisfies Chen’s relation (3.10). In this section, we
study the following nonlinear RDE:

Yt = ξ + ∫
t

0
W (dr, Yr). (4.1)

Definition 4.1. An α-Hölder continuous function Y is said to be a solution to (4.1),
if (Y,Y ) ∈ E 2α

W,(ξ,ξ), and equality (4.1) holds for all t ∈ [0, T ] where the integral on
the right-hand side is a nonlinear rough integral in the sense of Theorem 3.10.

4.1. Local existence. In this section, we establish the (local) existence of a solution
for equation (4.1) using Picard iteration method. To this end, we introduce the
following notation. Let Φ ∈ Cα([0, T ];V ). For any 0 ≤ s < t ≤ T , we write

∥Φ∥α,[s,t] ∶= sup
u≠v∈[s,t]

∥Φu,v∥V

∣v − u∣α
.

We also define dW,α,[s,t] in a similar way, where we recall Remark 3.8 for the defi-
nition of dW,α.

Theorem 4.2. For any ξ ∈ V , there exist a positive number h, such that the RDE
(4.1) has a solution Y on [0, h] with initial condition Y0 = ξ. In addition, the
following inequality holds on [0, h]:

∥Y ∥α,[0,h] ≤ 52γ1+2kα(1 + ∥W∥C3)(1 + ∥ξ∥V )
γ1 , (4.2)

where γ1 = β0 ∨ β1 + β1 ∨ β2.

Proof : Choose h ∈ (0,1]. Let

(Y 0
t , Ẏ

0
t ) ∶= (ξ +W0,t(ξ), ξ), t ∈ [0, h].

Then (Y 0, Ẏ 0) ∈ E 2α
W,(ξ,ξ) with the remainder RY

0

s,t ≡ 0 for all (s, t) ∈ [0, h]2. Due to
Proposition 3.12, for any n ≥ 1, we can recursively define an element (Y n, Ẏ n) ∈

E 2α
W,(ξ,ξ) given by

Y n+1
t = ξ + ∫

t

0
W (dr, Y nt ), t ∈ [0, h].

By (3.30), the following inequality holds for all n ≥ 1

∥RY
n+1

∥2α,[0,h] ≤ kα∥W∥C3(1 + 2∥ξ∥V )
γ1[1 + 2hα(∥Y n∥α,[0,h] + ∥Y n−1

∥α,[0,h])]
γ1

× [1 + hα(∥Y n∥α,[0,h] + ∥Y n∥2
α,[0,h] + ∥Y n−1

∥α,[0,h] + ∥RY
n

∥2α,[0,h])]. (4.3)

By iteration, we know that (Y n+1, Y n) ∈ E
2α,(ξ,ξ)
W , which implies that

∥Y n+1
∥α,[0,h] ≤ ∥W ∥α,βββ3

(1 + ∥ξ∥V + hα∥Y n∥α,[0,h])
β0 + hα∥RY

n+1

∥2α,[0,h]. (4.4)
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Choose h1 = [5γ1+2kα(1 + ∥W∥C3)(1 + 2∥ξ∥V )γ1]−
1
α . We claim that for any h ∈

[0, h1] ⊂ [0,1], ∥Y n∥α,[0,h] and ∥Rn∥2α,[0,h] are bounded uniformly in n. To prove
this claim, for any h ∈ [0, h1], let fh, gh ∶ R+ ×R+ → R+ be given by

fh(x, y) = kα∥W∥C3(1 + 2∥ξ∥V )
γ1(1 + 4hαy)γ1[1 + hα(2y + y2

+ x)]

and

gh(x, y) = ∥W ∥α,βββ3
(1 + ∥ξ∥V + hαy)β0 + hαx.

Then it is easy to see that f and g are both increasing in each argument h, x and
y. Let

x1 =
∥W∥C3

2(1 + ∥W∥C3)
h−2α

1 and y1 =
∥W∥C3

1 + ∥W∥C3

h−α1 .

It follows that for any h ∈ [0, h1] ⊂ [0,1], x ∈ [0, x1] and y ∈ [0, y1], the following
inequalities hold

fh(x, y) ≤ fh1(x1, y1)

=kα∥W∥C3(1 + 2∥ξ∥V )
γ15γ1(1 +

2∥W∥C3

1 + ∥W∥C3

+
∥W∥2

C3
h−α

(1 + ∥W∥C3)
2
+

∥W∥C3h
−α
1

2(1 + ∥W∥C3)
)

≤kα∥W∥C3(1 + 2∥ξ∥V )
γ15γ1+1h−α1 =

∥W∥C3

5(1 + ∥W∥C3)
h−2α

1 ≤ x1

and

gh(x, y) ≤ gh1(x1, y1) ≤ 2∥W ∥α,βββ3
(1 + ∥ξ∥V )

β0 +
∥W∥C3h

−α
1

2(1 + ∥W∥C3)
≤ y1.

From inequalities (4.3) and (4.4) we can show, by a recursive argument, that

max
n≥0

{∥Y n∥α,[0,h]} ≤ gh1(x1, y1) =5γ1+2kα∥W∥C3(1 + 2∥ξ∥V )
γ1

≤52γ1+2kα∥W∥C3(1 + ∥ξ∥V )
γ1 (4.5)

and

max
n≥0

{∥RY
n

∥2α,[0,h]} ≤ x1 =
52γ1+4

2
k2
α∥W∥C3(1 + ∥W∥C3)(1 + 2∥ξ∥V )

2γ1

≤53γ1+4k2
α∥W∥C3(1 + ∥W∥C3)(1 + ∥ξ∥V )

2γ1 , (4.6)

provided that ∥Y 0∥α,[0,h], ∥Ẏ
0∥α,[0,h] ≤ y1 and ∥RY

0

∥2α,[0,h] ≤ x1. Indeed, by defi-
nition, we know that ∥Ẏ 0∥α,[0,h] = ∥RY

0

∥2α,[0,h] = 0, and

∥Y 0
∥α,[0,h] ≤ ∥W ∥α,βββ3

(1 + ∥ξ∥V )
γ1 ≤ y1.

As a consequence, we conclude that ∥Y n∥α,[0,h] and ∥Rn∥2α,[0,h] are bounded uni-
formly in n for h ∈ (0, h1]. This also yields that

max
n≥0

{∥Y n∥∞,[0,h]} ≤
∥W∥C3

1 + ∥W∥C3

+ ∥ξ∥V ≤ 1 + ∥ξ∥V . (4.7)

By (4.5), (4.7), Proposition 3.13 and the fact that 0 < h ≤ h1 = [5γ1+2kα(1 +

∥W∥C3)(1 + 2∥ξ∥V )γ1]−
1
α < 1, we get the following estimate

dα,W,[0,h]((Y
n+1, Y n), (Y n, Y n−1

)) ≤ C5dα,W,[0,h]((Y
n, Y n−1

), (Y n−1, Y n−2
)),
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where

C5 =6kαh
α
(1 + hα)(1 + ∥W∥C3)

2
(1 + 2∥Y n∥∞,[0,h] + 2∥Y n−1

∥∞,[0,h])
β∗∗2

× (1 + 2∥Y n−1
∥∞,[0,h] + 2∥Y n−2

∥∞,[0,h])
β∗2+β1

× [1 + hα(2∥Y n−1
∥α,[0,h] + ∥Y n∥α,[0,h] + ∥Y n−2

∥α,[0,h])

+ h2α
(∥Y n−1

∥α,[0,h] + ∥Y n∥α,[0,h])
2
+ h2α

∥RY
n

∥2α,[0,h]]

≤120 × 5β
∗∗

2 +β∗2+β1kα(1 + ∥W∥C3)
2
(1 + ∥ξ∥V )

β∗∗2 +β∗2+β1hα.

Let γ2 = β∗∗2 + β∗2 + β1 = max{β0, β1, β2} +max{β1, β2, β3} + β1, and let C6 = 120 ×
5γ2kα. Then, we have

dα,W,[0,h]((Y
n+1, Y n), (Y n, Y n−1

))

≤C6(1 + ∥W∥C3)
2
(1 + ∥ξ∥V )

γ2hαdα,W,[0,h]((Y
n, Y n−1

), (Y n−1, Y n−2
)). (4.8)

Choose h2 = [2C6(1 + ∥W∥C3)
2(1 + ∥ξ∥V )γ2]−

1
α ≤ h1 ≤ 1, and let h ∈ (0, h2]. Then

by (4.8), we have the following inequality

dα,W ((Y n+1, Y n), (Y n, Y n−1
)) ≤

1

2
dα,W ((Y n, Y n−1

), (Y n−1, Y n−2
)).

This yields that
∞
∑
n=1

dα,W,[0,h]((Y
n+1, Y n), (Y n, Y n−1

)) <∞.

Due to Lemma 3.9, we can conclude that (Y n, Y n−1)→ (Y,Y ) ∈ E 2α
W,(ξ,ξ) as n→∞.

By Lemma 3.7 and Proposition 3.13, we have for any 0 ≤ s ≤ t ≤ h,

∥Y n+1
s,t − ∫

t

s
W (dr, Yr)∥

V
=∥∫

t

s
W (dr, Y nr ) − ∫

t

s
W (dr, Yr)∥

V

≤Cdα,W,[0,h]((Y
n, Y n−1

), (Y,Y ))∣t − s∣α,

for some constant C > 0 uniformly in n. This implies that equation (4.1) holds for
all t ∈ [0, h]. Finally, inequality (4.2) follows from (4.5) and the fact that (Y,Y ) is
the limit of (Y n, Y n−1) in E 2α

W,(ξ,ξ). �

4.2. Uniqueness and global existence. In this section, we prove the uniqueness of a
solution for equation (4.1). We also present some hypotheses that imply the global
existence of a solution for this equation.

Theorem 4.3. For any time interval [0, T ] and initial value ξ ∈ V . There exists
at most one solution to equation (4.1).

Proof : Suppose that Y and Ỹ are two solutions to (4.1) with initial condition ξ
on [0, T ]. By Proposition 3.13, the following inequality holds on [0, h] ⊂ [0, T ],
assuming h ≤ 1.

dα,W,[0,h]((Y,Y ), (Ỹ , Ỹ )) ≤ C5dα,W,[0,h]((Y,Y ), (Ỹ , Ỹ )), (4.9)

where

C5 =12kαh
α
(1 + ∥W∥C3)

2
(1 + 2∥Y ∥∞ + 2∥Ỹ ∥∞)

β∗∗2 (1 + 2∥Ẏ ∥∞ + 2∥ ˙̃Y ∥∞)
β∗2+β1

× [1 + (∥Y ∥α + ∥Ẏ ∥α + ∥Ỹ ∥α + ∥
˙̃Y ∥α) + (∥Y ∥α + ∥Ỹ ∥α)

2
+ ∥RY ∥2α].
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Choosing h small enough, (4.9) yields that Y ≡ Ỹ on [0, h]. Notice that the choice
of h doesn’t dependent on the initial value. Therefore, by iteration, we can extend
the uniqueness to any time interval [0, T ]. �

As stated in Section 2, the linear growth of the vector field cannot guarantee the
global existence of a RDE driven by a linear rough path. This is also true in the
case of nonlinear rough paths. In order to obtain the global existence, we introduce
the following growth condition of W . Let W = (W,W) ∈ C α,βββ3([0, T ] × V ;V ), let
γ1 = β0 ∨ β1 + β1 ∨ β2, and let γ2 = max{β0, β1, β2} +max{β1, β2, β3} + β1.

Hypothesis 1. γ2
α
− γ2 + γ1 ≤ 1.

A similar condition in the linear situation can be seen, e.g., in Besalú and Nualart
(2011); Davie (2008); Lejay (2009).

Theorem 4.4. Under Hypothesis 1, the RDE (4.1) has a solution on any time
interval [0, T ]. By Theorem 4.3, this solution is unique.

Proof : Let ε1 = [2C6(1 + ∥W∥C3)
2(1 + ∥ξ∥V )γ2]−

1
α where C6 = 120 × 5γ2kα is the

constant appearing in (4.8). Then, by Theorem 4.2, the RDE has a solution Y (1)

on [0, ε1] with initial condition Y (1)
0 = ξ. We denote by ξ1 = Y

(1)
ε1 the terminal value

of Y . In order to extend the solution to the entire interval [0, T ], we consider the
following RDE

Yt = Ys + ∫
t

s
W (dr, Yr) + ∫

t

s
(dr, Yr). (4.10)

By Theorem 4.2 again, equation (4.10) has a solution Y (2) on [ε1, ε1+ε2] with initial
condition Yε1 = ξ1, where ε2 = [2C6(1 + ∥W∥C3)

2(1 + ∥ξ1∥V )γ2]−
1
α . By iteration,

we have a sequence {εn}n≥1 with values in (0,1), such that the equation (4.10)
has a solution Y (n+1) on [ηn, ηn+1] ∶= [∑

n
k=1 εk,∑

n+1
k=1 εn+1] with initial condition

Y
(n+1)
ηn = ξn ∶= Y

(n)
ηn and εn+1 = [2C6(1 + ∥W∥C3)

2(1 + ∥ξn∥V )γ2]−
1
α . By (4.2) we

have the following inequality

∥ξn+1∥V ≤ ∥Y (n+1)
∥∞ ≤∥ξn∥V + εαn+1∥Y

(n+1)
∥α

≤∥ξn∥V +
52γ1+2∥W∥C3

2C6(1 + ∥W∥C3)
2
(1 + ∥ξn∥V )

γ1−γ2 .

Recall the assumption γ2
α
− γ2 + γ1 ≤ 1. By the mean value theorem for real valued

functions, there exist τ ∈ [0,1], such that

(1 + ∥ξn+1∥V )
γ2
α ≤[1 + ∥ξn∥V +

52γ1+2∥W∥C3

2C6(1 + ∥W∥C3)
2
(1 + ∥ξn∥V )

γ1−γ2]

γ2
α

=(1 + ∥ξn∥V )
γ2
α + [52γ1+2

(2C6)
−1

(1 + ∥ξn∥V )
γ1−γ2]

×
γ2

α
[1 + ∥ξn∥V + τ52γ1+2

(2C6)
−1

(1 + ∥ξn∥V )
γ1−γ2]

γ2
α −1

. (4.11)

By definition we know that γ1 ≤ γ2. This implies

[1 + ∥ξn∥V + τ52γ1+2
(2C6)

−1
(1 + ∥ξn∥V )

γ1−γ2]
γ2
α −1

≤(1 + ∥ξn∥V )
γ2
α −1

×max{1, [1 + 52γ1+2
(2C6)

−1]
γ2
α −1

}

=[1 + 52γ1+2
(2C6)

−1]
0∨( γ2α −1)

(1 + ∥ξn∥V )
γ2
α −1. (4.12)
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As a consequence of inequalities (4.11) and (4.12) , under the assumption 1, we can
write

(1 + ∥ξn+1∥V )
γ2
α ≤(1 + ∥ξn∥V )

γ2
α +

γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

(1 + ∥ξn∥V )
γ1−γ2+

γ2
α −1

≤(1 + ∥ξn∥V )
γ2
α +

γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

. (4.13)

It follows that

εn+1 ≥[2C6(1 + ∥W∥C3)
2
]
− 1
α [(1 + ∥ξn−1∥V )

γ2
α +

γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

]
−1

=[ε−1
n + (2C6(1 + ∥W∥C3)

2)
1
α
γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

]
−1

∶=(ε−1
n +K0)

−1. (4.14)

Observe that the constant K0 is independent of n. Thus by iteration, the following
inequality holds

∞
∑
n=1

εn ≥
∞
∑
n=0

1

ε−1
1 + nK0

=∞. (4.15)

In other words, we can extend the solution to any time interval [0, T ]. �

Assume that the derivatives ofW are all bounded, that is βββ3 = (β0,0,0,0). Then,
Hypothesis 1 is equivalent to β0 ≤ α and it coincides with Besalú and Nualart’s
condition for global existence (see Theorem 4.1 of Besalú and Nualart, 2011).

4.3. Properties of the solutions. Assume Hypothesis 1. In this section, we prove
some properties of the solution to the RDE (4.1). The first proposition below
provides an estimate for the Hölder norm of the solution to (4.1). Before stating
the proposition, we first prove the following lemma.

Lemma 4.5. Suppose that X ∈ Cα([0, T ];V ). Let π = (0 = t0 < t1 < t2 < . . . , tn = T )

be a partition. Then,

∥X∥α ≤ n1−α max
1≤k≤n

∥X∥α,[tk−tk−1] ≤ (T /∣π∣)1−α max
1≤k≤n

∥X∥α,[tk−tk−1].

Proof : For any 0 ≤ s < t ≤ T . There exists 0 ≤ k1 ≤ k2 ≤ n such that s ≤ k1 ≤ k2 ≤ t.
Then by Jensen’s inequality for convex function f(x) = ∣x∣

1
α , we have

∥Xs,t∥V

∣t − s∣α
≤
∥Xs,tk1

∥V + ∥Xtk1 ,tk1+1
∥V + ⋅ ⋅ ⋅ + ∥Xtk2 ,t

∥V

∣t − s∣α

≤ max
1≤k≤n

∥X∥α,[tk−tk−1] ×
∣tk1 − s∣

α + ⋅ ⋅ ⋅ + ∣t − tk2 ∣
α

∣t − s∣α

≤ max
1≤k≤n

∥X∥α,[tk−tk−1] ×
n1−α∣t − s∣α

∣t − s∣α
.

The lemma is then proved. �

Proposition 4.6. Assume Hypothesis 1. Let Y be the solution to the RDE (4.1)
with initial condition ξ ∈ V . Then the following estimate holds:

∥Y ∥α ≤ c∥W∥C3(1 + ∥ξ∥V )
γ1+ 1−α

α γ2e
(αγ1γ2 +1−α)K0T (4.16)
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for some c depending on α and βββ3, where

K0 = (2C6(1 + ∥W∥C3)
2)

1
α
γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

and C6 = 120 × 5γ2kα are the same as in (4.14) and (4.8), respectively.

Proof : Let ε1 = [2C6(1+∥W∥C3)
2(1+∥ξ∥V )γ2]−

1
α . Theorems 4.2 and 4.3 imply that

there exists a unique solution to (4.1) with initial condition Y0 = ξ on [0, ε1]. Denote
the solution by Y (1). Then, proceeding with a similar argument as in Theorem 4.4,
we obtain a sequence {Y (n+1)}n≥1, where Y (n+1) is the unique solution to RDE
(4.10) on [ηn, ηn+1] = [∑

n
k=1 εk,∑

n+1
k=1 εk] with initial condition Y

(n+1)
ηn ∶= ξn = Y

(n)
ηn

and εn+1 = [2C6(1+ ∥W∥C3)
2(1+ ∥ξn∥V )γ2]−

1
α . By inequalities (4.2), (4.13) and an

iteration argument, we have the following estimate:

∥Y (n+1)
∥α ≤52γ1+2kα∥W∥C3{(1 + ∥ξ∥V )

γ2
α +

(n + 1)γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

}

αγ1
γ2
.

(4.17)

In order to obtain (4.16), we consider the following two cases. Firstly, if T ≤ ε1,
then (4.16) holds by taking n = 0 in (4.17). On the other hand, for any T > ε1,
there exists a positive integer N , such that ηN ≤ T ≤ ηN+1. Notice that by (4.15),
we have

T ≥
N

∑
n=1

εn ≥
N

∑
n=1

(ε−1
1 +K0n)

−1
≥

1

K0

( log(ε−1
1 +K0N) − log(ε−1

1 )).

Recall that ε1 = [2C6(1 + ∥W∥C3)
2(1 + ∥ξ∥V )γ2]−

1
α and

K0 = (2C6(1 + ∥W∥C3)
2)

1
α
γ2

α
[1 + 52γ1+2

(2C6)
−1]

γ2
α ∨1

.

It follows that

N ≤
1

K0

(eK0T+log(ε−11 )
− ε−1

1 ) =K−1
0 (eK0T − 1)[2C6(1 + ∥W∥C3)

2
(1 + ∥ξ∥V )

γ2]
1
α

=
α

γ2

[1 + 52γ1+2
(2C6)

−1]
−( γ2α ∨1)

(1 + ∥ξ∥V )
γ2
α (eK0T − 1). (4.18)

Let Y be the solution to (4.1) on [0, T ] with initial condition ξ. Then, combining
Lemma 4.5, (4.17) and (4.18), we have

∥Y ∥α ≤ N1−α max
1≤n≤N+1

∥Y (n)
∥α ≤ c(1 + ∥ξ∥V )

γ1+ 1−α
α γ2e

(αγ1γ2 +1−α)K0T

for some c depending on α and βββ3. This completes the proof of the proposition. �

The next proposition provides the dependency of the solution to (4.1) on the
initial condition under Hypothesis 1.

Proposition 4.7. Assume that W = (W,W) satisfies the conditions in Theo-
rem 4.4. Let Y and Ỹ be the solutions to the RDE (4.1) with initial conditions
ξ and ξ̃, respectively. Then the following estimate holds

dα,W ((Y,Y ), (Ỹ , Ỹ )) ≤ cT (T 1−α
∨ 1)∥ξ − ξ̃∥V , (4.19)

where c is a constant depending on α, βββ3, ∥W∥C3 , ξ and ξ̃.
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Proof : By Propositions 3.13 and 4.6, and the fact that Y and Ỹ are solutions to
(4.1), we can write for any h ∈ [0,1],

dα,W,[0,h]((Y,Y ), (Ỹ , Ỹ )) ≤c1∥ξ − ξ̃∥V + c2h
αdα,W,[0,h]((Y,Y ), (Ỹ , Ỹ ))], (4.20)

where c1, c2 are constants depending on ∥W∥C3 , α, βββ3 and ξ, ξ̃. Let ε = (2c1)
− 1
α ∧

(2c2)
− 1
α ∧ 1. It follows that

dα,W,[0,ε]((Y,Y ), (Ỹ , Ỹ )) ≤ 2c1∥ξ − ξ̃∥V (4.21)

on [0, ε]. By iteration, we have that for any n ≥ 1,

dα,W,[nε,(n+1)ε]((Y,Y ), (Ỹ , Ỹ )) ≤ 2c1∥Ynε − Ỹnε∥V ,

and

∥Ynε − Ỹnε∥V ≤∥Y(n−1)ε − Ỹ(n−1)ε∥V + εα∥Y − Ỹ ∥α,[(n−1)ε,nε]

≤∥Y(n−1)ε − Ỹ(n−1)ε∥V + εαdα,W,[(n−1)ε,nε]((Y,Y ), (Ỹ , Ỹ ))

≤2∥Y(n−1)ε − Ỹ(n−1)ε∥V .

Thus we can write

dα,W,[nε,(n+1)ε]((Y,Y ), (Ỹ , Ỹ )) ≤ 2n+1c1∥ξ − ξ̃∥V .

In order to obtain the global distance, we proceed as follows. If T ≤ ε, then (4.19)
is a direct consequence of (4.21). It suffices to consider the case when T > ε. Let
N be the positive integer such that Nε < T ≤ (N + 1)ε. Due to Lemma 4.5, the
following inequality holds

dα,W ((Y,Y ), (Ỹ , Ỹ )) ≤(T /ε)1−α max
0≤n≤N

{dα,W,[nε,(n+1)ε]((Y,Y ), (Ỹ , Ỹ ))}

≤cTT 1−α
∥ξ − ξ̃∥V ,

for some c > 0 depending on α, βββ3, ∥W∥C , ξ and ξ̃. This completes the proof of
the proposition. �

Due to Propositions 4.6 and 4.7, we can deduce the following corollary.

Corollary 4.8. Assume Hypothesis 1. Write Y (ξ) for the solution to the RDE
(4.1) with initial condition ξ ∈ V . Let K be any positive constant. Then,

(i) ∥Y (ξ)∥α is uniformly bounded in the space {ξ, ∥ξ∥V ≤K}.
(ii) The constant c in (4.19) is fixed in the space {(ξ, ξ̃), ∥ξ∥V + ∥ξ̃∥V ≤K}.

Remark 4.9. As a consequence of Proposition 4.7, we have the following estimates

∥Y − Ỹ ∥α ≤ cT (T 1−α
∨ 1)∥ξ − ξ̃∥V ,

and

sup
t∈[0,T ]

∥Yt − Ỹt∥V ≤ [1 + cT (T ∨ 1)]∥ξ − ξ̃∥V .

for some constants c depending on α, βββ3, ∥W∥C , ξ and ξ̃.
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5. A functional approach to nonlinear rough paths

Let V be a Banach space. In this section, we consider the nonlinear rough path
defined in Section 3 as a Cβββn(V ;V )-valued linear rough path. We will show that
the two approaches are equivalent under some assumptions.

We start this section by defining the space Cβββn(V ;V ):

Definition 5.1. Let βββn = (β0, . . . , βn) be a multi-index, where βk ≥ 0 for all k ∈

{0,1, . . . , n}. The space Cβββn(V ;V ) is the collection of continuously differentiable
functions on V with values in V , equipped with the norm:

∥φ∥βββn =
n

∑
k=0

sup
x∈V

∥Dkφ(x)∥Lk(V ;V )

(1 + ∥x∥V )βk
<∞.

It is easy to see that (Cβββn(V ;V ), ∥⋅∥βββn) is a Banach space. In the next lemma, we
show the equivalence of the spaces Cα([0, T ];Cβββn(V ;V )) and Cα,βββn([0, T ] × V ;V )

defined in Definition 3.1.

Lemma 5.2. (i) Let Φ ∈ Cα,βββn([0, T ] × V ;V ) be defined by (3.1) with Φ0 ∈

Cβββn(V ;V ). Then, Φ ∈ Cα([0, T ];Cβββn(V ;V )).
(ii) Conversely, if Φ ∈ Cα([0, T ];Cβββn(V ;V )), then Φ ∈ Cα,βββn([0, T ] × V ;V ).

Proof : (i) Fix t ∈ [0, T ]. We can show that

∥Φt∥βββn ≤ ∥Φ0∥βββn + ∥Φ0,t∥α,βββn ≤ ∥Φ0∥βββn + T
α
∥Φ∥α,βββn <∞.

Similarly for any 0 ≤ s ≤ t ≤ T , we have

∥Φs,t∥βββn ≤ ∥Φ∥α,βββn ∣t − s∣
α.

It follows that as a Cβββn(V ;V )-valued function, ∥Φ∥α ≤ ∥Φ∥α,βββn <∞.
(ii) We estimate ∥Φ∥α,βββn as follows:

∥Φ∥α,βββn =
n

∑
k=0

sup
s≠t∈[0,T ]
x∈V

∥DkΦs,t(x)∥V

∣t − s∣α(1 + ∥x∥V )βk
= sup
s≠t∈[0,T ]

∥Φs,t∥βββn
∣t − s∣α

≤ ∥Φ∥α.

As a consequence, Φ ∈ Cα,βββn([0, T ] × V ;V ). �

Let n ≥ 1, and let (W,W) ∈ C α([0, T ];Cβββn(V ;V )) be a Cβββn(V ;V )-valued linear
rough path in the sense of Definition 2.2. Then, W ∈ C2α

2 ([0, T ]2;Cβββn(V ;V )⊗2).
We define W ∶ [0, T ]2 × V 2 → V as follows:

Ws,t(x, y) ∶= D
(2)
Ws,t(x, y), (5.1)

where D(2) ∶ Cβββn(V ;V )⊗ Cβββn(V ;V )→ Cβββ
∗

n−1,βββ
∗∗

n−1(V ×V ;V ) with the multi-indexes
βββ∗n−1 and βββ∗∗n−1 defined in (3.3), is given by

D
(2)

(φ1, φ2
)(x, y) ∶=Dφ2

(y)(φ1
(x)),

for all (φ1, φ2) ∈ Cβββn(V ;V )2 and (x, y) ∈ V 2. One should notice that the opera-
tor D(2) can be extended continuously to the tensor product space Cβββn(V ;V ) ⊗

Cβββn(V ;V ), and it is a linear operator on this space. We can also define

D
(1)

(φ1, φ2
)(x, y) ∶=Dφ1

(x)(φ2
(x)) (5.2)

for all (φ1, φ2) ∈ Cβββn(V ;V )2, and continuously extend it to Cβββn(V ;V )⊗Cβββn(V ;V ).
In the next proposition, we show that (W,W) ∈ C α,βββn([0, T ] × V ;V ).
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Proposition 5.3. Let W = (W,W) ∈ C α([0, T ];Cβββn(V ;V )), and let W ∶ [0, T ]2 ×

V 2 → V be given by (5.1). Then (W,W) ∈ C α,βββn([0, T ] × V ;V ).

Proof : According to Lemma 5.2, we know that W ∈ Cα,βββn([0, T ] × V ;V ) and thus
W ∈ C

2α,βββ∗n−1,βββ
∗∗

n−1

2 ([0, T ]2 × V 2;V ). It suffices to verify Chen’s relation (3.10). Re-
call that (W,W) ∈ C α([0, T ];Cβββn(V ;V )) satisfies Chen’s relation (2.3), and the
operator D(2) is linear on Cβββn(V ;V )⊗ Cβββn(V ;V ). It follows that

Ws,t(x, y) −Ws,u(x, y) −Wu,t(x, y) = D
(2)

(Ws,t −Ws,u −Wu,t)(x, y)

=D
(2)

(Ws,u ⊗Wu,t)(x, y) =DWu,t(y)(Ws,u(x)).

As a consequence, (W,W) ∈ C α,βββn([0, T ] × V ;V ). �

Remark 5.4. Proposition 5.3 shows that W can be constructed from W. However,
generally we are not able to recoverW from W satisfying Chen’s relation (3.10). In
other words, the nonlinear integral ∫

t
0 W (dr, Yr) and the nonlinear RDE (4.1) can

be studied using the approach of Section 3 even if W does not exist.

Let W = (W,W) ∈ C α([0, T ];Cβββn(V ;V )). In the theory of linear rough paths,
under the assumption that Y ∈ D2α

W (L(Cβββn(V ;V );V )), the rough integral of Y
against W is well-defined. The nonlinear rough integral defined in Section 3 can
be also interpreted as this type of linear rough integral. In this case, the controlled
rough path Y belongs to a proper subset of D2α

W (L(Cβββn(V ;V );V )), that is equiv-
alent to E 2α

W in the sense of Definition 3.5. To describe this subset, we introduce
the following special class of operators in L(Cβββn(V ;V );V ). For any x ∈ V , let
x̂ ∶ Cβββn(V ;V )→ V be given by

x̂(φ) ∶= φ(x). (5.3)

Then x̂ ∈ L(Cβββn(V ;V );V ) with operator norm bounded by (1+ ∥x∥V )β0 . Let n ≥ 1
and letW ∈ Cα([0, T ];Cβββn(V ;V )). We introduce the space of basic controlled rough
paths of a Cβββn(V ;V )-valued rough path as a subspace of D2α

W (L(Cβββn(V ;V );V )),
where the space D2α

W (L(Cβββn(V ;V );V )) is defined as in Definition 2.3. Here, the
state space of W is Cβββn(V ;V ). Let (Y,Y ′) ∈ D2α

W (L(Cβββn(V ;V );V )). Then the
state spaces of Y and Y ′ are L(Cβββn(V ;V );V ) and L(Cβββn(V ;V );L(Cβββn(V ;V );V )),
respectively.

Definition 5.5. A pair of functions (Y,Y ′) ∈ D2α
W (L(Cβββn(V ;V );V )) is called a ba-

sic rough path controlled byW , if there exists a pair of functions (Y, Ẏ ) ∈ Cα(V ;V )×

Cα(V ;V ), such that for all t ∈ [0, T ], Yt = Ŷt and for all (φ1, φ2) ∈ C
βββn(V ;V )2

Y
′
t(φ1, φ2) = Ŷ

′
t (φ1, φ2) ∶= D

(2)
(φ1, φ2)(Ẏt, Yt) =Dφ2(Yt)(φ1(Ẏt)). (5.4)

We write Ẽ 2α
W for the collection of such pairs.

The next proposition provides the equivalence between the spaces Ẽ 2α
W and E 2α

W .

Proposition 5.6. Let n ≥ 1 and let W ∈ Cα([0, T ];Cβββn(V ;V )). Then by
Lemma 5.2, W ∈ Cα,βββn([0, T ] × V ;V ) as well. In addition, the following properties
hold:
(i) Let (Y, Ẏ ) ∈ E 2α

W in the sense of Definition 3.5. Then, (Ŷ , Ŷ ′) ∈ Ẽ 2α
W in

the sense of Definition 5.5, where Ŷt and Ŷ ′
t are given by (5.3) and (5.4)

respectively, for all t ∈ [0, T ].
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(ii) Conversely, let (Ŷ , Ŷ ′) ∈ Ẽ 2α
W with associated pair (Y, Ẏ ) ∈ Cα(V ;V )2. Then

(Y, Ẏ ) ∈ E 2α
W .

Proof : (i) By assumption Y ∈ Cα([0, T ];V ). It follows that

∥Ŷ ∥α = sup
s≠t∈[0,T ]

∥Ŷs,t∥L(Cβββn(V ;V );V )

∣t − s∣α
= sup
s≠t∈[0,T ]

sup
0≠φ∈Cβββn(V ;V )

∥φ(Yt) − φ(Ys)∥V
∣t − s∣α∥φ∥βββn

≤(1 + ∥Y ∥∞)
β1∥Y ∥α.

This implies that Ŷ ∈ Cα([0, T ];L(Cβββn(V ;V );V )). Similarly, since Ẏ ∈

Cα([0, T ];V ), we can deduce the following inequality:

∥Ŷ ′
∥α ≤ (1 + ∥Y ∥∞)

β2(1 + ∥Ẏ ∥∞)
β0∥Y ∥α + (1 + ∥Y ∥∞)

β1(1 + ∥Ẏ ∥∞)
β1∥Ẏ ∥α.

It suffices to estimate the reminder term. Recall that Ŷ ′ is defined as in (5.4).
Then, for any φ ∈ Cβββn(V ;V ), the remainder RŶs,t(φ) can be written as follows,

RŶs,t(φ) = φ(Yt) − φ(Ys) −Dφ(Ys)Ws,t(Ẏs).

Due to Taylor’s Theorem 2.11 and the fact that (Y, Ẏ ) ∈ E 2α
W , we have

∥RŶs,t(φ)∥V ≤∥Dφ(Ys)Ys,t −Dφ(Ys)Ws,t(Ẏs)∥V

+
1

2
sup

0≤τ≤1
∥D2φ(τYt + (1 − τ)Ys)(Ys,tYs,t)∥V

=∥Dφ(Ys)[Ws,t(Ẏs) +R
Y
s,t] −Dφ(Ys)Ws,t(Ẏs)∥V

+
1

2
sup

0≤τ≤1
∥D2φ(τYt + (1 − τ)Ys)(Ys,tYs,t)∥V

≤∥φ∥βββn[
1

2
(1 + ∥Y ∥∞)

β2∥Y ∥
2
α + (1 + ∥Y ∥∞)

β1∥RY ∥2α]∣t − s∣
2α.

This implies RŶ ∈ C2α
2 ([0, T ];L(Cβββn(V ;V );V )). As a consequence, we conclude

that (Ŷ , Ŷ ′) ∈ Ẽ 2α
W .

(ii) To prove the converse result, it suffices to show that RY ∈ C2α
2 ([0, T ];V ),

where
RYs,t ∶= Ys,t −Ws,t(Ẏs).

Let K be the closed convex hull of the set {Yt, t ∈ [0, T ]}, and let K̃ is a compact
set in V whose interior contains K. Choose a function φ ∶ V → V that is infinitely
differentiable and satisfies the following properties:
a) φ(x) = x for all x ∈ K. That implies Dφ(x) = I and D2φ(x) = 0 for all x ∈ K,

where I denotes the identity operator in L(V ;V ).
b) φ(x) ≡ x0 ∈ V for all x ∉ K̃.
c) φ and all its derivatives are bounded.
Then, it is easy to check that φ ∈ Cβββn(V ;V ) for any multi-index βββn. In addition,
we can show that

∥RYs,t∥V =∥φ(Yt) − φ(Ys) −Dφ(Ys)[Ws,t(φs)]∥V

=∥RŶs,t(φ)∥V ≤ ∥RŶ ∥2α∥φ∥βn ∣t − s∣
2α.

In other words, RY ∈ C2α([0, T ];V ), and thus (Y, Ẏ ) ∈ E 2α
W . �

In the next theorem, we will show the equivalence of two rough integrals.
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Theorem 5.7. Let W = (W,W) ∈ C α([0, T ];Cβββ2(V ;V )). Due to Proposition 5.3,
we can construct (W,W) ∈ C α,βββ2([0, T ] × V ;V ). Assume that (Ŷ , Ŷ ′) ∈ Ẽ 2α

W with
associated pair (Y, Ẏ ) ∈ E 2α

W by Proposition 5.6. Then, the following two rough
integrals coincide,

∫

t

s
W (dr, Yr) = ∫

t

s
ŶrdWr, (5.5)

where the integral on the left-hand side is in the sense of (3.26), and the integral
on the right-hand side is in the sense of Theorem 2.4.

Proof : Let Ξs,t and Ξ̃s,t be the approximations of the integral on the left and
right-hand side, respectively. That is,

Ξs,t =Ws,t(Ys) +Ws,t(Ẏs, Ys) and Ξ̃s,t = ŶsWs,t + Ŷ
′
sWs,t.

Here Ŷ ′
s acting on Ws,t is a continuous extension of formula (5.4) to the tensor

product space Cβββ2(V ;V )⊗2. By definition of W and (Ŷ , Ŷ ′), we have

ŶsWs,t + Ŷ
′
sWs,t =Ws,t(Ys) −D

(2)
Ws,t(Ẏs, Ys) =Ws,t(Ys) +Ws,t(Ẏs, Ys).

This implies the equality (5.5). �

At the end of this section, we provide an alternative approach to study the
nonlinear RDE introduced in Section 4. Let W = (W,W) ∈ C α([0, T ];Cβββ3(V ;V )).
Then, the RDE (4.1) can be also understood as the following equation:

Yt = ξ + ∫
t

0
δ(Yr)dWr, (5.6)

where δ denotes the Dirac delta operator, that is δ ∶ V → L(Cβββ3(V ;V );V ) is given
by δ(x) = x̂. A function Y ∈ Cα([0, T ];V ) is said to be a solution to (5.6), if
(Y, δ(Y )) ∈ D2α

W (V ) and the equality holds. On the other hand, suppose that Y
is a solution to (5.6). Then, (Ŷ , Ŷ ′) ∈ Ẽ 2α

W with associated pair (Y,Y ) ∈ E 2α
W .

Therefore, Y is a solution to the equation (4.1) in the sense of Definition 4.1.
On the other hand, notice that as an L(Cβββ3(V ;V );V )-valued operator, δ is

three times differentiable. More precisely, the derivatives of δ can be written as
follows Dkδ(x)(φ) = Dkφ(x) for k = 1,2,3. Thus ∥Dkδ(x)∥ ≤ (1 + ∥x∥V )βk for
all k = 0,1,2,3. Then the (global) existence and uniqueness of equation (4.1)
can be derived by the theory of linear rough paths (see e.g. Lejay, 2009). For
other conditions that implies global existence, we refer the reader to the papers
Lejay (2009, 2012). We did not consider Lejay’s condition for global existence in
Section 4, because we doubt whether it is applicable in our setting. Under the
basic assumptions in Section 4, there may not exists W such that W = D(2)W. In
this case, the result of linear rough path cannot be directly applied without any
changes.

6. Some applications of nonlinear rough paths

6.1. An Itô-type formula for controlled rough paths. In this section, we follow the
idea of Section 5 to consider the nonlinear rough path as a Cβββn(V ;V )-valued rough
path. Then, we aim to generalize the Itô-type formula (3.12) in Hu and Lê (2017)
proved in the nonlinear Young’s case.
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Theorem 6.1. Let W = (W,W) ∈ Cα([0, T ];Cβββ3(V ;V )). Assume that (Y,Y ′) ∈

D2α
W (V ) and (Z,Z ′) ∈ D2α

W (L(V ;K)). Then, the following Itô-type formula holds

∫

t

s
ZrdW (r, Yr) = ∫

t

s
ZrW (dr, Yr) + ∫

t

s
ZrDW (r, Yr)dYr

+
1

2
[∫

t

s
ZrD

2W (r, Yr)d⟨Y ⟩r + ∫

t

s
Zrd⟪X,Y ⟫r + ∫

t

s
Zrd⟪Y,X⟫r], (6.1)

where

Xt ∶= ∫

t

0
DW (dr, Yr) = lim

∣π∣→0
[DWtk−1,tk(Ytk−1) + (D

(2)
)
2Y ′
tk−1
Wtk−1,tk], (6.2)

(D
(2)

)
2Y ′
t (φ1, φ2) ∶=D

2φ2(Y
′
t φ1) ∈ L(V ;V ).

The first three integrals in (6.1) are rough integrals in the sense of Proposition 2.7
(ii), while the last three integrals on the second line are Young’s integral. In the
above expressions, ⟨Y ⟩, ⟪X,Y ⟫ and ⟪Y,X⟫ are 2α-continuous functions defined in
Definition 2.9 and Remark 2.10.

Formula (6.1) provides the total differential dW (t, Yt) of W (t, Yt), that means,
heuristically, dW (t, Yt) = d

dt
W (t, Yt)dt. Comparing with the classical Itô lemma,

the functionW in Theorem 6.1 is not differentiable, but only α-Hölder continuous in
time. In this case, the assumption that Y is controlled byW ensures thatW (dt, Yt)

is well-defined as the differential of the rough path Gt = ∫
t

0 W (dr, Yr) controlled by
W .

In order to prove Theorem 6.1, we should make each integral in (6.1) to be
well-defined. The first lemma below shows that Ft =W (t, Yt) is controlled by W .

Lemma 6.2. Let W ∈ Cα([0, T ];Cβββ2(V ;V )), and let (Y,Y ′) ∈ D2α
W (V ). Denote

Ft =W (t, Yt). Then, F ∈ D2α
W (V ).

Proof : By Taylor’s Theorem 2.11 and the fact that (Y,Y ′) ∈ D2α
W (V ), we get

Fs,t =Ft − Fs =Ws,t(Ys) + [Ws,t(Yt) −Ws,t(Ys)] +Ws(Yt) −Ws(Ys)

=ŶsWs,t +DWs(Ys)[Y
′
sWs,t +R

Y
s,t] +O(∥Ys,t∥

2
V ∣).

This yields that (F,F ′) ∈ D2α
W (V ), where F ′ ∶= Ŷ +DW (Y )Y ′ ∈ L(Cβββ2 ;V ). �

Suppose that W = (W,W) ∈ C α([0, T ];Cβββ3(V ;V )). As a consequence of
Lemma 6.2, the integral ∫

t
s ZrdW (r, Yr) = ∫

t
s ZrdFr is well-defined as the inte-

gral of two controlled rough paths in the sense of (2.12). Additionally, by Taylor’s
Theorem 2.11, we can approximate this integral in the following way:

∫

t

s
ZrdW (r, Yr) = ZsFs,t +Z

′
sF

′
sWs,t +O(∣t − s∣3α)

=ZsWs,t(Ys) +ZsDWs,t(Ys)Ys,t +ZsDWs(Ys)Ys,t +
1

2
ZsD

2Ws(Ys)(Ys,t, Ys,t)

+Z ′
sŶsWs,t +Z

′
sDW (s, Ys)Y

′
sWs,t +O(∣t − s∣3α), (6.3)

where
Z ′
sŶs(φ1, φ2) = Z

′
s(φ1)[φ2(Ys)],

and
Z ′
sDW (s, Ys)Y

′
s(φ1, φ2) = Z

′
s(φ1)[DW (s, Ys)(Y

′
s(φ2))],

for all (φ1, φ2) ∈ C
βββ3(V ;V )2.
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The next lemma provides a generalized version of Theorem 3.10. The proof is
similar and we omit it.

Lemma 6.3. Let (W,W) ∈ Cα([0, T ];Cβββ2(V ;V )), and let (Y,Y ′) ∈ D2α
W (V ). Then,

the following limit exists and defines an additive function:

∫

t

s
W (dr, Yr) ∶= lim

∣π∣→0

n

∑
k=1

[Wtk−1,tk(Ys) + Y
′
tk−1

Ŷtk−1D
(2)
Wtk−1,tk],

where Y ′
t ŶtD

(2)(φ1, φ2) ∶=Dφ2(Yt)[Y
′
t (φ1)] for any (φ1, φ2) ∈ C

βββ2(V ;V ).

For all t ∈ [0, T ], let Gt ∶= ∫
t

0 W (dr, Yr). Then, a similar argument as in Propo-
sition 3.12 implies that (G,Y ) ∈ E 2α

W or equivalently (G, Ŷ ) ∈ D2α
W (V ). Therefore,

the integral ∫
t
s ZrW (dr, Yr) = ∫

t
s ZrdGr, defined as in (2.12), can be approximated

in the following way,

∫

t

s
ZrW (dr, Yr) =ZsGs,t +Z

′
sŶsWs,t +O(∣t − s∣3α)

=ZsWs,t(Ys) +ZsY
′
s ŶsD

(2)
Ws,t +Z

′
sŶsWs,t +O(∣t − s∣3α). (6.4)

Assume that (W,W) ∈ C α([0, T ];Cβββ3(V ;V )). Let Ht = ZtDW (t, Yt) ∈ L(V ;V )

for all t ∈ [0, T ]. By a similar argument as in Lemma 6.2, we can show that

Hs,t = Z
′
sWs,tDW (s, Ys) +ZsŶsDWs,t +ZsD

2W (s, Ys)Y
′
sWs,t +O(∣t − s∣2α).

In other words, H is controlled byW . This allows us to define ∫
t
s ZrDW (r, Yr)dYr =

∫
t
s HrdYr by (2.12). In addition, we can approximate this integral as follows,

∫

t

s
ZrDW (r, Yr)dYr =ZsDW (s, Ys)Ys,t +Z

′
sDW (s, Ys)Y

′
sWs,t (6.5)

+ZsŶsD
(1)Y ′

sWs,t +ZsD
2W (s, Ys)Y

′
sY

′
sWs,t +O(∣t − s∣3α),

where D(1) is defined as in (5.2),

Z ′
sDW (s, Ys)Y

′
s(φ1, φ2) = Z

′
s(φ1)[DW (s, Ys)(Y

′
s(φ2))],

ZsŶsD
(1)Y ′

s(φ1, φ2) = Zs[Dφ1(Ys)Y
′
s(φ2)],

and
ZsD

2W (s, Ys)Y
′
sY

′
s(φ1, φ2) = Zs[D

2W (s, Ys)(Y
′
s(φ1), Y

′
s(φ2))],

for all (φ1, φ2) ∈ C
βββ3(V ;V ).

By a similar argument as in Theorem 3.10 and the Sewing Lemma, we can
show that the limit in (6.2) uniquely exists. It allows us to define Xt to be the
limit. In addition, we can verify that X ∈ D2α

W (L(V ;V )). Thus the three quadratic
compensator terms on the second line of (6.1) are all well-defined, and according
to Remark 2.10 (iii), ⟨Y ⟩ ∈ C2α

2 ([0, T ];V ⊗ V ) and ⟪X,Y ⟫,⟪Y,X⟫ ∈ C2α
2 ([0, T ];V ).

Therefore, the integrals on the second line of (6.1) can be interpreted as Young’s
integrals. We can approximate them as follows:

∫

t

s
Zr⟪X,Y ⟫r = ZsDWs,t(Ys)Ys,t − 2ZsŶsD

(1)Y ′
sWs,t +O(∣t − s∣3α), (6.6)

∫

t

s
Zr⟪Y,X⟫r = ZsDWs,t(Ys)Ys,t − 2ZsY

′
s ŶsD

(2)
Ws,t +O(∣t − s∣3α), (6.7)
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and

∫

t

s
ZrD

2W (r, Yr)d⟨Y ⟩r = ZsD
2W (s, Ys) +O(∣t − s∣3α).

Notice that, by definition,

⟨Y ⟩s,t =Ys,t ⊗ Ys,t − 2Ys,t = Ys,t ⊗ Ys,t − 2(∫
t

s
Yr ⊗ dYr − Ys ⊗ Ys,t)

=Ys,t ⊗ Ys,t − 2(Ys ⊗ Ys,t + Y
′
sY

′
sWs,t − Ys ⊗ Ys,t) +O(∣t − s∣3α).

This allows us to write

∫

t

s
Zr = ZsD

2W (s, Ys)[Ys,t ⊗ Ys,t − 2Y ′
sY

′
sWs,t] +O(∣t − s∣3α) (6.8)

As we approximated all the integrals in (6.1), the proof of Theorem 6.1 is straight-
forward.

Proof of Theorem 6.1: Denote by LHS and RHS the left and right-hand side of
equation (6.1) respectively. Recall equality (6.3), that is,

LHS =ZsWs,t(Ys) +ZsDWs,t(Ys)Ys,t +ZsDWs(Ys)Ys,t +
1

2
ZsD

2Ws(Ys)(Ys,t, Ys,t)

+Z ′
sŶsWs,t +ZsDWs(Ys)Y

′
sWs,t +O(∣t − s∣3α).

On the other hand, combining (6.4) - (6.8), we have

RHS =ZsWs,t(Ys) +ZsDWs,t(Ys)Ys,t +ZsDWs(Ys)Ys,t +
1

2
ZsD

2Ws(Ys)(Ys,t, Ys,t)

+Z ′
sŶsWs,t +ZsDWs(Ys)Y

′
sWs,t +O(∣t − s∣3α),

as well. Since α ∈ ( 1
3
, 1

2
], it follows that equality (6.1) holds for all 0 ≤ s ≤ t ≤ T . �

6.2. RDEs with spatial parameters. Let (W,W) ∈ C α([0, T ];Cβββ3(Rd;Rd)), and let
W be given by (5.1). Assume Hypothesis 1. Then, due to Theorem 4.4, for any
fixed x ∈ Rd, the following equation

Yt(x) = x + ∫
t

0
W (dr, Yr(x)), (6.9)

has a unique solution Y (x) on [0, T ]. In this section, by studying the gradient in
x of Yt(x), we will show that Yt(x) is invertible in x, and the inverse is controlled
by W as well.

In the next theorem, we follow the idea of Hu and Lê (2017) to show that Yt(x)
is differentiable in x. Before presenting the theorem, we introduce some notations.
LetM be a d×d matrix. We define the operatorsML,MM ∶ (Rd⊗Rd)⊗2 → Rd⊗Rd
as follows, for any (A,B) ∈ (Rd ⊗Rd)2,

ML
(A⊗B) =M ⋅A ⋅B and MM

(A⊗B) = A ⋅MM
⋅B. (6.10)

For any d × d matrices M1,M2, we define the operator {M1,M2} ∶ Rd ⊗Rd → R by

{M1,M2}A = ∑
k1,k2,k3

Mk1k2
1 Mk1k3

2 Ak2k3 for all A ∈ Rd ⊗Rd. (6.11)

These operators appear when we approximate matrix-valued rough integrals.



578 D. Nualart and P. Xia

Theorem 6.4. Let (W,W) ∈ C α([0, T ];Cβββ3(Rd;Rd)). Assume Hypothesis 1. Let
Y = {Yt(x), t ∈ [0, T ], x ∈ Rd} be the unique solution to (6.9). Then for any t ∈
[0, T ], Yt is differentiable, and the gradient DYt satisfies the following equation:

DYt(x) = I + ∫
t

0
dFr(x)DYr(x), (6.12)

where I denotes the d×d identity matrix and F (x) is a d×d matrix-valued function
given by

Ft(x) ∶= ∫
t

0
DW (dr, Yr(x))

that is defined in the sense of (6.2). Moreover, for every t ∈ [0, T ] and x ∈ Rd,
DYt(x) is invertible, and its inverse (DYt(x))

−1 =∶ Mt(x) satisfies the following
equation:

Mt(x) = I − ∫
t

0
Mr(x)dFr(x) + ∫

t

0
[Mr(x)]

Ld⟨F (x)⟩r. (6.13)

where ⟨F (x)⟩r is the quadratic compensator of F (x), which is an (Rd⊗Rd)⊗2-valued
2α-Hölder continuous function on [0, t], and [Mr(x)]

L ∶ (Rd ⊗Rd)⊗2 → Rd ⊗Rd is
defined as in (6.10).

Proof : Fix x ∈ Rd. Let e be a unit vector in Rd. For any h ∈ (0,1), we write

ηht ∶=
1

h
[Yt(x + he) − Yt(x)].

We claim that as h ↓ 0, ηht converges to the solution to the following equation

ηt = e + ∫
t

0
dFr(x)ηr = e + ∫

t

0
DW (dr, Yr(x))ηr. (6.14)

Firstly, we show that (6.14) has a unique solution. Notice that F (x) is defined as
a nonlinear rough integral. Then, by Proposition 3.12, F (x) is controlled by DW
and thus by W . That is,

Fs,t(x) =DWs,t(Ys(x)) +O(∣t − s∣2α) ∶= (Ŷs(x)D)Ws,t +O(∣t − s∣2α),

where Ŷ⋅(x)D is considered as an α-Hölder continuous function on [0, T ] taking
values in L(Cβββ3(Rd;Rd);L(Rd;Rd)). Here Ŷ is defined in (5.3). We can also
directly define the operator Ŷs(x)D by the former expression. DWs,t(Ys(x)) is just
an approximation of the integral without the double integral term, thus the error
is O(∣t − s∣2α). By Proposition 2.7 (ii), F (x) can be interpreted as a linear rough
path. Thus, equation (6.14) is a linear RDE. According to the theory of linear RDE
(see e.g. Theorem 2 of Lejay, 2009), this equation has a unique solution.

On the other hand, by Corollary 4.8, ∥ηh∥α is uniformly bounded in h ∈ (0,1). As
a consequence of the Arzelà-Ascoli theorem, there exists a sequence {hn}n≥1, such
that, as n→∞, hn ↓ 0, and ηhnt converges to some function ηt in Cα

′

([0, T ];Rd) for
any fixed α′ ∈ (0, α). In addition, by the Sewing Lemma, ηhn satisfies the following
estimate

ηhns,t =DWs,t(Ys(x))η
hn
s +DWs,t(Ys(x), Ys(x))(η

hn
s , ηhns ) +O(∣t − s∣3α) +O(hn),

(6.15)

for all 0 ≤ s < t ≤ T . Let n → ∞. The estimate (6.15) implies that ηt satisfies the
RDE (6.14). Therefore, DYt(x) exists and is the unique solution to (6.12).
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To prove the invertibility of DYt(x), we follow Stroock’s idea (see Chapter 8 of
Stroock, 1983). Let Mt(x) be the unique solution to the linear RDE (6.13). By
(2.16) and Itô’s formula for linear rough paths (see e.g. Theorem 3.4 of Keller and
Zhang, 2016), we can deduce the following equation:

DYt(x)Mt(x) =I + ∫
t

0
dFr(x)DYr(x)Mr(x) − ∫

t

0
DYr(x)Mr(x)dFr(x)

+ ∫

t

0
[DYr(x)Mr(x)]

Ld⟨F (x)⟩r − ∫
t

0
[DYr(x)Mr(x)]

Md⟨F (x)⟩r,

where [DYr(x)Mr(x)]
M is a linear operator on (Rd ⊗ Rd)⊗2 defined as in (6.10).

Notice that DYt(x)Mt(x) ≡ I solves this equation. Thus the uniqueness of linear
RDEs implies that Mt = (DYt)

−1. �

Remark 6.5. By taking further spatial derivatives on both sides of (6.12) and (6.13),
we can show that DYt and Mt are both twice spatial differentiable with locally
bounded derivatives. On the other hand, since Theorem 6.4 shows that DYt(x)
is invertible in x for all (t, x) ∈ [0, T ] × Rd, by the implicit function theorem, we
deduce that for any fixed t ∈ [0, T ], Yt has an inverse Zt such that Zt(Yt(x)) =

Yt(Zt(x)) = x.

In the next lemma, we prove that fix x ∈ Rd, Z(x) is controlled by W .

Lemma 6.6. Let Y (x) = {Yt(x), t ∈ [0, T ]} be the solution to the RDE (6.9), and
let Zt = Y −1

t be the inverse of Yt. Fix x ∈ Rd. Then Z(x) is controlled by W .

Proof : Recall that for any t ∈ [0, T ], Zt is the inverse of Yt and DYtMt = I. There-
fore, we can deduce that

I =Dx =DYt(Zt(x)) =DYt(Zt(x))DZt(x).

This yields that

DZt(x) =Mt(Zt(x)). (6.16)

Fix (t, x) ∈ (0, T ] ×Rd. Let y = Zt(x). Then x = Yt(y). Notice that a similar argu-
ment as in Theorem 6.4 implies that Mt(x) is differentiable in x and the derivative
is locally bounded. Thus by Taylor’s Theorem 2.11, the following equality holds for
all s ∈ [0, t)

Zs,t(x) =Zs(Ys(y)) −Zs(Yt(y))

= −DZs(Ys(y))Ys,t(y) +O(∣t − s∣2α)

= −Ms(Zs(x))Ys,t(Zs(x)) +O(∣t − s∣2α).

On the other hand, by Proposition 3.12, we have

Ys,t(x) =Ws,t(Ys(x)) +O(∣t − s∣2).

Combining above two inequalities, we can write

Zs,t(x) = −Ms(Zs(x))Ws,t(x) +O(∣t − s∣2α). (6.17)

Let Z ′(x) = {Z ′
t(x), t ∈ [0, T ]} where Z ′

t(x) ∶ C
βββ3(Rd;Rd)→ Rd is given by

Z ′
t(x)Φ ∶= −Mt(Zt(x))Φ(x).

Then it is easy to check that Z ′
s(x) ∈ L(C

βββ3(Rd;Rd);Rd), and thus (Z(x), Z ′(x)) ∈
D2α
W (Rd). �
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Remark 6.7. (i) One may find that Z ′
t(x) = −DZt(x). But they are totally differ-

ent objects. Z ′
t(x) is the Gubinelli derivative that represents the proportional

changing rate toW of Zt(x) with respect to the time argument, while DZt(x)
is the spatial derivative of Zt for fixed t.

(ii) By taking derivative on both sides of (6.16), we have

D2Zt(x) =DMt(Zt(x))Mt(Zt(x)).

Recall that Y is the solution to RDE (6.9), thus

Ys,t(x) =Ws,t(Ys(x)) +Ws,t(Ys(x), Ys(x)) +O(∣t − s∣3α).

This allow us to deduce an estimate, which is more precise than (6.17) and
will be used in Section 6.3 below. We start with the following equation

Zs,t(x) = −Ms(Zt(x))Ys,t(Zt(x)) −
1

2
DMs(Zt(x))Ms(Zt(x))Ys,t(Zt(x))

⊗2

+O(∣t − s∣3α)

= −Ms(Zt(x))Ws,t(Ys(Zt(x))) −Ms(Zt(x))Ws,t(Ys(Zt(x)), Ys(Zt(x)))

−
1

2
DMs(Zt(x))Ms(Zt(x))Ys,t(Zt(x))

⊗2
+O(∣t − s∣3α). (6.18)

Notice that

Ms(Zt(x))Ws,t(Ys(Zt(x)), Ys(Zt(x))) −Ms(Zs(x))Ws,t(x,x) = O(∣t − s∣3α)
(6.19)

and

Ms(Zt(x))Ws,t(Ys(Zt(x))) −Ms(Zs(x))Ws,t(Ys(Zs(x)))

=DMs(Zs(x))Zs,t(x)Ws,t(Ys(Zt(x))) (6.20)

+Ms(Zs(x))DWs,t(Ys(Zs(x)))DYs(Zs(x))Zs,t(x) +O(∣t − s∣2α)

= −DMs(Zs(x))Ms(Zs(x))Ws,t(x)
⊗2

−Ms(Zs(x))DWs,t(x)DYs(Zs(x))Ms(Zs(x))Ws,t(x) +O(∣t − s∣2α), (6.21)

where for all i = 1,2, . . . , d,

[DMs(Zs(x))Ms(Zs(x))Ws,t(x)
⊗2]

i

=
d

∑
k1,k2,k3=1

∂M ik2(x)

∂xk1
(Zs(x))M

k1k3
s (Zs(x))W

k2
s,t(x)W

k3
s,t .

Therefore, combining formulas (6.18) - (6.20), we have

Zs,t(x) =
1

2
DMs(Zs(x))Ms(Zs(x))Ws,t(x)

⊗2
+Ms(Zs(x))DWs,t(x)Ws,t(x)

−Ms(Zs(x))Ws,t(x) −Ms(Zs(x))Ws,t(x,x) +O(∣t − s∣3α). (6.22)

6.3. Rough partial differential equations. Let C3
loc(Rd;R) be the space of func-

tions that are locally bounded and have locally bounded first, second and third
derivatives. Suppose that h ∈ C3

loc(Rd;R). In this section, we will show that
u = {u(t, x) = h(Zt(x)), (t, x) ∈ [0, T ] ×Rd}, where Zt(x) is defined in Section 6.1,
is a solution to equation (1.7). Moreover, the solution is unique if h ∈ C4

loc(Rd;R)).
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Definition 6.8. Let (W,W) ∈ C α([0, T ];Cβββ3(Rd;Rd)), letW ∶ [0, T ]2×(Rd)2 → Rd
be given by (5.1), and let h be a real-valued function on Rd. A function u =

{u(t, x), (t, x) ∈ [0, T ]×Rd} is called a solution to equation (1.7) with initial condi-
tion h, if the following properties are satisfied:
(i) u(0, x) = h(x) for all x ∈ Rd.
(ii) u is twice spatially differentiable everywhere, and Du(⋅, x) is controlled by W

for all x ∈ Rd.
(iii) The following equality is true for all (t, x) ∈ [0, T ] ×Rd

u(t, x) =h(x) − ∫
t

0
Du(r, x)W (dr, x) +

1

2
∫

t

0
Du(r, x)d⟪DW (x),W (x)⟫r

+
1

2
∫

t

0
Du(r, x)d⟪W (x),DW (x)⟫r +

1

2
∫

t

0
D2u(r, x)d⟨W (x)⟩r, (6.23)

where the first integral is defined as follows,

∫

t

0
Du(r, x)W (dr, x) ∶= ∫

t

0
Du(r, x)dWr(ξ)∣

ξ=x
,

the quadratic compensators

⟪DW (x),W (x)⟫s,t ∶= ⟪DW,W⟫s,t(ξ1, ξ2)∣(ξ1,ξ2)=(x,x)
,

⟪W (x),DW (x)⟫s,t ∶= ⟪W,DW⟫s,t(ξ1, ξ2)∣(ξ1,ξ2)=(x,x)
,

and
⟨W (x)⟩s,t ∶= ⟨W ⟩s,t(ξ1, ξ2)∣(ξ1,ξ2)=(x,x)

are defined by (2.15), (2.17) and (2.18) respectively, D2u(r, x) is considered
as a linear operator from Rd ⊗Rd → R, that is

D2u(t, x)M =
d

∑
i,j=1

∂2u(t, x)

∂xi∂xj
M ij ,

for any d×d matrixM = (M ij)di,j=1, and the last three integrals are in Young’s
sense.

In the next theorem, we will show that h(Zt), where Zt is defined as in
Lemma 6.6, is a solution to equation (1.7).

Theorem 6.9. Let (W,W) ∈ C α([0, T ];Cβββ3(Rd;Rd)), and let W be given by (5.1).
Assume Hypothesis 1. Let Y be the solution to the equation (6.9), and let Zt = Y −1

t

for all t ∈ [0, T ]. Suppose that h ∈ C3
loc(Rd;R). Then, u(t, x) = h(Zt(x)) is a

solution to (1.7) in the sense of Definition 6.8.

Proof : We prove this theorem by checking every property in Definition 6.8. By
assumption, we know that u(0, x) = h(Z0(x)) = h(x). In addition, since h ∈

C3
loc(Rd;R) and Zt(x) is twice spatial differentiable, we can show that

D[h(Zt(x))] = (Dh)(Zt(x))Mt(Zt(x)) (6.24)

and

D2
[h(Zt(x))] = (D2h)(Zt(x))Mt(Zt(x))

2
+ (Dh)(Zt(x))DMt(Zt(x)),

where (Dh)(Zt(x))DMt(x) is a d × d matrix with components

[(Dh)(Zt(x))DMt(Zt(x))]
ij
=

d

∑
k=1

∂

∂xk
h(Zt(x))

∂

∂xj
Mki

(Zt(x)).
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Recall that Mt(x) is the solution to the linear RDE (6.13). Then we can write

Ms,t(x) = −Ms(x)Fs,t(x) +O(∣t − s∣2α) = −Ms(x)DWs,t(Ys(x)) +O(∣t − s∣2α).

Combining this fact with (6.17), we can deduce that

Mt(Zt(x)) −Ms(Zs(x)) =Mt(Zt(x)) −Ms(Zt(x)) +Ms(Zt(x)) −Ms(Zs(x))
(6.25)

=Ms,t(Zt(x)) −DMs(Zs(x))Zs,t(x) +O(∣t − s∣2α)

=Ms,t(Zs(x)) + [Ms,t(Zt(x)) −Ms,t(Zs(x))]

−DMs(Zs(x))Ms(Zs(x))Ws,t(x) +O(∣t − s∣2α)

= −Ms(Zs(x))DWs,t(x) −DMs(Zs(x))Ms(Zs(x))Ws,t(x) +O(∣t − s∣2α).

Let M ′
t(Zt(x)) ∶ C

βββ3(Rd;Rd)→ Rd ⊗Rd be given by

M ′
t(Zt(x))Φ ∶= −Mt(Zt(x))DΦ(x) −DMt(Zt(x))Mt(Zt(x))Φ(x), (6.26)

where

[DMt(Zt(x))Mt(Zt(x))Φ(x)]ij = ∑
k1,k2

∂

∂xk1
M ij
t (Zt(x))M

k1k2
t (Zt(x))Φ

k2(x)

for any (t, x) ∈ [0, T ] ×Rd. We can show that

M ′
(Z(x)) ∈ Cα([0, T ];L(Cβββ3(Rd;Rd);Rd ⊗Rd)). (6.27)

Thus formulas (6.25) - (6.27) imply that

(M(Z(x)),M ′
(Z(x))) ∈ D2α

W (L(C
βββ3(Rd;Rd);Rd ⊗Rd)).

In a similar way, recalling (6.24) and (6.25), we can also deduce that

D[h(Zt(x))] −D[h(Zs(x))] = (Dh)(Zt(x))Mt(Zt(x)) − (Dh)(Zs(x))Mt(Zs(x))

=(Dh)(Zt(x))[Mt(Zt(x)) −Ms(Zs(x))] + [(Dh)(Zt(x)) −Dh(Zs(x))]Ms(Zs(x))

=(Dh)(Zs(x))[ −Ms(Zs(x))DWs,t(x) −DMs(Zs(x))Ms(Zs(x))Ws,t(x)]

−D2h(Zs(x))Ms(Zs(x))Ws,t(x)Ms(Zs(x)) +O(∣t − s∣2α).

As a consequence, D(h(Z(x))) ∈ D2α
W (Rd) where the Gubinelli derivative

[Dh(Z(x))]′ ∶ Cβββ3(Rd;Rd)→ Rd,

is given by

[D(h(Z(x)))]′Φ = − (Dh)(Zt(x))DMt(Zt(x))Mt(Zt(x))Φ(x)

− (Dh)(Zt(x))Mt(Zt(x))DΦ(x)

− (D2h)(Zt(x))Mt(Zt(x))Φ(x)Mt(Zt(x)). (6.28)

As a consequence, properties (i) and (ii) of Definition 6.8 are satisfied.
In the next step, we will prove equality (6.23) by a similar argument as in

Theorem 6.1. For any 0 ≤ s ≤ t ≤ T , as a consequence of Taylor’s Theorem 2.11, we
can write

h(Zt(x))−h(Zs(x)) =(Dh)(Zs(x))Zs,t(x)+
1

2
(D2h)(Zs(x))Zs,t(x)

⊗2
+O(∣t − s∣3α)

∶=I1 + I2 +O(∣t − s∣3α). (6.29)
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By (6.22), we have

I1 = − (Dh)(Zs(x))Ms(Zs(x))Ws,t(x) − (Dh)(Zs(x))Ms(Zs(x))W(x,x)

+
1

2
(Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))Ws,t(x)

⊗2

+ (Dh)(Zs(x))Ms(Zs(x))DWs,t(x)Ws,t(x) +O(∣t − s∣3α), (6.30)

and

I2 =
1

2
[(D2h)(Zs(x))Ms(Zs(x))Ws,t(x)] ⋅ [Ms(Zs(x))Ws,t(x)] +O(∣t − s∣3α),

(6.31)

where

(Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))Ws,t(x)
⊗2

=
d

∑
k1,...,k4=1

∂h

∂xk1
(Zs(x))

∂Mk1k2
s

∂k3
(Zs(x))M

k3k4
s (Zs(x))W

k2
s,t(x)W

k4
s,t(x).

Recall thatD[h(Z(x))] is controlled byW with Gubinelli derivative given by (6.28).
Due to Theorem 2.4, the integral ∫

t
s D[h(Zr(x))]W (dr, x) is well-defined and it can

be approximated as follows

∫

t

s
D[h(Zr(x))]W (dr, x) = (Dh)(Zs(x))Ms(Zs(x))Ws,t(x)

− {(D2h)(Zs(x))Ms(Zs(x)),Ms(Zs(x))}Ws,t(x,x)

− (Dh)(Zs(x))Ms(Zs(x))W∗
s,t(x,x)

− (Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))Ws,t(x,x) +O(∣t − s∣3α), (6.32)

where {(D2h)(Zs(x))Ms(Zs(x)),Ms(Zs(x))} is defined as in (6.11),

W∗
s,t(x,x) = ∫

t

s
DWs,r(x)W (dr, x) = D(1)

Ws,t(x,x)

and

(Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))Ws,t(x,x)

=
d

∑
k1,...,k4=1

∂h

∂xk1
(Zs(x))

∂Mk1k3
s

∂xk2
(Zs(x))M

k2k4
s (Zs(x))W

k3k4
s,t (x,x)

Taking into account Definition 2.9 and Remark 2.10, we can write

⟨W (x)⟩s,t =Ws,t(x)⊗Ws,t(x) − 2Ws,t(x,x),

⟪DW (x),W (x)⟫s,t =DWs,t(x)Ws,t(x) − 2W∗
s,t(x,x)

and

⟪W (x),DW (x)⟫s,t =DWs,t(x)Ws,t(x) − 2Ws,t(x,x).
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Therefore, combining (6.29) - (6.32), we have

h(Zt(x)) − h(Zs(x)) + ∫
t

s
D[h(Zr(x))]W (dr, x)

=
1

2
(Dh)(Zs(x))Ms(Zs(x))[⟪DW (x),W (x)⟫s,t + ⟪W (x),DW (x)⟫s,t]

+
1

2
{(D2h)(Zs(x))Ms(Zs(x)),Ms(Zs(x))}⟨W (x)⟩s,t

+
1

2
(Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))⟨W (x)⟩s,t +O(∣t − s∣3α).

On the other hand, by the theory of Young’s integral, we can show that

∫

t

0
D[h(Zr(x))]d⟪DW (x),W (x)⟫r + ∫

t

0
D[h(Zr(x))]d⟪W (x),DW (x)⟫r

+ ∫

t

0
D2

[h(Zr(x))]d⟨W (x)⟩r

=(Dh)(Zs(x))Ms(Zs(x))[⟪DW (x),W (x)⟫s,t + ⟪W (x),DW (x)⟫s,t]

+ {(D2h)(Zs(x))Ms(Zs(x)),Ms(Zs(x))}⟨W (x)⟩s,t

+ (Dh)(Zs(x))DMs(Zs(x))Ms(Zs(x))⟨W (x)⟩s,t +O(∣t − s∣3α).

It follows that (6.23) holds if u(t, x) = h(Zt(x)) for all (t, x) ∈ [0, T ] ×Rd. �

In the next theorem, we will show that the solution is unique in the space
C
α,3
loc ([0, T ] × Rd) provided that (W,W) ∈ Cα([0, T ];Cβββ4(Rd;Rd)) and h ∈

C4
loc(Rd;R).

Theorem 6.10. Let (W,W) ∈ C α([0, T ];Cβββ3(Rd;Rd)), and let W be given by
(5.1). Assume Hypothesis 1. Let h ∈ C4

loc(Rd;R). The solution to the RPDE (1.7)
exists and is unique in the space Cα,3loc ([0, T ] ×Rd;R).

Proof : Firstly, we show the existence of the equation (1.7) in the space Cα,3loc ([0, T ]×

Rd;R). Due to Theorem 6.9, it suffice to show that h(Z) ∈ C
α,3
loc ([0, T ] ×Rd;R).

Notice that DZt(x) =Mt(Zt(x)), D2Zt(x) =DMt(Zt(x))Mt(Zt(x)), and

D3Zt(Zt(x)) =D
2Mt(Zt(x))Mt(Zt(x))Mt(Zt(x))

+DMt(Zt(x))DMt(Zt(x))Mt(Zt(x))

for all (t, x) ∈ [0, T ] × Rd. Fix x ∈ Rd, the functions Mt(x), DMt(x), D2Mt(x)
and D3Mt(x) are all solutions to corresponding linear RDEs driven by α-Hölder
linear rough paths. Thus Mt(x), DMt(x), D2Mt(x) and D3MT (x) are all α-
Hölder in time and locally bounded in space. Recall that h ∈ C4

loc(Rd;R). As a
consequence h(Zt(x)), D[h(Zt(x))], D2[h(Zt(x))] and D3[h(Zt(x))] are all α-
Hölder in time and locally bounded in space. In other words, we can conclude that
h(Z) ∈ C

α,3
loc ([0, T ] ×Rd;R).

In the next step, we will prove the uniqueness of the RPDE (1.7). Suppose that
u ∈ Cα,3([0, T ] × Rd;R) is a solution to (1.7). Let Y be the solution to the RDE
(6.9). Then, by Taylor’s Theorem 2.11, we can write

u(t, Yt(x)) − u(s, Ys(x)) =us,t(Ys(x)) +Dus,t(Ys(x))Ys,t +Dus(Ys(x))Ys,t(x)

+
1

2
D2us(Ys(x))Ys,t(x)

⊗2
+O(∣t − s∣3α). (6.33)
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Notice that as a solution to (1.7), u satisfies the following equality for all x ∈ Rd,
us,t(x) = −Dus(x)Ws,t(x) +O(∣t − s∣2α).

It follows that fix x ∈ Rd, u(x) is controlled by W (x). As a consequence, Du(x)
is also controlled by W (x) with the Gubinelli derivative −D2us(x). Therefore, the
following estimate holds

us,t(Ys(x)) = −Du(s, Ys(x))Ws,t(Ys(x)) +D
2u(s, Ys(x))Ws,t(Ys(x), Ys(x))

+
1

2
Du(s, x)[⟪DW (Ys(x)),W (Ys(x))⟫s,t + ⟪W (Ys(x)),DW (Ys(x))⟫s,t]

+
1

2
D2u(s, x)⟨DW (Ys(x))⟩s,t +O(∣t − s∣3α). (6.34)

In addition, recall that Y is the solution to (6.9). Then, (6.34) implies that

Dus,t(Ys(x))Ys,t(x) = −D
2u(s, Ys(x))Ws,t(Ys(x))Ws,t(Ys(x))

−Du(s, Ys(x))DWs,t(Ys(x))Ws,t(Ys(x)) +O(∣t − s∣3α).
(6.35)

Also, we have the following estimates

Dus(Ys(x))Ys,t(x) =Dus(Ys(x))Ws,t(Ys(x))

+Dus(Ys(x))Ws,t(Ys(x), Ys(x)) +O(∣t − s∣3α), (6.36)

and

D2us(Ys(x))Ys,t(x)
⊗2

=D2us(Ys(x))Ws,t(Ys(x))
⊗2
+O(∣t − s∣3α). (6.37)

Combining (6.33) - (6.37), we have

u(t, Yt(x)) − u(s, Ys(x)) = O(∣t − s∣3α).

Because α ∈ ( 1
3
, 1

2
], it follows that u(t, Yt(x)) ≡ u(0, Y0(x)) = h(x). In other words,

u(t, x) = u(t, Yt(Zt(x))) = h(Zt(x)) for all (t, x) ∈ [0, T ] ×Rd. This completes the
proof of the theorem. �
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