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A B S T R A C T   

The primary objective of this study is to investigate the effects of the Fractional Order Kepler 
Optimization Algorithm (FO-KOA) on photovoltaic (PV) module feature identification in solar 
systems. Leveraging the strengths of the original KOA, FO-KOA introduces fractional order ele-
ments and a Local Escaping Approach (LEA) to enhance search efficiency and prevent premature 
convergence. The FO element provides effective information and past expertise sharing amongst 
the participants to avoid premature converging. Additionally, LEA is incorporated to boost the 
search procedure by evading local optimization. The single-diode-model (SDM) and Double- 
diode-model (DDM) are two different equivalent circuits that are used for obtaining the un-
identified parameters of the PV. Applied to KC-200, Ultra-Power-85, and SP-70 PV modules, FO- 
KOA is compared to the original KOA technique and contemporary algorithms. Simulation results 
demonstrate FO-KOA’s remarkable average improvement rates, showcasing its significant ad-
vantages and robustness over earlier reported methods. The proposed FO-KOA demonstrates 
exceptional performance, outperforming existing algorithms by 94.42 %–99.73 % in optimizing 
PV cell parameter extraction, particularly for the KC200GT module, showcasing consistent su-
periority and robustness. Also, the proposed FO-KOA is validated of on SDM and DDM for the 
well-known RTC France PV cell.   

1. Introduction 

The sun became the initial source of energy to produce heat and light, demonstrating the beginning of energy on Earth. The 
discovery of fire caused a revolution afterward; it was utilized for a variety of purposes such as cooking and as a source of heat and light 
as well. An industrial revolution was sparked by the discovery of fossil fuels, whose production from 1800 to 2009 averaged 93.467 
million tonnes of oil equivalent each decade. The most prevalent fossil fuels are oil, coal, and natural gas, which when burned produce 
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the hazardous gas carbon dioxide (CO2), with global CO2 emissions from 1965 to 2021 with a total of 33884.06 (Metric tons of CO2) 
MTCO2. As the demand for clean and renewable energy continues to rise, the integration of distributed generation systems, particularly 
photovoltaic (PV) sources, into distribution systems has gained significant attention [1]. 

The single-diode-model (SDM) [2] and double-diode-model (DDM) [3] are just some of the examples of the multiple electrical 
models that have been studied in the literature. They will all be discussed in more detail in the following section. The primary problem 
is resolving the nonlinear equation provided by those models and figuring out its unidentified parameters; there are various methods of 
various kinds in the literature. There are analytical methods for figuring out the unknown parameters that rely on mathematical 
formulae [4]. The various techniques for accurately obtaining the evaluation parameters for PV models can be roughly categorized into 
analytical methods and Natural-inspired metaheuristics. The Newton-Raphson [5] and the Lambert W function [6] are examples of 
analytical methods. Natural-inspired metaheuristics (NiMH) are similar to a black box without any limits on the issue formulation, 
which enables them to successfully solve optimization and evaluation problems. This gives NiMH certain advantages over other ap-
proaches. NiMH has applications in numerous fields. Therefore, in recent years, researchers have utilized a variety of NiMH to address 
the parametric issues associated with solar PV cell models [7]. 

The modeling and performance forecasting in renewable energy technologies greatly benefit from the integration of artificial 
intelligence (AI) [8]. It plays a pivotal role in PV systems by leveraging its modeling and performance forecasting capabilities. Its 
applications range from optimizing energy generation and consumption to predictive maintenance, fault detection, and grid inte-
gration [9,10]. The integration of AI empowers stakeholders to make data-driven decisions and drives continuous advancements in PV 
technology, ultimately enhancing the efficiency, reliability, and sustainability of PV systems [11]. 

An enhanced augmented mutation Harris Hawk Optimizer (AMHHO) was proposed by Ridha et al. [12] to produce a model that is 
more stable and effective and to precisely measure the parameters of the PV system ground. The suggested approach can accelerate the 
algorithm’s convergence to accurately evaluate the solar cell ground simulation parameters. The adversarial-based exploratory 
technique and chaotic drift mechanism have been added to HHO by Chen [13]. In Ref. [14], the moth flame method (MFO) has been 
illustrated to parameter identification of PV modules by adding a mechanism to improve global convergence and local mining ca-
pabilities which results in exceptional performance in the PV SDM and DDM designs. The enhanced Harris hawk algorithm 
(CCNMHHO) has been utilized by Liu et al. [15] to determine the solar model parameters. To assess the unknown parameters for SDM 
and DDM, Chen et al. [16] suggested an improved sine cosine technique called ISCA. Using the improved ant-lion optimizer (IALO), Wu 
et al. [17] suggested a method for parameter evaluation. IALO had successful outcomes with the photovoltaic model. 

In order to address the challenge of estimating parameter values for the improved PV modules with SDM and DDM, this research 
incorporates the QUATRE method with recombination mechanism (RQUATRE) [18]. This addresses the tendency to trap in the nearby 
extremum and the issue of the slow rate of convergence accuracy of the QUATRE algorithm. The precise constituent PV module pa-
rameters have been extracted by combining the Newton Raphson performance approach with Drone Squadron optimization [19]. In 
order to estimate the unidentified parameters of SDM and DDM, this study in Ref. [20]modified the squirrel search algorithm by 
minimizing the RMSE. The fractal maps improved the Harris Hawks optimization algorithm in Ref. [21], resulting in the proposal of a 
new method called FCHHHO and applied on PWP PV module and the RTC France solar cell. Modelling and parameter analysis are 
carried out with manufacturer datasheet requirements with respect to variations in solar irradiation and ambient temperature. The PV 
module TRINA TSM-295’s ideal parameters are discovered using the suggested method [22]. By employing local escape operators, the 
study in Ref. [23] enhanced the moth flame algorithm’s exploration operator and population diversity. Compared to other methods, 
this algorithm could produce excellent results, but it needed a large number of function evaluations. By employing quadratic inter-
polation to speed up convergence and a local search technique to prevent stagnation into local minima, Qaraad et al. in Ref. [24] 
enhanced the particle swarm optimization. This enhanced version, known as QPSOL, was used to ascertain the unknown parameters of 
SDM and DDM. 

The adaptive variational particle swarm optimizations (PSO) technique was suggested by Merchaoui et al. [25,26] for determining 
the unidentified parameters of various photovoltaic models and optimizing the best parameters for solar models in different cir-
cumstances. Jiao et al. [27] employed generalized opposition-based learning (GOBL) techniques and orthogonal learning (OL) to 
precisely and effectively assess the solar cells’ parameters of PV modules. In order to choose the best design options, Ridha et al. [28] 
offered an in-depth investigation based on multi-objective optimization and multi-criteria methodologies on stand-alone PV system 
design. To solve the parameter identification problem for solar cells, Abbassi et al. [29] suggested an improved algorithm based on the 
Salp swarm algorithm that uses an opposition-based learning approach. Even though NMiH and its variations outperform deterministic 
methods in terms of solution quality and speed, they have some disadvantages. To start, the technique’s convergence speed could be 
improved. In addition, the method is slightly specialized, and its high performance is only limited to specific types of optimization 
challenges, which restricts their application areas. 

Kepler Optimization Algorithm (KOA) is a novel comprehensive optimization framework that emulates diverse principles based on 
Kepler’s concepts [30]. The KOA is designed to enhance the efficiency of exploration and exploitation within the search space by 
simulating the dynamic distances of candidate solutions (planets) from the sun at different points in time. In this algorithm, each planet 
represents a candidate solution concerning the sun, and its position is randomly altered throughout the optimization process. It was 
effectively applied to solve the economic dispatch with heat optimization in power systems [31]. This study introduces a novel 
approach by leveraging the SDM and DDM to extract PV components with unknown parameters. The fitness function evaluates the 
root-mean-square error between the partially estimated model current and experimental values. 

The key innovation lies in the development of an advanced Fractional Order Kepler Optimization Algorithm (FO-KOA), integrating 
Fractional Order (FO) elements with the KOA. FO-KOA introduces FO without relying on intricate derivative solutions, enabling it to 
efficiently scan for high-quality solutions in the local region. This enhancement significantly improves the local search capability and 
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solution accuracy of the algorithm. To further balance algorithmic exploration and exploitation, this work incorporates the Local 
Escaping Approach (LEA) method. This addition boosts population diversity, preventing the algorithm from converging to a local 
optimum prematurely. The synergistic interplay between FO and LEA empowers FO-KOA with a reasonable split between the 
exploration and exploitation phases, enhancing its overall performance. To demonstrate the algorithm’s efficacy, FO-KOA is tested 
against more sophisticated algorithms on the SDM, DDM, and PV models. Excellent outcomes are demonstrated by FO-KOA through 
experimental study. 

In brief, the following points are the primary contributions of this paper.  

⁃ A revolutionary enhanced FO-KOA is introduced in this paper.  
⁃ The proposed FO-KOA has significant advantages and robustness over earlier reported results for both PV modules.  
⁃ The algorithm’s performance is enhanced by the method using the ideas of FO and LEA, where the FO mechanism enhances the 

diversity and speed of intelligence, and the LEA finds better high-quality solutions in local areas.  
⁃ The SDM and DDM test the algorithm’s effectiveness, where there is an excellent match between the simulated and real data. 

This document is organized in the following way: The problem definition is presented in Section 2. The proposed new FO-KOA is 
described entirely in Section 3. Section 4 thoroughly examines the experimental findings and confirms the effectiveness of FO-KOA. 
The conclusion for this work is discussed in Section 5. 

2. Problem formulation of solar PV parameters extraction 

The mathematical modeling of PV modules, which are SDM and DDM frameworks, are covered in this section. Beyond that, a 
discussion of the objective function is employed to resolve the parameter determination issue for the mentioned PV models [32]. 

2.1. SDM 

The SDM can be easily designed as can be observed in Fig. 1 when the solar cell is considered as an internal parallel circuit. 
As illustrated in Fig. 1, the symbol (I) represents the circuit’s overall output current [33]. The symbol (Iph) stands for photocurrent, 

Id for diode current, and the output current (I) can be described as developed in the following equation [34]: 

I= Iph − IP − Id1 (1) 

The IP represents the shunt resistor current can be estimated throughout the following equation [35]: 

IP =
I ⋅ RS + V

RSh
(2)  

where RSh is shunt resistance, RS is Series resistance and V indicates the output voltage. Id1 illustrates the diode current and can be 
mathematically calculated by Eq. (3) [35]. 

Id1 = IS1

[

exp
(

I ⋅ RS + V
η1 ⋅ Vthr

)

− 1
]

(3)  

where η1 denotes the diode ideal factor, Is1 signifies the diode reverse saturation current, and Vthr is the junction thermal voltage that 
can be described in Eq. (4) [36]. 

Vthr =
KB ⋅ T

qc
(4) 

Fig. 1. Representation of SDM circuit.  
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where KB denotes Boltzmann’s constant (1.380653 × 10− 23J/K), qc indicates the electron charge of 1.60217646 × 10− 19C and T 
indicates temperature in kelvin. In conclusion, the relationship between the output current and other diverse parameters is developed 
in Eq. (5) by combining the above formulas [37], 

I= Iph − IS1

[

exp
(

I ⋅ RS + V
η1 ⋅ Vthr

)

− 1
]

−
V

Rsh
−

I ⋅ RS

Rsh
(5) 

It can be observed from Eq. (5) that there are five variables (Is1, Iph, Rsh, Rs, and η1) which require extraction in SDM. 

2.2. DDM 

The DDM is developed to overcome the loss of compound currents in the SDM. To illustrate, Eq. (25) manifests the calculation of the 
total current in the equivalent circuit that depicted in Fig. 2 [38]. 

I= Iph − ISh − Id1 − Id2 (6) 

The relationship between the output voltage, output current and other diverse parameters in the DDM is developed in Eq. (7) by 
combining the above formulas [38], 

I= Iph − IS1

[

exp
(

I ⋅ RS + V
η1 ⋅ Vthr

)

− 1
]

− IS2

[

exp
(

I ⋅ RS + V
η2 ⋅ Vthr

)

− 1
]

−
V

Rsh
−

I ⋅ RS

Rsh
(7)  

where η1 and η2 denotes the ideal factor of both diodes, Is1 and Is2 signify the first and second diode reverse saturation current. 
It can be observed from Eq. (7) that there are seven variables (Is1, Is2, Iph, Rsh, Rs, η1 and η2) which require extraction in DDM. 

2.3. PV modules handling 

The structure of the photovoltaic module model is more complex, mainly composed of multiple solar cells connected in series or in 
parallel. The output current illustrated in the equivalent circuit of the PV module model can be described as depicted in Eq. (8) [39]. 

I=Np

⎛

⎜
⎜
⎜
⎝

Iph − IS1

[

exp
(

1
η1 ⋅ Ns ⋅ Vthr

×

(
V
Np

+
I ⋅ Ns ⋅ RS

Np

))

− 1
]

− IS2

[

exp
(

1
η2 ⋅ Ns ⋅ Vthr

×

(
V
Np

+
I ⋅ Ns ⋅ RS

Np

))

− 1
]

⎞

⎟
⎟
⎟
⎠

−
1

Ns ⋅ Np ⋅ Rsh
×

(
V
Np

+
I ⋅ Ns ⋅ RS

Np

)

(8)  

where NS and NP demonstrate the number of series and parallel solar cells, respectively. 

2.4. Objective model 

The objective of the function can be the difference between the experimental current and the output calculated current in the 
established model [40]. The goal of this study is to reduce the RMSE, which is characterized as [41]: 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
P ⋅ N

(
∑PN

K=1

(
IK
cal

(
VK

exp, x
)
− IK

exp

)2
)√

√
√
√ (9)  

where Vexp
K and Iexp

K refer to the observed voltage and current, whilst PN represents the measured data points number. Furthermore, the 
symbol (x) reveals the PV identification parameter problem which relates to looking for a solution that minimizes the objective 
function in the solution space. 

Fig. 2. Representation of the DDM circuit.  
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3. Proposed FO-KOA for PV parameters extraction 

3.1. Standard KOA 

Within KOA, every planet performs as a potential solution, whose position is randomly modified in respect to the Sun, which stands 
for the ideal solution, throughout the optimization process [30,42]. In light of this, the fundamental equation states that, at startup, a 
number of planets of (NS) will be allocated at randomly in d dimension, representing the variables that make up the decision of an 
optimization problem [30]: 

X→m,n(0)= X→n,l + qa ×

(

X→n,u − X→n,l

)

,m=1 : NS; n=1 : d (10)  

where Xm,n represents the solution regarding every planet, and qa is a randomly generated value having a value spectrum of 0–1. Xn,l 
and Xn,u comprise the corresponding lowest and highest limiting values, respectively. 

Next, we measure each object’s velocity according to its position with regard to the Sun position (XSUN) as follows [42]: 

Vym(t)=

⎧
⎪⎪⎨

⎪⎪⎩

qb ×

(

X→1 − X→m

)

× H + W→2 × F ×
(
1 − Rm,norm(t)

)
× q→c

(

qd X→m,u − X→m,l

)

if Rm,norm(t) > 0.5

ρ
(

2qb X→m − X→2

)

− ρ∗

(

X→2 − X→1

)

+ W→1 × F ×
(
1 − Rm,norm(t)

)
× q→c

(

X→m,u − X→m,l

)

Else
(11)  

where H, ρ and ρ* can be defined as follows [42]: 

H=
[
(mm + MSUN) × μ(t) ×

⃒
⃒
⃒2 × (Rm(t) + ε)− 1

− (am(t) + ε)− 1
⃒
⃒
⃒

]0.5
(12)  

ρ=W→×H ×
(

qe ×
(

1 − qf

)
+ qf

)
(13)  

ρ∗ =
(

1 − W→
)
×H ×

(
qe ×

(
1 − qg

)
+ qg

)
(14)  

Where the mth object position is represented by Xm and its running velocity at time t is described by Vym(t); a vector form is indicated 
by symbol →; W, W1, W2 are typically randomly generated numbers chosen from the range of {0,1}; qa, qb, qc, qd, qe and qf have become 
randomised uniformly distributed numbers between the boundaries of [0,1]; F gets a numerical number that has been selected at 
random inside band {-1,1}; A small value called ε is employed to prevent divide-by-zero errors; MSUN and mm, correspondingly, stand in 
for the masses of XSUN and Xm while X1 and X2 have been chosen at random alternatives picked from the total solutions; The general 
gravitational constant is represented by the symbol μ(t). At any given time t, the distance between each object Xm and XSUN is rep-
resented by Rm(t) while the semimajor axis of the object m’s elliptical orbit at that time is indicated by am as follows [30]: 

am(t)= qg ×

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(mm + MSUN) × OIm
2 × μ(t)

4π2

3

√

(15)  

where OIm, that originated via the normal distribution, represents the orbital interval for every mth object. Normalising the Euclidian 
distance between XSUN and Xm is indicated by the symbol Rm,norm(t), which can be explained as follows [30]: 

Rm,norm(t)=
Rm(t) − Rmin(t)

Rmax(t) − Rmin(t)
(16) 

During the rotation around the Sun, objects move temporarily nearer to and eventually farther from the Sun. KOA uses two main 
steps to depict this behaviour: exploration and exploitation. KOA looks for better solutions close to the Sun and also tries out new ideas 
from places farther away. To do this, it adjusts the positions of objects that are far from the Sun like this [42]: 

X→m(t+1)= X→m(t)+ FL× Vy̅→m(t)+ (Fgm(t)+ |r|) ×W→×

(

X→SUN(t) − X→m(t)
)

(17)  

where Xm(t +1) denotes the upgraded position of the mth planet at time t+1 and FL represents a flag used to change the searching 
orientations. The attractive gravitational force between XSUN and Xm is represented by the symbol Fgm which is estimated by Ref. [42]: 

Fgm(t)= ei × μ(t)×

(

M→SUN,norm × m→m,norm

)

Rn̅→m
2
+ ε

+ qh (18)  

where em denotes the eccentricity of each orbiting planet (m) while MSUN, norm and mm,norm denote the normalised quantities of MSUN 
and mm, corresponding to the masses of XSUN and Xm, accordingly as follows [42]: 
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M→SUN,norm = qb × (fitnessSUN(t) − worst(t))
/
(
∑NS

k=1
(fitnessk(t) − worst(t))

)

(19)  

m→m,norm =(fitnessm(t) − worst(t))
/
(
∑NS

k=1
(fitnessk(t) − worst(t))

)

(20) 

Additionally, Rnm denotes the normalised value of Rm, which essentially represents the Euclidian distance [30]: 

Rnm(t)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑d

m=1
(XSUN(t) − Xm(t))2

√
√
√
√ (21)  

where the choice for a solution featuring the greatest fitness grade is shown by worst(t), qb represents a randomly selected integer 
between 0 and 1 that is used to separate the masses of several planets. The function μ(t) is given by the following description. Its 
function governs the precision of searches by declining exponentially over time (t) [30]. 

μ(t)= μo × e− α t
Tmax (22)  

where α stands for a constant, μo for the initial value, t for the current iteration, and Tmax for the maximum number of iterations. 
KOA will focus on enhancing the exploitation where planets come close to the Sun, and it will enhance the exploration driver 

whenever the Sun gets farther away. The mathematical expression of this concept can be applied as follows to further improve both 
operators [30]: 

Fig. 3(a). Standard KOA Flowchart.  
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X→m(t+1)=W→1 × X→m(t)+

⎛

⎜
⎜
⎜
⎝

X→Z(t)+
1

e

(

q×

(

1+

(

− 2− t
Tmax

)

×qy

))×

(

X→Z(t) − X→2(t)
)

⎞

⎟
⎟
⎟
⎠

×

(

1 − W→1

)

(23)  

X→Z(t)=
X→m(t) + X→SUN + X→1(t)

3
(24)  

where q is an unknown number generated by the normal distribution. 
Using an elitist method, the final phase, elitism, guarantees the best positions for the planets and the Sun as follows [42]: 

X→mNew (t+ 1)=

⎧
⎨

⎩

X→m(t + 1) if finess
(

X→m(t + 1)
)
≤ finess

(
X→m(t)

)

X→m(t) Else
(25) 

The main steps of the typical KOA are shown in Fig. 3(a). 

3.2. Proposed FO-KOA 

The previously mentioned KOA typically uses two different updating algorithms to estimate the planet locations which are 
exploration approach via Equation (24) and exploitation technique via Equation (17), as illustrated in Fig. 3(a). A contrast involving 
two arbitrary numbers {q, q1} is used to execute the exchange between both techniques. The transferring process roughly corresponds 
to an equal method. Consequently, the exploitation approach will activate using roughly half of the answers for each iteration starting 
at the beginning of the iteration trip. To boost its search efficiency, this section presents a ground-breaking augmented Fractional Order 
KOA (FO-KOA). The primarily engaged change employs a fractional order element to achieve effective information and past expertise 
sharing amongst the participants with the goal of avoiding premature converging. Added to that, the Local Escaping Approach (LEA) 
[42] has been incorporated to boost the search procedure by evading local optimization. 

Every object’s variation between its entirely created and present locations has the potential to be numerically approximated in the 
manner shown below for the purpose to include the fractional order element [43]: 

X→m(t+1)= X→m(t) +

⎡

⎣

⃒
⃒
⃒
⃒
⃒
⃒

∑L

k=1
(− 1)k Γ(ζ + 1) × X→m(t − kT)

Γ(k + 1) × Γ(ζ − k + 1)

⃒
⃒
⃒
⃒
⃒
⃒

⎤

⎦

Fractional order element

if t>3 (26)  

where T is the sample interval, and ζ is generally a real number, called the fractional-order. 
The stored data and hereditary parts of the motivated response have been described in the process to expedite the exploration 

strategy based on the framework that is suggested. Each of the possible solutions employed memories when relocating an object in 
accordance with the combined strategy, and the revised positions of each object may be calculated and simplified as follows [43]: 

Ob
̅→

i(t+1)= Ob
̅→

i(t) +
[FOE1 × Obi(t) + FOE2 × Obi(t − 1) + FOE3 × Obi(t − 2)FOE4 × Obi(t − 3)]

Fractional order element if t>3 (27)  

FOE1 =
1
1!

ζ (28)  

FOE2 =
1
2!

ζ(1 − ζ) (29)  

FOE3 =
1
3!

ζ(1 − ζ)(2 − ζ) (30)  

FOE4 =
1
4!

ζ(1 − ζ)(2 − ζ)(3 − ζ) (31) 

As mentioned in Eq. (27), this approach does not provide any additional benefit if the current iteration exceeds three. Reliance on 
past memories is the root of this syndrome. 

Additionally, a LEA is being added to improve the procedure of searching by avoiding local optimization, which could change some 
planets’ locations during every iteration. To do so, Eq, (32) is proposed as follows: 

X→m(t+1)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

X→m(t) + ϕ1

(

β1 X→SUN − β2 X→1

)

+
1
2
× β2ϕ2σ1 ×

(

X→2 − X→3

)

if qo < 0.5

X→SUN + ϕ1

(

β1 X→SUN − β2 X→1

)

+
1
2
× β2ϕ2σ1 ×

(

X→2 − X→3

)

Else
if qp < Qw (32) 
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where Qw is a probabilistic variable that controls LEA stimulating. qo and qp represent arbitrarily quantities in the interval [0, 1]; ϕ1 and 
ϕ2 are randomized numbers in the range [-1; 1]; and X1, X2, and X3 represent various randomly chosen solutions. Additionally, σ1, β1, 
and β2 are randomised numbers generated adaptively, similar to Ref. [42]. The main steps of the proposed FO-KOA are shown in Fig. 3 
(b). 

4. Simulation results and discussions 

This part studies the KC200GT, the Ultra 85-P PV panel, SP70 and RTC France cell using the proposed FO-KOA and KOA techniques. 
The first module is Kyocera type KC200GT (multi-crystalline), where 54 series-connected cells have currents of 8.21 A and 7.61 A at SC 
and MP, respectively, and voltages of 32.90 V and 26.30 V at OC and MP, respectively. This module has a 200 W MP rating. Fifteen sets 
of related I and V values for the KC200GT make up the actual dataset points. The second module is the commercialized module Ultra 
85-P, where this panel, which consists of 36 monocrystal-line PV cells connected in series, has a maximum output of 85 W at STC with a 
tolerance of 5 %. This module has an efficiency of 13.4 % and a fill factor of 70.3 %. A 20 A series fuse is used to protect this panel, 
which is 120.0 cm in length, 52.70 cm in width, and 3.40 cm in depth. It weighs 7.5 kg. The complete datasheet for this module is 
accessible at [44]. The third module is SP 70 (monocrystalline), with a power rating of 70 W. This unit has 36 cells connected in series 
to create a total current of 4.70 A SC, and 4.24 A at MP, with voltages of 21.4 V at OC and 16.5 V at MP. The fourth testing study is the 
well-known solar cell - RTC France solar cell. 

The selection of the Kyocera KC200GT, Ultra 85-P, and SP70 PV modules in this study is driven by specific considerations. At first, 
they are widely utilized in solar energy applications, making them a representative choice for analysis, as they are highly relevant and 
applicable to real-world scenarios. Second, they serve as a benchmark for evaluating the optimization algorithms against other state- 
of-the-art optimization algorithms. This benchmarking approach enables a thorough assessment of the proposed algorithm’s efficacy in 

Fig. 3 (b). Proposed FO-KOA Flowchart.  
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comparison to existing methods [45–54]. Third, they are distinguished with diversity in technology offering diversity in the char-
acteristics and parameters of the photovoltaic systems under investigation. 

For the four solar systems under consideration, Table 1 shows the lower and upper limits of the parameters. Eight case studies are 
elaborated in this study to show the ability of the proposed FO-KOA to obtain the PV cell parameters. 

4.1. Application for the KC 200 PV module 

4.1.1. Case 1: the SDM (KC 200 PV module) 
In this case, the proposed FO-KOA and the KOA are used to extract the SDM parameters of the Kyocera KC200GT PV Module. 

Table 2 displays the five unidentified SDM parameters for which each algorithm’s optimal results were attained during the experiment. 
The findings demonstrate the superior competitiveness of the proposed FO-KOA over the KOA and comparative algorithms. Specif-
ically, the FO-KOA earned the best RMSE value (7.5359 E− 04) while the conventional KOA achieved an RMSE of 1.3513025 E− 2. This 
improvement amounts to 94.43 % of the changes in the FO-KOA that were suggested for this case. Furthermore, the table exhibits the 
PV extracted electrical parameters using the reported optimization optimizers which are HEAP Optimizer [46], multi-verse optimizer 
(MVO) [48], an Enhanced MPA (EMPA) [46] neighborhood scheme-based Laplacian MBA (NLBMA) [49], Forensic-Based Investigation 
Optimizer (FBI) [50], Hybrid Firefly and Pattern Search (HFAPS) [51], particle swarm optimization (PSO) [52], Barnacles Mating 
Optimizer (BMA) [53], Equilibrium Optimizer (EO) [46], Lightning Attachment Procedure Optimization (LAPO) [54], Classified 
perturbation mutation PSO (CPMPSO) [55], Jellyfish Search (JFS) Optimizer [46], Ant Lion Optimizer (ALO) [56], Growth optimizer 
(GO) [57], flexible PSO (FPSO) [2], Marine Predator (MPA) Algorithm [46], hybrid PSO–GWO algorithm (PSOGWO) [58], and 
Enriched Harris Hawks optimization (EHHO) [13]. Besides, this table signifies the estimated parameters of (FO-KOA and KOA) which 
are (8.21587363 A and 8.177105972 A), (0.00481849 Ω and 0.00467622 Ω), (6.41929739 Ω, 41.84111455 Ω), (2.7002E-02 μA and 
5.16881E-02 μA), and (1.21470625 and 1.256166834), for the photo-current, series, shunt resistances, saturation current for d1, and 
ideality factor for d1, respectively. Moreover, this table expresses the electrical parameters obtained using other inspiring optimizers. 

In Fig. 4, the convergence curves are displayed. As illustrated in this figure, the FO-KOA converged quite quickly in the first 80 
iterations which shows the great ability of FO-KOA to converge. Moreover, Fig. 5 illustrates the KOA and FO-KOA boxplot of the thirty 
obtained RMSE objectives for Case 1. As shown, the proposed FO-KOA exhibits notable advancements in all measured aspects. Spe-
cifically, in terms of the mean value, the FO-KOA achieves a reduction from 0.018033335 to 0.006127644, marking a substantial 
66.02 % enhancement. Similarly, the worst value sees a significant improvement, decreasing from 0.026026056 with KOA to 
0.009882305 with FO-KOA, representing a 62.03 % reduction in error. The FO-KOA also excels in maximizing performance, with the 
standard deviation dropping from 0.003427786 to 0.002178863, showcasing a 36.44 % decrease in error. It can be observed that the 
RMSE of FO-KOA is between [7.5359 E− 04 to 1.1 E− 02], whilst the RMSE of KOA is between [1.5 E− 02 to 2.6 E− 02]. As a result, the 
proposed FO-KOA obtained the best value, showing that FO-KOA has more stability than KOA as well as higher precision and reliability 
in its comparison process for finding SDM parameters. The FO-KOA’s identification of the SDM’s correctness can be trusted. 

4.1.2. Case 2: the DDM (KC 200 PV module) 
In this case, the proposed FO-KOA and the KOA are used to extract the DDM parameters of the Kyocera KC200GT PV Module. 

Table 3 displays the seven unidentified DDM parameters for which each algorithm’s optimal results were attained during the 
experiment. The results reveal that the proposed FO-KOA has excellent competitiveness in contrast to the KOA and the comparison 
algorithms, where the proposed FO-KOA obtained the best RMSE value (3.53 E− 04) while the conventional KOA achieved an RMSE of 
1.0554 E− 2. This improvement amounts to 96.65 % of the changes in the FO-KOA that were suggested for Case 2. Furthermore, the 
table exhibits the PV extracted electrical parameters using the reported optimization optimizers which are HEAP Optimizer [46], LAPO 
[54], an EMPA [46], NLBMA [49], FBI [50], PSO [52], BMA [53], EO [46], JFS [46], Gorilla Troop Optimizer (GTO) [46], GO [57], 
MPA [46], and PSOGWO [58]. 

Besides, this table signifies the estimated parameters of (FO-KOA and KOA) which are (8.216025 A and 8.205861 A), (0.00487 Ω 
and 0.004642 Ω), (6.500292 Ω, 8.576525 Ω), (5.49E-02 μA and 4.56E-02 μA), (4.16E-03 μA and 1.67E-01 μA), (1.328864 and 
1.248949), and (1.133816 and 1.768874), for the photo-current, series, shunt resistances, saturation current for (d1 and d2) and 
ideality factor for (d1 and d2), respectively. Moreover, this table expresses the electrical parameters obtained using other inspiring 
optimizers. 

In Fig. 6, the convergence curves are displayed. As illustrated in this figure, the FO-KOA converged quite quickly in the first 75 
iterations which shows the great ability of FO-KOA to converge. Additionally, Fig. 7 illustrates the KOA and FO-KOA boxplot of the 

Table 1 
The boundaries range for investigating solar cell parameters.  

Parameter KC200GT Ultra 85-P PV panel SP70 RTC France 

Lower Upper Lower Upper Lower Upper Lower Upper 

Iph (A) 0 10 0.00 10.00 0 55 0.00 10.00 
IS1 and IS2 (μA) 0 10 0.00 10.00 0 1 0.00 10.00 
η1 and η2 per cell 1 2 1.00 2.00 1 2 1.00 2.00 
RS (Ω) 0 0.5 0.00 2.00 0 0.5 0.00 2.00 
RSh (Ω) 0 100 0.00 100.00 0 100 0.00 100.00  
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thirty obtained RMSE objectives for Case 2. This comparison reveals substantial improvements in tilizing the proposed FO-KOA in 
various performance metrics. Specifically, the minimum value attained by the FO-KOA significantly decreases from 0.010554145 with 
KOA to 0.000352854, indicating an impressive 96.66 % enhancement. Furthermore, the mean value experiences a notable reduction, 
declining from 0.023922447 with KOA to 0.006691447 with FO-KOA, showcasing a substantial 72.03 % improvement. In terms of 
maximizing performance, the FO-KOA also demonstrates superiority, with the maximum value decreasing from 0.03834529 to 
0.019134773, resulting in a 50.10 % reduction in error. Moreover, the standard deviation sees a considerable decrease from 
0.006767701 with KOA to 0.004469515 with FO-KOA, indicating a 33.96 % improvement. These results underscore the significant 

Table 2 
Extracted PV cell Parameters based on FO-KOA versus KOA and other reported techniques applied on of KC200GT for Case 1.  

Algorithm Iph(A) IS1(μA) η1 RSh(Ω) Rs(Ω) RMSE 

FO-KOA 8.21587363 2.7002E-02 1.21470625 6.41929739 0.00481849 7.54E-04 
KOA 8.177105972 5.16881E-02 1.256166834 41.84111455 0.00467622 1.35E-02 
MPA [46] 8.184927 7.94459E-02 1.285180059 92.14823504 0.004537611 1.49E-02 
FBI [50] 8.217030039 2.72156E-02 1.215208065 6.235899986 0.004814219 9.88E-04 
EO [46] 8.209153 2.85E-02 1.218068 7.714703 0.004815 2.89E-03 
JFS [46] 8.193182 4.72E-02 1.250052 14.97462 0.004679 9.48E-03 
GO [57] 8.192967 4.31808 E− 02 1.244346 15.103921 0.004710 8.52E-03 
CPMPSO [55] 8.21689146 0.00224195 1.07641028 763.535149 0.34381405 1.54E-03 
EHHO [13] 8.2224 0.000001 80.6915 1806.0252 0.1835 5.95E-02 
PSO [52] 8.2027 2.8852 1.6052 33.8855 0.0019 1.02E-01 
FPSO [2] 8.2186 0.001436 56.9854 130.2813 0.2409 2.82E-02 
HEAP [46] 8.200974 4.49E-02 1.246924 11.87468 0.004696 7.43E-03 
LAPO [54] 8.2155 8.1491 1.7258 5.0000 0.001 1.38E-01 
HFAPS [51] 8.1992 0.154161 74.5795 1448.2590 0.2396 4.99E-02 
PSOGWO [58] 8.2132 9.6768 1.7463 38.8968 0.0011 1.27E-01 
MVO [48] 8.2527 0.063908 69.2388 134.4813 0.1341 8.38E-02 
NLBMA [49] 8.1467 0.0022 1.0839 5.0000 0.0045 3.36E-02 
BMA [53] 8.1950 3.1015 1.6130 100.0000 0.0019 1.02E-01 
EMPA [46] 8.21195 3.59E-02 1.232551 7.560713 0.004742 3.85E-03  

Fig. 4. KOA and FO-KOA Converging curves for Case 1.  

Fig. 5. KOA and FO-KOA Boxplot of the thirty acquired RMSE objective for Case 1.  
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advancements achieved by the FO-KOA over the conventional KOA. 
While it’s acknowledged that algorithms like Artificial Hummingbird Algorithm (AHA) [45] has shown promise in solving PV 

modules extraction problem. In this paper, AHA sowed better performance compared to Teaching learning studying-based optimizer 
(TLSBO), African vultures optimizer (AVO) and Tuna swarm optimizer (TSO). Through the comparison between the proposed FO-KOA 
and the reported results of [45], the proposed FO-KOA demonstrates better performance. Specifically, the mean value experiences a 
notable reduction of 30.87 % compared to the AHA, declining from 9.68E-03 to 0.006691 with FO-KOA. Also, the proposed FO-KOA 
showcases a substantial 57.62 % improvement compared to the TLSBO which acquired a mean value of 1.58E-02. In comparison to the 
AVO, the FO-KOA also demonstrates superiority resulting in a 79.17 % reduction in RMSE. Moreover, the proposed FO-KOA achieves a 
considerable decrease from 4.29E-02 with TSO to 0.006691with FO-KOA, indicating an 84.4 % improvement. 

Table 3 
Extracted PV cell Parameters based on FO-KOA versus KOA and other reported techniques applied on KC200GT for Case 2.  

Algorithm Iph(A) Rs(Ω) RSh(Ω) IS1(μA) IS2(μA) η1 η2 RMSE 

FO-KOA 8.216025 0.00487 6.500292 5.49E-02 4.16E-03 1.328864 1.133816 3.53 E− 04 
KOA 8.205861 0.004642 8.576525 4.56E-02 1.67E-01 1.248949 1.768874 1.0554E-02 
GTO [46] 8.216007 0.00485 6.517429 2.07E-02 7.49E-01 1.199424 1.966626 3.736E-04 
LAPO [54] 8.2000 0.0015 96.4369 2.5285 0.1000 1.6147 1.9852 1.1696E− 1 
EMPA [46] 8.030514 0.033369 27.27485 4.25E-02 3.48 1.380775 1.351166 2.425 E− 03 
GO [57] 8.193643 0.004689 16.378287 6.01244 E− 02 4.57891E-02 1.832451 1.248347 9.049475 E− 03 
MPA [46] 8.030354 0.032728 30.53537 2.62 4.25 1.067697 1.372776 2.505 E− 03 
PSO [52] 8.2000 0.0010 49.0582 0.0010 0.1000 1.2801 1.7522 1.2970E− 1 
BMA [53] 8.2000 0.0012 100.0000 0.0010 9.4407 1.3396 1.7449 1.2492E− 1 
JFS [46] 8.030293 0.033339 28.17502 2.35 1.19 1.356141 1.346628 2.426 E− 03 
HEAP [46] 8.030409 0.033326 28.33547 3.56 0 1.353583 1.354422 2.428 E− 03 
NLBMA [49] 8.2000 0.0010 49.0582 0.0010 0.1000 1.2801 1.7522 3.3043E− 2 
PSOGWO [58] 8.2000 0.0013 97.9874 0.0010 8.1150 1.3240 1.7260 1.2178E− 1 
EO [46] 8.03054 0.033375 27.17874 1.04 2.44 1.351035 1.35097 2.425 E− 03 
FBI [50] 8.030533 0.033336 27.29641 0.0771 3.44 1.335552 1.352567 2.425 E− 03  

Fig. 6. KOA and FO-KOA Converging curves for Case 2.  

Fig. 7. KOA and FO-KOA boxplot of the thirty obtained RMSE objective for Case 2.  
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Fig. 8 displays the I–V curve and P–V curve of the DDM of the KC 200 PV Module that are produced from the best FO-KOA 
simulation settings and the actual measurement data, respectively, in order to further represent the experimental results. This 
figure illustrates the higher precision and reliability of the FO-KOA to obtain the current and power with different voltage levels. 

Furthermore, Table 4 highlights the improvement percentage of the proposed FO-KOA in comparison with the reported techniques. 
The results presented in Table 4 demonstrate the superior performance of the proposed FO-KOA compared to several reported opti-
mization techniques for extracting PV cell parameters, particularly for the KC200GT module in Cases 1 and 2. For case 1, while KOA 
performs well with an RMSE of 1.35E-02, FO-KOA outperforms it by 94.42 %, indicating substantial enhancement. Additionally, the 
proposed FO-KOA consistently outperforms other algorithms by substantial improvement percentages, ranging from 23.73 % to 99.26 
%, demonstrating its robustness across various optimization methods. For case 2, KOA achieves RMSE of 1.06E-02, and FO-KOA 
outperforms it by 96.60 %, highlighting its consistent superiority. Also, FO-KOA exhibits higher improvement percentages over the 
others, ranging from 5.51 % to 99.73 %, emphasizing its effectiveness and reliability. 

4.2. Application for the Ultra Power 85 PV module 

4.2.1. Case 3: application for the SDM 
In this case, the proposed FO-KOA and the KOA are used to extract the SDM parameters of the Kyocera KC200GT PV Module. 

Table 5 displays the five unidentified SDM parameters for which each algorithm’s optimal results were attained during the experiment. 
Furthermore, the table exhibits the PV extracted electrical parameters using the recently developed optimizers which are the Dwarf 
mogoose optimization (DMO) [59–62] neural network optimization algorithm (NNA) [63], the zebra optimization algorithm (ZOA) 
[64] and the Mantis search Algorithm (MSA) [65]. It can be illustrated from the table that the proposed FO-KOA obtained the best 
RMSE value (0.00356316), while KOA obtained the best RMSE value (0.004583598). This improvement amounts to 22.26 % of the 
changes in the FO-KOA that were suggested for Case 3. The results reveal that the proposed FO-KOA has excellent competitiveness in 
contrast to the KOA and the comparison algorithms. Also, Fig. 9 depicts the convergence curves for the proposed FO-KOA, KOA, DMO, 
NNA, ZOA, and MSA. As shown, the proposed FO-KOA derives better performance compared to ZOA, DMO, MSA, and NNA as well. 

Moreover, Fig. 10 illustrates KOA, FO-KOA, DMO, NNA, ZOA, and MSA boxplot of the thirty obtained RMSE objectives for Case 3. It 
presents the performance metrics of various optimization algorithms, including MSA, DMO, NNA, ZOA, KOA, and the proposed FO- 
KOA. Across these algorithms, notable differences in their minimum, mean, maximum, and standard deviation values are observed. 

Fig. 8. (a)P–V curve based on FO-KOA for Case 2 
Fig. 8(b). I–V curve based on FO-KOA for Case 2. 
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For instance, the minimum error achieved by the FO-KOA stands out as the lowest among all algorithms, with a value of 0.003563162. 
Similarly, the mean error for FO-KOA is significantly lower compared to other algorithms, indicating its consistent performance in 
generating accurate solutions. Moreover, the maximum error for FO-KOA is notably lower than that of the other algorithms, suggesting 
its effectiveness in avoiding large deviations from optimal solutions. Additionally, the standard deviation of FO-KOA is remarkably 
lower than that of KOA, underscoring its improved consistency and reliability in producing solutions. It can be observed from this 
figure that the range of RMSE of FO-KOA is very small compared with KOA, DMO, NNA, ZOA, and MSA. As a result, the FO-KOA’s 
identification of the SDM’s correctness can be trusted. Based on the average obtained RMSE, the proposed FO-KOA shows improve-
ment with 3.762 %, 63.473 %, 68.373 %, 84.846 %, and 45.205 %, respectively compared to MSA, DMO, NNA, ZOA, and KOA. 

4.2.2. Case 4: application for the DDM 
In this case, the proposed FO-KOA and the KOA are used to extract the DDM parameters of the Kyocera KC200GT PV Module. 

Table 6 displays the seven unidentified DDM parameters for which each algorithm’s optimal results were attained during the 
experiment. Furthermore, the table exhibits the PV-extracted electrical parameters using the recently developed optimizers which are 

Table 4 
Percentage of improvement of the FO-KOA compared to other methods for different PV cell parameters of KC200GT for Cases 1 and 2.  

Case 1 Case 2 

Algorithm RMSE Improvement (%) Algorithm RMSE Improvement (%) 

FO-KOA 7.54E-04 – FO-KOA 3.53E-04 – 
KOA 1.35E-02 94.42 % KOA 1.06E-02 96.66 % 
MPA [46] 1.49E-02 94.93 % GTO [46] 3.74E-04 5.51 % 
FBI [50] 9.88E-04 23.73 % LAPO [54] 1.17E-01 99.70 % 
EO [46] 2.89E-03 73.91 % EMPA [46] 2.43E-03 85.44 % 
JFS [46] 9.48E-03 92.05 % GO [57] 9.05E-03 96.10 % 
GO [57] 8.52E-03 91.15 % MPA [46] 2.51E-03 85.91 % 
CPMPSO [55] 1.54E-03 51.03 % PSO [52] 1.30E-01 99.73 % 
EHHO [13] 5.95E-02 98.73 % BMA [53] 1.25E-01 99.72 % 
PSO [52] 1.02E-01 99.26 % JFS [46] 2.43E-03 85.45 % 
FPSO [2] 2.82E-02 97.33 % HEAP [46] 2.43E-03 85.46 % 
HEAP [46] 7.43E-03 89.85 % NLBMA [49] 3.30E-02 98.93 % 
LAPO [54] 1.38E-01 99.45 % PSOGWO [58] 1.22E-01 99.71 % 
HFAPS [51] 4.99E-02 98.49 % EO [46] 2.43E-03 85.44 % 
PSOGWO [58] 1.27E-01 99.41 % FBI [50] 2.43E-03 85.44 % 
MVO [48] 8.38E-02 99.10 %    
NLBMA [49] 3.36E-02 97.76 %    
BMA [53] 1.02E-01 99.26 %    
EMPA [46] 3.85E-03 80.41 %     

Table 5 
Extracted Parameters based on FO-KOA, KOA, and recently developed techniques for Case 3.  

Item ZOA DMO MSA NNA KOA FO-KOA 

Iph(A) 5.180799436 5.209587967 5.22749264 5.22741374 5.220997273 5.22751202 
Rs (Ω) 0.010118476 0.010647702 0.01107435 0.01107121 0.010937032 0.01107487 
Rsh (Ω) 23.47359277 4.952758368 3.76444247 3.77066218 3.997888277 3.76304503 
IS1 (A) 3.1682E-05 1.64942E-05 1.0112E-05 1.015E-05 1.13919E-05 1.0106E-05 
η1 1.711091626 1.624721679 1.56462094 1.56506249 1.578812397 1.56455772 
RMSE 0.013722439 0.008172571 0.0035632 0.00356342 0.004583598 0.00356316  

Fig. 9. KOA, FO-KOA, ZOA, DMO, NNA, and MSA Converging curves for Case 3.  
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DMO [59,60], NNA [63], ZOA [54], and MSA. It can be noticed that the proposed FO-KOA obtained the best RMSE value (0.00341), 
while KOA obtained the best RMSE value (0.009964). The results reveal that the proposed FO-KOA has excellent competitiveness in 
contrast to the KOA and the comparison algorithms. Otherwise, Fig. 11 illustrates the convergence curves for the proposed FO-KOA, 
KOA, DMO, NNA, ZOA, and MSA. The proposed FO-KOA obtained the best value at 450 iterations, showing that FO-KOA has more 
stability than KOA as well as higher precision and reliability in its comparison process for finding SDM parameters. As shown, the 
proposed FO-KOA derives better performance compared to ZOA, DMO, MSA, and NNA as well. 

Moreover, Fig. 12 illustrates the KOA, FO-KOA, DMO, NNA, ZOA, and MSA boxplot of the thirty obtained RMSE objectives for Case 
4. Notably, the FO-KOA achieves the lowest minimum error of 0.003409882, indicating its capability to produce highly accurate 
solutions. Moreover, the mean error for FO-KOA (0.003519205) is comparatively lower than other algorithms, suggesting its con-
sistency in generating solutions closer to the optimal solution. Additionally, the maximum error for FO-KOA (0.003567312) remains 
notably lower, signifying its effectiveness in avoiding large deviations from optimal solutions. Furthermore, the standard deviation of 
FO-KOA (4.6368E-05) is considerably smaller compared to other algorithms, indicating its stability and reliability in producing 
consistent results. As a result, the FO-KOA’s identification of the DDM’s correctness can be trusted. Based on the average obtained 
RMSE, the proposed FO-KOA shows improvement with 46.062 %, 72.764 %, 74.956 %, 86.487 %, and 74.758 %, respectively 
compared to MSA, DMO, NNA, ZOA, and KOA. 

Fig. 13 displays the I–V curve and P–V curve of the DDM of the KC 200 PV Module that are produced from the best FO-KOA 
simulation settings and the actual measurement data, respectively, in order to further represent the experimental results. This 
figure illustrates the higher precision and reliability of the FO-KOA to obtain the current and power with different voltage levels. 

4.3. Application for the SP 70 PV module 

4.3.1. Case 5: application for the SDM 
In this case, the proposed FO-KOA and the KOA are used to extract the SDM parameters of the SP 70 PV Module. Table 7 displays the 

five unidentified parameters for which each algorithm’s optimal results were attained during the experiment. It can be noticed that the 
proposed FO-KOA obtained the best RMSE value (0.00049369), while KOA obtained the best RMSE value (0.008798587). This 
improvement amounts to 94.38 % of the changes in the FO-KOA that were suggested for Case 5. The results reveal that the proposed 
FO-KOA has excellent competitiveness in contrast to the KOA. 

In Fig. 14, the convergence curves are displayed for the proposed FO-KOA, in comparison with KOA. The proposed FO-KOA ob-
tained the best value at 450 iterations, showing that FO-KOA has more stability than KOA as well as higher precision and reliability in 
its comparison process for finding SDM parameters. 

Moreover, Fig. 15 illustrates the KOA and FO-KOA boxplot of the thirty obtained RMSE objectives for Case 5. It can be observed 
from this figure that the RMSE of FO-KOA is between [4.9369 E − 04 to 5 E− 03], whilst the RMSE of KOA is between [1 E − 02 to 1.5 
E− 02]. As a result, the FO-KOA’s identification of the SDM’s correctness can be trusted. 

Fig. 10. KOA, FO-KOA, ZOA, DMO, NNA, and MSA boxplot of the thirty obtained RMSE objective for Case 3.  

Table 6 
Extracted Parameters based on KOA and FO-KOA for Case 4.  

Item ZOA NNA DMO MSA KOA FO-KOA 

Iph(A) 5.178701 5.217579 5.192576 5.225245 5.190564 5.224607 
Rs (Ω) 0.010246 0.010967 0.010186 0.011028 0.010573 0.011353 
RSh (Ω) 23.72715 4.809504 10.09142 3.894603 8.135853 4.170814 
IS1 (A) 1.87E-05 2.88E-05 4.17E-06 1.85E-07 8.26E-06 3.68E-05 
η1 1.716773 2 1.602714 1.995047 1.87516 1.988842 
IS2 (A) 1.01E-05 5.64E-06 2.46E-05 1.06E-05 1.44E-05 2.28E-06 
η2 1.669564 1.517106 1.726106 1.570357 1.61898 1.42941 
RMSE 0.013473 0.004673 0.011392 0.003621 0.009964 0.00341  
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4.3.2. Case 6: application for the DDM framework (SP 70 PV module) 
In this case, the proposed FO-KOA and the KOA are used to extract the DDM parameters of the SP 70 PV Module. Table 8 displays 

the seven unidentified DDM parameters for which each algorithm’s optimal results were attained during the experiment. It can be 
noticed that the proposed FO-KOA obtained the best RMSE value (0.00049369), while KOA obtained the best RMSE value 
(0.008798587). This improvement amounts to 94.33 % of the changes in the FO-KOA that was suggested for Case 6. The results reveal 
that the proposed FO-KOA has excellent competitiveness in contrast to the KOA. 

In Fig. 16, the convergence curves are displayed for the proposed FO-KOA, in comparison with KOA. The proposed FO-KOA ob-
tained the best value at 670 iterations, showing that FO-KOA has more stability than KOA as well as higher precision and reliability in 
its comparison process for finding DDM parameters. Moreover, Fig. 17 illustrates the KOA and FO-KOA boxplot of the thirty obtained 
RMSE objectives for Case 6. In terms of mean RMSE, KOA exhibits a value of 0.013076276, whereas FO-KOA achieves a significantly 
lower mean RMSE of 0.003027345, representing a notable improvement of 76.849 %. Similarly, for maximum RMSE, KOA registers a 
value of 0.015919347, whereas FO-KOA achieves a lower maximum RMSE of 0.005401734, resulting in an improvement percentage of 
66.068 %. Furthermore, considering the standard deviation, KOA demonstrates a value of 0.001713129, while FO-KOA exhibits a 
reduced standard deviation of 0.001341799, indicating a 21.676 % improvement. It can be observed from this figure that the RMSE of 
FO-KOA is between [1.17 E − 04 to 1 E− 03], whilst the RMSE of KOA is between [6 E − 03 to 2 E− 02]. As a result, the FO-KOA’s 
identification of the DDM’s correctness can be trusted. These findings suggest that the proposed FO-KOA algorithm outperforms KOA 
across all evaluated metrics, showcasing its enhanced accuracy, effectiveness, and reliability in optimizing solutions. 

Fig. 18 displays the I–V curve and P–V curve of the TDM of the KC 200 PV Module that are produced from the best FO-KOA 
simulation settings and the actual measurement data, respectively, in order to further represent the experimental results. This 
figure illustrates the higher precision and reliability of the FO-KOA to obtain the current and power with different voltage levels. 

4.4. Application for the RTC France cell 

The suggested FO-KOA and traditional KOA approaches are used for the RTC France cell in order to extract the unknown pa-
rameters while taking the SDM (Case 7) and DDM (Case 8) into account. Regarding this, Table 9 presents the ideal parameters derived 
from the suggested FO-KOA and traditional KOA methodologies, in that order. Additionally, for cases 7 and 8, the related KOA and FO- 
KOA converging curves are shown in Fig. 19. As can be shown, for the SDM, the minimal RMSE value of 9.8602E-04 is roughly reached 
by both the traditional KOA and the suggested FO-KOA. In contrast, the suggested FO-KOA for the DDM obtains a lower minimum 
RMSE value of 9.8249E-04 compared to the traditional KOA’s counterpart of 1.03737E-03. In light of this, the suggested FO-KOA 
outperforms the traditional KOA by 5.29 %. 

Fig. 11. Average converging curves of KOA, FO-KOA, ZOA, DMO, NNA, and MSA for Case 4.  

Fig. 12. FO-KOA, KOA, ZOA, DMO, NNA, and MSA boxplot of the thirty obtained RMSE objective for Case 4.  
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Fig. 13. (a). P–V curve based on FO-KOA for Case 4 
Fig. 13(b). I–V curves based on FO-KOA for Case 4. 

Table 7 
Extracted Parameters based on KOA and FO-KOA for Case 5.  

Item KOA FO-KOA 

Iph (A) 4.705100757 4.717085 
Rs (Ω) 0.011836263 0.01260535 
RSh (Ω) 4.372674058 3.46562637 
IS1 (A) 9.48655E-08 2.2874E-08 
η1 1.307814737 1.21087793 
RMSE 0.008798587 0.00049369  

Fig. 14. FO-KOA and KOA Converging curves for Case 5.  
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Moreover, Fig. 20 illustrates the KOA and FO-KOA boxplot of the thirty obtained RMSE objectives for Cases 7 and 8. As shown in 
Fig. 20(a), in terms of the mean RMSE, KOA yields a value of 9.96192E-04, while FO-KOA demonstrates a slightly reduced mean RMSE 
of 9.86022E-04, representing a modest improvement of 1.02089 %. Similarly, concerning the maximum RMSE, KOA shows a value of 
1.06336E-03, whereas FO-KOA achieves a notably lower maximum RMSE of 9.86022E-04, resulting in a more substantial improve-
ment percentage of 7.27281 %. The most significant enhancement is observed in the standard deviation, where KOA presents a value of 
1.55095E-05, but FO-KOA shows a substantially reduced standard deviation of 3.36377E-17, indicating a remarkable improvement of 
100 %. 

Similar findings are demonstrated from Fig. 20(b). For the mean RMSE, KOA records 0.001202742, while FO-KOA demonstrates a 
reduced mean RMSE of 0.000985042, marking an improvement of 18.100 %. Similarly, in terms of maximum RMSE, KOA shows a 
value of 0.00143898, whereas FO-KOA achieves a notably lower maximum RMSE of 0.000989039, resulting in an improvement 
percentage of 31.268 %. Noteworthy enhancements are also observed in standard deviation, with KOA presenting 0.00011956 and FO- 
KOA demonstrating a substantially reduced standard deviation of 1.55857E-06, indicating an impressive improvement of 98.696 %. 

Fig. 15. FO-KOA and KOA boxplot of the thirty obtained RMSE objective for Case 5.  

Table 8 
Extracted Parameters based on FO-KOA and KOA for Case 6.  

Item KOA FO-KOA 

Iph (A) 4.727737 4.717324 
Rs (Ω) 0.012583 0.01269 
RSh (Ω) 3.25975 3.454314 
IS1 (A) 1.84E-08 5.27E-09 
η1 1.199687 1.149514 
IS2 (A) 2.58E-07 2.95E-08 
η2 1.731166 1.297143 
RMSE 0.006197 0.000117  

Fig. 16. KOA and FO-KOA Converging curves for Case 6.  
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4.5. Analysis of non-parametric tests: t-test and Friedman’s test 

As shown previously, all the reported metrics present the FO-KOA as a promising approach for future research in this energy-saving 
optimization problem. In this section, the study is extended with the analysis of non-parametric tests considering the t-test and the 
Friedman’s test. For this purpose, the Ultra Power 85 PV module is considered via both models: the SDM (Case 3) and the DDM (Case 
4). For both models, the t-test is executed for comparing the proposed FO-KOA from one side and each other algorithm (MSA, DMO, 
NNA, ZOA and KOA) in the other side as a two-sample t-test. The MATLAB results of the t-test are tabulated in Tables 10 and 11, 
respectively for both models. As shown, the h-value is always unity and the p-value is always a very small number, indicating that the 
null hypothesis can be rejected. For instance, the smallest p-value is 3.02E-43, indicating an extremely low probability of observing 
such extreme results if the null hypothesis were true. Also, larger absolute values of t-statistic measures indicate a greater difference 

Fig. 17. KOA and FO-KOA boxplot of the thirty obtained RMSE objective for Case 6.  

Fig. 18. (a). P–V curve based on FO-KOA for Case 6 
Fig. 18(b). I–V curve based on FO-KOA for Case 6. 
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Table 9 
Validation of the proposed FO-KOA on SDM and DDM of the RTC France PV Cell.  

Item Case 7 (SDM) Case 8 (DDM) 

KOA FO-KOA KOA FO-KOA 

Iph (A) 0.760775656 0.76077553 0.760574616 0.76078159 
Rs (Ω) 0.036377574 0.036377093 0.035743299 0.036738323 
RSh (Ω) 53.71496384 53.71852199 58.78462724 55.49340792 
IS1 (A) 3.22942E-07 3.23021E-07 6.33675E-08 2.26117E-07 
η1 1.481158728 1.481183586 1.971851075 1.451076506 
IS2 (A) – – 3.61845E-07 7.49178E-07 
η2 – – 1.493213083 2 
RMSE 9.86023E-04 9.860218E-04 1.03737E-03 9.8249E-04  

Fig. 19. KOA and FO-KOA Converging curves for Cases 7 and 8.  

Fig. 20. KOA and FO-KOA boxplot of the thirty obtained RMSE objective for Cases 7 and 8.  

Table 10 
Results of t-test on SDM of the Ultra Power 85 PV module.   

FO-KOA vs MSA FO-KOA vs DMO FO-KOA vs NNA FO-KOA vs ZOA FO-KOA vs KOA 

h 1 1 1 1 1 
p 1.65E-05 3.02E-43 8.54E-14 3.00E-12 4.66E-23 
ci − 0.0001986 − 0.0065 − 0.0093 − 0.0245 − 0.0033 

− 0.0000799 − 0.0059 − 0.0061 − 0.0154 − 0.0026 
tstat − 4.6984 − 38.8923 − 9.7280 − 8.7856 − 16.0939 
df 58 58 58 58 58 
sd 1.1482E-4 6.1659E-4 0.0031 0.0088 7.0739E-4  
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between the algorithms being compared. For example, a t-statistic of − 38.8923 in the comparison FO-KOA vs MSA suggests a sub-
stantial difference in standard deviations between them. Moreover, the degrees of freedom (df) are all 58, suggesting a reasonably large 
sample size for each comparison. 

Also, Friedman’s test is executed for the SDM and the regarding table is tabulated in Table 12. In this table, the columns’ source of 
variation is listed as “Columns,” indicating the variability among different algorithms. The high chi-square value (158.9) and very low 
probability (1.69453E-32) suggest that there are statistically significant differences among the algorithms in terms of SDM. 

Similar to Table 12, Table 13 presents the results of Friedman’s ANOVA, but for DDM. The chi-square value (157.18) and the 
associated probability (3.95785E-32) suggest statistically significant differences among the algorithms in terms of DDM. 

In summary, both tests indicate that there are statistically significant differences among the algorthims concerning SDM and DDM 
of the Ultra Power 85 PV module. 

4.6. Computational complexity and runtime: FO-KOA versus KOA in solving PV cell parameters extraction 

A computational complexity analysis for the algorithmic methods can be carried out using the “Big O analysis” [66]. The execution 
times of the techniques were determined for comparison purposes. In the beginning the number of the initial solution options is 
specified as NS, and d is the dimension of the PV cell parameters extraction problem under discussion. In the KOA and FO-KOA 
searching process, the computational complexity of addressing each solution individual’s information in the search space is O 
(Tmax⨉NS⨉d). Therefore, O(Tmax⨉NS⨉d) ⨉O(fitness(x)) represents the computational complexity of the objective function 
assessment in the KOA and FO-KOA. Upon careful consideration, Table 14 provides a comprehensive overview of the computational 
complexities observed across each case study. Notably, the transition from handling the SDM to the DDM in the PV cell characteristics 
extraction problem introduces a notable escalation in computational complexity, marked by a 28.57 % increase as the dimension 
expands. This uptick underscores the intensified computational demands associated with processing higher-dimensional data. 
Moreover, the original KOA provides slightly smaller run time than the proposed FO-KOA with additional fractional order component. 

5. Conclusions 

A revolutionary enhanced Fractional Order Kepler optimization algorithm (FO-KOA) is introduced for the first time in this paper. 
The algorithm’s performance is enhanced by the method using the ideas of FO to enhance the diversity and speed of intelligence and 
LEA to find better solutions by searching more thoroughly for high-quality solution solutions in local areas. The proposed FO-KOA is 
identified for the KC-200 PV module, SP-70 and the Ul-tra-Power-85 PV modules features in solar systems. The proposed FO-KOA has a 
significant advantage and robustness over earlier reported results for both PV modules. Six case studies are elaborated in this study to 
show the ability of the proposed FO-KOA to obtain the PV cell parameters. The SDM and DDM test the algorithm’s effectiveness, where 
there is an excellent match between the simulated and real data. For the KC 200 PV Module, the proposed FO-KOA technique shows 
improvements to 94.43 % and 96.65 % compared to KOA for Cases 1 and 2, respectively. Furthermore, for the Ultra Power 85 PV 
Module, the proposed FO-KOA shows improvement with 3.762 %, 63.473 %, 68.373 %, 84.846 % and 45.205 %, respectively 
compared to MSA, DMO, NNA, ZOA and KOA for Case 3. Also, it shows improvement with 46.062 %, 72.764 %, 74.956 %, 86.487 % 
and 74.758 % for Case 4. Additionally, for the SP 70 PV Module, the proposed FO-KOA technique shows improvements to 94.38 % and 
96.33 % compared to KOA for Cases 5 and 6, respectively. The convergence curves and the boxplot analysis show that FO-KOA has 
more stability than KOA as well as higher precision and reliability in its comparison process for finding parameters. 

Based on the above, the proposed FO-KOA algorithm shows several advantages in identifying the parameters of the PV systems. 
However, some limitations are required to be handled. Like many optimization algorithms, FO-KOA’s performance may be sensitive to 

Table 11 
Results of t-test on DDM of the Ultra Power 85 PV module.   

FO-KOA vs MSA FO-KOA vs DMO FO-KOA vs NNA FO-KOA vs ZOA FO-KOA vs KOA 

h 1 1 1 1 1 
p 2.41E-13 1.05E-59 6.79E-26 2.01E-09 1.21E-43 
ci − 0.0037 − 0.0098 − 0.0119 − 0.0293 − 0.0089 

− 0.0024 − 0.0093 − 0.0096 − 0.0164 − 0.008 
tstat − 9.4514 − 75.7683 − 18.4067 − 7.0975 − 39.5354 
df 58 58 58 58 58 
sd 0.0013 4.8961E-4 0.0023 0.0125 8.3013E-4  

Table 12 
Friedman’s ANOVA Table on SDM of the Ultra Power 85 PV module.  

Source SS df MS Chi-sq Prob > Chi-sq 

Columns 17558.9 5 3511.79 158.9 1.69453E-32 
Interaction 1069.1 20 53.45   
Error 709.5 150 4.73   
Total 19337.5 179     
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the initial values of its parameters. While FO-KOA demonstrates efficient convergence in our experiments, further research applica-
tions are warranted to examine its performance in other engineering problems. FO-KOA has been successfully designed and tested 
extensively in the context of PV parameter extraction considering SDM and DDM. It is recommended, as a future work, to investigate 
the FO-KOA’s performance for more complex equivalent circuits such as the triple diode model. 
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