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Abstract
The increased focus on predictive maintenance of safety-critical engineering structures

requires an onboard structural health monitoring system which is reliable and robust to
provide accurate predictions of health metrics of structures while also being efficient and
streamlined to facilitate autonomous data processing and real-time decision-making capa-
bilities. An onboard structural health monitoring system with the capability to continu-
ously monitor and interrogate a structure, describe its current state, and assess the oper-
ational risks of the degraded structure needs to be developed and matured so that it can
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be deployed in practical, real-time monitoring scenarios. This would constitute a cyber-
physical system in structural health monitoring. A cyberphysical system is a mechanism
that is controlled by computer-based algorithms integrated with the internet and working
with users. There exists a physical domain that is under examination and its digital coun-
terpart which is informed by data from the physical as well as simulation models. While
there exist multiple surveys on the overarching advantages, limitations, and potential of re-
alizing a cyberphysical system, innovation on structural systems,in-line signal processing
and damage event detection in the context of a cyberphysical system, especially from an
experimental point of view is still in its infancy. In this work, we implement a versatile
cyberphysical framework - CyberSHM using a sparse network of transducers and an edge
computing device. Hosted on the structure of interest, the transducers possess the capa-
bility to interrogate the structure continuously, periodically, on-demand or autonomously
when triggered by damage or an unplanned acoustic event. In addition, the device also
possesses efficient on-edge feature extraction and signal classification capabilities which
serve as crucial starting points for further damage analysis and characterization on the
digital layer.

Keywords. cyberphysical system, structural health monitoring, guided wave, smart sens-
ing, signal processing, composite structure, machine learning

1 Introduction
Structural health monitoring (SHM) technologies need to keep pace with the rapid structural
and functional design innovations in materials, design, and topology. Innovative structural de-
sign leads to new challenges in SHM, especially when monitoring in-service structures with
the aim of minimizing industrial downtime. Also, with the advent of several technology en-
ablers like edge computing devices, advanced machine learning techniques and the industrial
internet of things, amongst others, the industry is getting closer to the vision of continuous
monitoring systems within a data-rich environment to realize the goal of predictive mainte-
nance of their critical assets [1]. State-of-the-art engineering designs usually focus on complex
high-performance lightweight structures which exhibit complex failure modes. This makes de-
tecting and predicting damage initiation, growth and maintenance intervention planning chal-
lenging. SHM techniques such as acoustic emission (AE) [2], [3] and ultrasonic guided wave
(UGW) [4], [5] have been employed to assess the health of a structure in conjunction with
advanced signal post-processing techniques to handle large volumes of continuous monitoring
data. Limited computing ability and sensor memory space can be an issue while handling such
large volumes of data collected in real-time in-service SHM. The most essential task required
by an SHM system is monitoring and deciding on the structural condition using the essential
features extracted from data available for post-processing and decision-making. Therefore, this
data should be reliable enough. If the essential features embedded in the original signal are not
lost in the process of compression and reconstruction, compressive sensing (CS) can be consid-
ered to be employed in an SHM system for real-time monitoring and decision making [6]–[8].
The essential signal features help to map out the existence, location, and severity of damage
and are crucial to identify and choose the most optimum features to describe the current health
state of a structure [9], [10]. Sensitivity of signal features to damage characteristics, size and
severity, sensor location optimisation, multiple damage type identification, uncertainty quan-
tification and machine learning have been highlighted as crucial areas of research to achieve
an industry grade SHM system [11]–[13]. With an increase in the complexity of engineering
structures, volume of data being collected and the requirement of real-time decision making,
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automation of SHM systems is crucial. Machine learning (ML) algorithms can serve to rec-
ognize and classify data based on a training dataset using advanced algorithms. Over the past
years, many researchers have shed light on the influence of ML algorithms on SHM. Multiple
versatile ML frameworks including neural networks [14], Gaussian processes [15] and regres-
sion models [16] amongst others have been established and used to map different AE signal
features [17]–[20] and ultrasonic guided wave signal features [21]–[23] to damage properties
and been found to have the potential to accurately identify different damage types in engineer-
ing structures. While these studies highlight the innovation in developing ML-frameworks with
functionalities including damage localisation, multi-class damage classification and adaptabil-
ity to variable operating conditions, it is important to note that these models rely heavily on
prior knowledge of damage location and a dense training data set.

A data-driven approach can be a robust alternative to compensate for such externalities in
the absence of prior knowledge about changes in signal characteristics with external conditions.
Implementing data-based techniques and concepts of information entropy are also useful in sen-
sor positioning optimisation to achieve the best performance with a sparse sensor array [24]–
[26]. Moreover, incorporating physics knowledge to ML algorithms rather than relying solely
on data-driven approaches, has shown enhanced performance in damage detection and char-
acterisation [27], [28]. However, extensive sensor data required for training an ML algorithm
poses a challenge in real-time feature extraction, entailing high computational complexity and
cumbersome equipment. Bayesian inference has been employed in numerous studies to detect
multiple damage cases in structures without prior knowledge, although it is computationally
expensive [29]–[31]. Incorporating surrogate models into this framework has proven essen-
tial for enhancing computational efficiency by establishing a statistical relationship between
input and output parameters, thus reducing the number of numerical simulation iterations [32],
[33]. While most research has primarily focused on the computational domain, there has been
little innovation towards developing a framework that utilizes state-of-the-art edge computing
technologies to design a reliable in-service UGW data acquisition and management system
[34]. The quality of acquired data is essential for the optimal performance of machine learning
algorithms. For safety-critical engineering applications, continuous autonomous monitoring
presents a significant challenge, as it involves processing large volumes of data and making
autonomous decisions in real-time. This paper addresses these challenges by establishing a
cyber-physical system (CPS)-based structural health monitoring (SHM) framework that lever-
ages cost-effective edge devices with on-the-edge data processing and decision-making capa-
bilities, focusing on essential acoustic event representative data acquisition and processing.
The study emphasizes the CyberSHM physical layer’s signal acquisition, classification, and
processing capabilities to identify the earliest arriving ultrasonic guided wave mode. This rep-
resents a foundational step towards developing a non-intrusive autonomous SHM system. Sub-
sequent research will build on this framework by isolating the fundamental ultrasonic guided
wave modes through a model-informed and experimental data-driven approach. Analyzing the
changes in their modal properties due to structural damage and mapping these changes to pa-
rameterized damage metrics will establish reliable damage signatures. These signatures will
provide engineers with detailed insights into the current health state of the structure, enabling
the identification of optimal maintenance intervention points. This groundwork is essential for
advancing towards a physics-informed, robust, and non-intrusive SHM system capable of real-
time decision-making. The approach of integrating both physical and digital layers can be a
promising solution for SHM systems in the field of prognostics and health monitoring. Over the
past few years, CPS has drawn the attention of industry and academia alike with the promise to
improve quality of life and facilitate technological advances in critical areas such as emergency
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response [35], [36], healthcare [37], [38], energy [34], [39] and financial services [40], [41]
in addition to engineering and science. Researchers from various disciplines have explored the
concept of CPS with emphasis on the challenges, advantages and disadvantages associated with
employing a CPS in various applications. It is well-established from these literatures that CPS
holds great potential as a means of connecting individual systems and entities into a cohesive
unit, offering advanced capabilities, and addressing important requirements such as reliability,
versatility, robustness, and flexibility [42]–[46]. In the context of damage detection and health
monitoring of aircraft fuselage [47], [48], bridges [49], pipelines [50] and wind turbine blades
[51], coverage area, sensor location optimisation, energy efficiency and harvesting were iden-
tified as challenges and key research areas. More work on using CPS to investigate different
damage types can be found in [52], [53].

The remainder of the paper is structured as follows. section 2 presents the conceptual back-
ground of the envisioned cyberphysical framework – CyberSHM, the major research challenges
and their applications with regards to SHM. section 3 outlines the experimental setup, method-
ology and data post-processing techniques employed in this study. Results and discussions are
provided in section 4, followed by conclusions in section 5.

2 Cyberphysical systems
CPS refers to the integration of physical devices, systems and the digital world through com-
puter algorithms, networks, and software. This integration allows for the seamless exchange of
information between the physical and digital layers, allowing physical devices to sense, control
and respond to the real world whilst being informed by various numerical and ML algorithms.
The integration of engineering principles and practices from various fields including mechan-
ical, environmental, civil, electrical biomedical, chemical, and aeronautical engineering with
computer science principles and practices, presents a significant challenge in the field of CPS.
The interplay between the physical and cyber layers is at the core of this challenge, rather than
the mere unification of the two. A CPS is the realisation of the intersection of the physical and
cyber layers and not the union as shown in figure 1. There are two main layers of a CPS: the
physical layer and the digital layer. The physical layer consists of the physical devices and sys-
tems that interact with the real world, while the digital layer is a representation of the physical
layer that allows for simulations and predictions. In the following section, we elucidate the
functions and interactions of each layer of the envisioned CPS – CyberSHM.

2.1 Physical layer
Consider the physical layer in CyberSHM, which comprises of a structural system which is
subjected to external loads, and variable operating conditions which influence its behaviour.
The factors related to variations in loads, environmental conditions, and structural properties
are parameterized and can be incorporated into the structural model. Under the action of loads
and excitations, the structural system generates a response, which can include displacements,
strains, stresses, and dynamic responses amongst others.

The digital signal processing (DSP) hardware, which is part of the physical layer, acquires
signals from the structural system, sends interrogation or control signals, and monitors the
structural response. The DSP hardware communicates with the sensors used in the structural
system and is used for deducing information on all relevant structural or control parameters.
The main operations performed on the DSP platform include data acquisition, digital signal
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Figure 1: A set-theoretic representation of the physical and digital components of a cy-
berphysical system (CPS) which can be deployed for active monitoring and prognostics of
safety-critical engineering systems.

processing, and interrogation of the structure. With the collected raw signals, the structural
and operational parameters can be inferred based on the study of essential signal features like
frequency response, power spectral density, time of flight for ultrasonic applications and wave
dispersion/scattering study, amongst others.

2.2 Digital Layer
In addition to the physical layer, a digital equivalent layer exists in CyberSHM. A digital equiv-
alent of the structure being monitored under the action of operational loads with varying oper-
ational conditions can be simulated with a number of latent parameters. The latent parameters
provide useful information of the structural properties which are not directly measurable. Real-
ising the digital equivalent is computationally expensive and based on an idealised, simplified
set of assumptions with regards to the physical behaviour of the system, although it is not nec-
essarily the real behaviour. To make the digital models respond in real-time and evolve with
the measured states of the structure, a computationally feasible approach is to train a surrogate
model offline to map the measured signal parameters to the parameterised structural properties
and deployed in-situ to work with real-time data for active monitoring. An additional surrogate
model can be generated based on mapping experimentally measured input-output data so that
the model can adapt to dynamic changes in the environment and the load conditions.

To bring the experimentally measured data and digital layers together and incorporate the
complementary information and uncertainties in each, we create a model informed digital twin.
The model informed digital twin provides the unique advantage of quantifying uncertainties of
complementary nature such as the aleatoric uncertainties associated with measurement noise
and the epistemic uncertainties associated with modelling assumptions [54]. When human
factors are also incorporated into this framework, a human-centred model-informed digital twin
is obtained which can incorporate expert knowledge and subjective opinion.
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3 Materials and methods
In this paper, a detailed analysis of the physical layer of CyberSHM is presented. The research
is centred around the development and implementation of a versatile framework for an edge
device which will enable the device to 1) actuate any thin-walled plate-like structure with a
user-defined actuation signal, 2) record signals generated by the structural system and 3) per-
form signal conditioning and post-processing operations locally on-edge and relay the extracted
essential features to the digital layer for further classification and characterisation. The Cyber-
SHM physical layer is controlled by two algorithms running in parallel as illustrated in figure 2
– the interrogation algorithm and the file-check algorithm. The interrogation algorithm excites
the structure of interest with a user-defined signal via a sparse array of transducers and saves
the data on the edge computing device. Triggered by the onset of a new batch of data, the
file-check algorithm classifies the acquired data into one of the two classes- the acoustic event
representative (AER) signal or non-AER signal. In this context, an acoustic event refers to any
event that may jeopardize the safety of the structure of interest, such as cracks, delaminations,
or tool drops. The non-AER signal is eliminated from the edge computing device while the
AER signal is subjected to feature extraction algorithm(s) following which the essential fea-
tures are relayed to the digital layer for subsequent condition monitoring tasks. This tackles
one of the main challenges faced by continuous and autonomous monitoring systems, which is
extracting valuable information from high bit-rate data streams.

This workflow will represent a significant step towards the realisation of a fully integrated
CPS. To achieve this, there is a need for command line tools that demonstrate computational
efficiency and compatibility with a diverse range of tightly-knit rigorous ML algorithms. In
the sections that follow, a clear demonstration of this physical layer is provided, highlighting
typical inferences and observations obtained from signal processing operations. Conclusive
remarks are drawn based on the findings, elucidating how this work can contribute to the reali-
sation of an integrated CPS tailored for SHM.

The experimental setup involved the use of two 12-layered carbon fiber reinforced epoxy
composite (CFRC) panels, each measuring (500×500×3) mm. These panels featured the layup
of [+453/ − 453]S and were manufactured using USN 150 B pre-preg plies through vacuum
bagging process. The plies were cut at +45◦ and −45◦ to produce 6 laminae of each orientation.
The plies were then stacked and debulked after every five layers to ensure proper consolidation
and to prevent void formation. Once stacking and debulking processes were completed, the
panel was cured in the autoclave, Aeroform ltd. composite curing system in accordance with
the curing cycle shown in figure 3.

CFRCs find utility in aircraft design, contributing to strong yet lightweight structural com-
ponents such as wings and fuselages, as well as in the automotive industry for crafting lightweight
body panels and bumpers. Moreover, their versatility extends to civil engineering applications
such as bridge decks and structural support columns in buildings, where the demand for a com-
bination of strength, stiffness and impact resistance is prominent [55]. Additionally, they are
instrumental in the production of high-performance sporting equipment including golf clubs,
tennis rackets and surfboards [56], [57]. In this study, one CFRC panel was utilized as a con-
trol sample, and the other was modified to simulate delaminations. Specifically, two Teflon
inserts, each measuring (30× 30× 0.02) mm, were introduced to replicate delaminations, des-
ignated as D1 and D2. D1 represents a symmetric delamination located between the 6th and
7th plies, whereas D2 represents an asymmetric delamination situated between the 2nd and 3rd
plies. The experimental setup and delamination locations are illustrated in figure 4 and figure 5,
respectively. Note that tc is the variable used to denote the thickness of the sample.
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Figure 2: Process flow of signal acquisition and processing algorithms operating on the
edge device constituting the CyberSHM physical layer.

Figure 3: Curing cycle employed to the debulked 12-layered USN 150 B [+453/ − 453]S
layup to fabricate the test samples.

To interrogate the samples, a smart node was utilized, comprising of an edge computing
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• Establish a secure connection–1 to the edge device with its unique IP address via an
SSH protocol.

• Set trigger condition: threshold-based trigger, signal generator trigger or no trigger
condition.

• Set sampling rate for signal acquisition

• Define actuation signal profile with mathematical function, number of cycles, win-
dow function, sweeping frequency range.

• Set actuation amplitude level.

• WHILE trigger condition is true

– Acquire data.

– Save data (.csv,.mat) in a folder on the edge device.
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• Establish a secure connection–2 to trigger the file-check algorithm script remotely
on the edge device.

• Set the status variable flag = 1.

• Scan the local folder for new files.

• while the status variable is 1

– IF the local folder accumulates a fresh batch of data (.csv/.mat files).

– send to classification algorithm.

– IF the recorded data is classified as an AER signal.

– perform signal processing operations (as outlined in figure 22) to
extract essential features and relay them to the cloud server.

– ELSE

– purge the file.

– ELSE

– scan folder for new data files.

• Once data acquisition is complete, set flag to 0.

Table 1: Tabular representation of the simultaneous interrogation and file-check algorithms
deployed on the edge device.
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Figure 4: Experimental setup consisting of the CFRC sample interrogated by an edge de-
vice with two NANO30 transducers and a remote workstation.

Figure 5: Diagram of (500× 500× 3) mm sample with symmetric D1 and asymmetric D2
(30× 30× 0.02) mm delamination locations and transducer placement.

device (Red Pitaya STEMlab 125-14 referred to as edge device henceforth) and two NANO30
transducers serving as a sensor and an actuator. For actuation, the NANO30 transducers along
with a wideband amplifier were used to inject a 2V peak-to-peak, Hanning windowed, five cycle
sinusoidal wave with an amplification factor of ten. The transducers were attached to the panel
using a drop of PC60 Cyanoacrylate adhesive and the data was collected at a sampling rate
of 15.6MHz. A product datasheet provides valuable insights into a sensor’s specifications and
capabilities; however, it may not reflect its performance in a specific application. Identifying
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an optimal frequency range for a sensor used to interrogate a particular sample is essential
to ensure data accuracy, reliability, and overall quality. If the frequency range is unsuitable,
the sensor may not perform as expected or provide the required level of detail, leading to
suboptimal application performance. Therefore, a frequency response analysis was conducted,
directly measuring the sensor’s response to various frequencies. 150−300 kHz was determined
to be the best suited frequency range for the current application as the sensor performance and
the structure’s sensitivity to the applied actuation signals were optimum in this range as evident
in figure 6.

Figure 6: Frequency response of the sample to applied 2Vpp, Hanning windowed, 5-cycle
sinusoidal signal excited at monotonic frequencies from 100kHz – 500kHz in steps of 1kHz.

The optimal frequency range is determined by a synergy of factors, including the structural
sensitivity to specific actuation frequencies and the transducer’s performance across the consid-
ered range of actuation frequencies. In the first set of experiments, both samples were subjected
to an actuation frequency band of 150kHz to 300kHz with a step size of 1kHz. The objective
was to detect and differentiate the pristine sample from the damaged sample. A streamlined
workflow was established using a code developed with standard commands for programmable
instruments (SCPI) [58], enabling seamless communication with the edge device through a
Python interface. The developed code was designed to be ergonomic and efficient, allowing
the experiment to be carried out by specifying the device IP-address, lower and upper limits,
and the increment interval of actuation frequency. The versatile workflow facilitated continu-
ous, periodic, or on-demand interrogation of the sample, with the ability to communicate with
multiple edge devices if required. After the edge device collected the signals, post-processing
algorithms were applied to the recorded data. These algorithms process the recorded signals to
generate meaningful results using certain parameters that can be mapped to describe damage
characteristics. The results obtained from this experiment are explained in sections 4.1-4.2.

In the second set of experiments, the workflow was extended to incorporate three daisy-
chained edge devices, with one device serving as the master and the others as slaves. All
devices were connected to a router, allowing secure wireless access through SSH. To capture
signals with varying signal-to-noise ratios (SNR), a linear array of transducers was deployed,
each positioned at different distances from the actuator. The time-history waveforms from
each transducer were converted into high-resolution time-frequency scalograms and classified
into essential accoustic event representative signal and non-essential signal categories using
an in-line classification algorithm. The outcomes of this experiment are discussed in detail in
section 4.4.
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In the third set of experiments, transducers were strategically attached to the pristine panel
in a semi-circular array. The primary objective was to analyze the wave velocity of the propa-
gating waves along multiple directions and identify the earliest arriving guided wave mode. The
actuating transducer was positioned at the center, while the sensing transducers were located at
specific angles 0, π

4
, π
2
, 3π

4
and π on the panel as illustrated in figure 7. The experimentally gen-

erated slowness curves, which represented the inverse of wave velocity, were compared with
those obtained from a semi analytical finite element (SAFE) model. This comparison helped
identify and ascertain the earliest arriving elastic wave mode. The results obtained from this
experiment are explained in section 4.5 and section 4.6.

Figure 7: Transducer array and process flow of the daisy chained edge device used for
slowness analysis and earliest arriving UGW mode identification in section 4.6.

4 Results and Discussions
The acquired signals were subjected to a series of signal conditioning and processing oper-
ations. In the first stage, CNN was employed to categorize the acquired signals into either
non-AER signals or AER signals on the edge. Non- AER signals were effectively eliminated.
Subsequently, the AER signals were subjected to, time-history waveform inspection, ampli-
tude comparison, frequency response analysis, Fast Fourier Transforms (FFT), Short Time
Fourier Transforms (STFT), Daubechies 4 wavelet-based denoising, Akaike Information Cri-
terion (AIC) based precise signal onset identification and slowness curve analysis aimed at
distinguishing the pristine from the damaged panel and identifying distinct damage signatures
for D1 and D2. This extensive signal acquisition and processing framework sheds light on
both the structural system and the DSP platform, effectively constituting the physical layer
of the CPS. Moreover, this framework offers the flexibility to accommodate more complex
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signal processing algorithms, allowing it to adapt its functionality and meet specific require-
ments effectively. This flexibility enhances the system’s versatility and broadens its potential
applications. The following sections provide a comprehensive analysis of the acquired data,
elucidating the observed trends and features in the processed signals.

4.1 Time-History Waveform Study
As a first level of damage detection, the time-history waveforms shown in figure 8 were visu-
alized to understand the influence of the two delamination types on the signal amplitudes and
phases. Two significant observations emerged from this analysis: a substantial decrease in am-
plitude in the presence of damage and a noticeable delay in the arrival of the damaged signal
compared to the healthy signal. To explain the reason behind these phenomena, it is crucial to
understand how the damage influences the waveguide and the nature of interactions of the ultra-
sonic guided wave (UGW) modes with the waveguide. It is important to note that the structure
under consideration is a thin-walled structure and the ultrasonic guided waves will propagate
in the form of standing wave modes across the thickness tc of the panel and propagating wave
modes along its length. It can be considered that a delamination divides the composite panel
into two sub-laminates between which the wave modes are split [59].

Delamination in a composite panel creates an impedance mismatch in the direction of prop-
agation of the wave due to localized differences in the material properties and continuity of the
waveguide. The structural acoustic impedance of the delaminated section differs from that of
the pristine section on either sides of the delamination. Impedance mismatch at the interfaces of
distinct sections of the waveguide has a significant effect on the acousto-ultrasonic wave due to
partial reflection and scattering of the waves. This is manifested in the alteration of amplitudes
and energy distributions of the various modes in the acoustic waveform.

It is evident that the signals originating from the symmetric delamination D1 exhibit a more
pronounced loss of amplitude when compared to the signals from the asymmetric delamina-
tion D2. Delamination D1 is located at a depth of tc

2
, dividing the composite panel into two

sub-laminates of equal thickness as shown in figure 9. When the ultrasonic modes propa-
gate through the D1 region, they encounter the delamination boundary which introduces an
impedance mismatch in the direction of propagation. This impedance mismatch acts as a bar-
rier to wave mode propagation reflecting and scattering away a major portion of the signal and
transmitting only a fraction of it which is eventually picked up by the transducers. This leads
to a significant loss of energy and consequently, the amplitude and the velocity of the UGW
signal is considerably reduced in the presence of D1.

On the other hand, the asymmetric delamination D2 is situated at a depth of 5tc
6

, dividing the
panel into two sub-laminated of thicknesses 5tc

6
and tc

6
. In this case, the transmission coefficient

associated with D2 remains relatively high since the sublaminate affected by damage is largely
pristine (83.33%) and hence the impedance mismatch between the pristine and damaged re-
gions is relatively low. This implies that a significant portion of the signal can pass through the
delamination without being heavily attenuated. As a result, the amplitude of the UGW signal
from D2 experiences only a marginal decrease in comparison to the pristine signal. The differ-
ence in the extent of amplitude attenuation between D1 and D2 can be attributed to the depth
and location of the delaminations with respect to the neutral axis. D1, being located closer
to the central axis, causes a higher impedance mismatch and disrupting the wave propagation
more significantly.

The visualisation of the time-history waveforms therefore provided valuable insights into
the influence of delaminations on the amplitude and arrival time of the collected signals. The
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Figure 8: Pristine vs. symetrically delaminated D1 and pristine vs. asymmetrically delam-
inated D2 time-series signal comparisons at 240kHz, 250kHz and 260kHz

observed loss of amplitude and delayed arrival time of the damaged signals compared to the
healthy signals can be ascribed to the presence of delaminations, which introduce impedance
mismatches between the pristine and the damaged regions of the panel in the direction of the
propagation. The difference in the extent of the amplitude attenuation between D1 and D2 can
be attributed to their respective depths and locations within the panel relative to the central axis.
This understanding leads to the subsequent amplitude response analysis, where the distinct
behavior of the delaminations in attenuating the UGW amplitude is analysed over a range of
actuation frequencies.

4.2 Amplitude Response Analysis
The amplitude response analysis depicted in figure 10 provides further insights into the behav-
ior of the delaminations, specifically regarding their impact on the propagation of UGW modes.
By comparing the amplitude responses of the delaminations D1 and D2 to the pristine sample’s
amplitude response, a clear distinction can be observed. Initially, the amplitude response of
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Figure 9: Pictorial representation of ultrasonic guided wave-mode splitting for the asym-
metric delamination between layers 2 and 3 and the symmetric delamination between layers
6 and 7.

D2 closely mirrors that of the healthy case, suggesting that the presence of D2 does not intro-
duce a substantial impedance mismatch, allowing the UGW modes to propagate with minimal
attenuation. However, as the actuation frequency increases, a noticeable discrepancy emerges
between the amplitude responses of D2 and the healthy case. At higher actuation frequencies,
there is an increase in the number of oscillations occuring over a given distance resulting in
energy loss due to UGW modes being susceptible to a higher degree of reflection and scat-
tering. These dissipative mechanisms appear to dominate the effect of the minor impedance
mismatch, explaining the observed discrepancy at higher actuation frequencies. In contrast, the
amplitude response of D1 demonstrates a significant and consistent lower amplitude compared
to both D2 and the pristine cases. The impedance mismatch induced by D1 has a dominant in-
fluence on the amplitude attenuation characteristics over the entire selected range of actuation
frequencies, unlike D2. In summary, the amplitude response analysis highlights distinct effects
of delaminations D1 and D2 on the amplitude of UGW signals. The presence of D1 induces a
significant impedance mismatch, leading to a pronounced attentuation of the amplitude, while
D2 exhibits a relatively minor amplitude drop due to a smaller impedance mismatch. These
findings underscore the importance of considering the depth, location and resulting impedance
mismatch when assessing the influence of the delaminations on the propagation characteristics
of UGW.
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Figure 10: Comparing amplitude response curves to understand the influence of the
impedance mismatch on the amplitudes of the symmetrically delaminated D1 and asym-
metrically delaminated D2 signals across the frequency range determined in figure 6.

Figure 11: Conditioning and transformation of the raw acousto-ultrasonic signals into nor-
malised time-frequency scalograms.

4.3 Signal conditioning and time-frequency transformations
An STFT provides a time-frequency representation of a signal by computing the Fourier Trans-
form over short, overlapping time windows. This allows for the analysis of frequency con-
tent variations over time, revealing dynamic-changes in the signal characteristics. The time-
frequency representations are also known as scalograms. These scalogram images can be used
as input data to train machine learning algorithms that can accurately classify multiple damage
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cases provided an optimum image resolution is maintained. It is worth noting that the machine
learning aspect of this research will be explored in further detail in future studies. Mathemati-
cally, the STFT of a signal x(t) is obtained by multiplying the signal with a window function
w(t) and applying the Fourier transform to each windowed segment. The window function
helps to mitigate spectral leakage and reduce any noise introduced by sharp transitions at the
edges of the window. The STFT of x(t) at a specific time t and frequency f is given by

X(t, f) =

∫ ∞

−∞
x(t)w(τ − t)e−j2πfτdτ. (1)

where X(t, f) represents the STFT coefficients at time t and frequency f , x(t) is the continuous
time input signal, w is the window function and e−j2πfτ represents the complex exponential
term where τ is the time lag parameter. In practice, the discrete time Fourier transform (DTFT)
of the mth windowed block of the discrete-time signal x(n) for n = 0, 1...N − 1 where N is
the window length is given by

X(m,w) = DTFT [x(n).w(n−m.N/2)] (2)

The Bartlett-Hanning window was chosen for its balanced trade-off between spectral resolution
and sidelobe suppression. This feature helps to reduce spectral leakage and minimize interfer-
ence between frequency components.

X̂ = |X| sgn (|X| −XThreshold) where sgn(X) =

{
0 ∀X ≤ 0,

1 ∀X > 0.
(3)

In equation 3, X̂ is the conditioned time-frequency scalogram. The signal conditioning
entails denoising the acquired signals using a Daubechies 4 wavelet based algorithm. The
denoising function estimates the standard deviation of the signal, establishes a threshold based
on this estimation, and applies soft thresholding to attenuate the wavelet coefficients below
the established threshold. This process effectively eliminates noise while retaining significant
signal features.

x̂(t) = DTFT−1
[
X̂(m,w)

]
(4)

Upon performing an inverse STFT on X̂ , we obtain x̂(t) which is the conditioned time-history
waveform. This approach ensures that the denoised signal maintains its essential characteristics
while minimizing unwanted noise, contributing to a clearer and more accurate representation
of the original signal. The STFTs were generated with user-defined window length, overlap,
frequency range and sampling rate. The resulting STFT plots represent the amplitude in deci-
bels (dB) as a function of time and frequency, providing a comprehensive visual representation
of the signal’s time-varying frequency content.

When using STFT, the amplitude indicates the energy distribution of the incoming acoustic
signals across the time-frequency scale. It helps to highlight the distribution of energy in the
dominant propagating waves modes of the acousto-ultrasonic signal. To understand the influ-
ence of delaminations on the STFTs and establish concrete damage signatures, comparisons
were made with the pristine baseline. The Bartlett-Hanning window with a window length of
512 samples (about 30% of total signal length of 16384 samples) and a 90% overlap between
consecutive segments was selected to obtain clear time-frequency STFT scalograms. The fre-
quency range of interest was set from 50kHz to 500kHz, covering the relevant frequency com-
ponents. The resulting STFT plots provided detailed visualisations of the signal’s frequency
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content over time, facilitating the identification of specific frequency components and their
temporal variations.

Building upon the observations from the time-history waveform analysis in section 4.1, the
STFTs were in agreement with the findings. In the amplitude vs time representation, the STFTs
of D2 exhibited only a minor attenuation in the frequency content peaks, with the maximum
peak occurring at a similar timestamp as the healthy STFT. Conversely, the symmetric D1
STFT showed a significant loss of frequency content accompanied by a shift of the maximum
frequency content peak as seen in figure 12.

Figure 12: Time-Amplitude STFT representation of healthy, symmetric D1 and asymmetric
D2 signals at 240kHz, 250kHz and 260kHz.

The features observed in the D2 scalograms suggest that the frequency components origi-
nally present in the pristine panel were largely retained, occurring at similar timestamps. On
the other hand, the D1 STFT displayed a drop in amplitude and a maximum frequency content
peak shift, suggesting that certain frequency components present in the pristine panel were not
retained in the D1 region. These observations again align with the concept of impedance mis-
match between the pristine and delaminated regions of the material. The changes in signal char-
acteristics observed in D2 were minor due to a relatively lower impedance mismatch, whereas
the changes in D1 were more pronounced due to a higher impedance mismatch. All the time-
frequency scalograms shown in figure 13 exhibited the highest energy between 500µs–700µs.
However, the pristine scalogram revealed the highest energy amongst the three in that duration.
In D2, the retained energy level was relatively lower than in the pristine case. In contrast, the
D1 scalograms exhibited a significant loss of energy, indicative of the higher impedance mis-
match introduced by D1. Similar to their time-history counterparts, the signal features of D1
are the closest to the noise floor. These results are consistent with the amplitude attenuation
characteristics outlined in the previous sections.

The STFT results effectively captured the effects of delamination on the panel’s signal char-
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acteristics. The detailed time-frequency visualisation provided by the STFT analysis offered
valuable insights into the frequency content variations over time. These findings laid the foun-
dation for the subsequent analysis of the time of arrival of the first mode and the incorporation
of uncertainty quantification, which will further enhance our understanding of the panel’s struc-
tural health.

Figure 13: Time-frequency scalograms of healthy, asymmetric D2 and symmetric D1 sig-
nals at 240kHz,250kHz and 260kHz generated using the methodology outlined in figure 11.

4.4 In-line signal classification on-the-edge

Figure 14: Linear array of actuator A and five transducers S1 − S5 used to acquire data for
in-line signal classification on-the-edge
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Figure 15: Flowchart of the employed classification algorithm operating on the edge device
to distinguish between signals and non-signals.

The scalograms shown in figure 13 are suitable as inputs to advanced image-based classifi-
cation approaches, with a focus on distinguishing between various damage scenarios. However,
the application in this context is designed to categorize the scalograms into two distinct classes
– AER signals and non- AER signals. The developed classification algorithm was evaluated for
its performance on the data obtained from a linear array of transducers S1−S5, situated at vary-
ing distances from the actuator A shown in figure 14. The pristine sample was actuated with a
five cycle sinusoidal toneburst signal over a frequency band of 100 − 400kHz. The transducer
array and the actuation frequency band were strategically chosen to encompass test scenarios
with high signal to noise ratios (SNR) in S1−S2 and both low SNR and non-AER signal scenar-
ios in S3, S4 and S5. The training data set included 300 scalograms from S1 and 15 scalograms
from S5 to inform the algorithm of the spatial features of an AER signal and 300 scalograms
of signals recorded with the input ports disconnected from transducers to inform the algorithm
of the spatial features of a non-AER signal. The process flow of the algorithm is shown in
figure 15. 80% of the scalograms were allocated to train the model while the remaining 20%
were used for validation according to the standardised approach outlined in [18]. The input
layer holds the pixel values of the scalogram. The model architecture begins with a rescaling
layer, an essential pre-processing step, where the pixel values are normalized for consistent
data handling. These normalised pixel values are flattened into a one-dimensional vector which
enables seamless data transition into the convolutional and fully-connected layers. The three
convolutional layers are responsible for learning the spatial features of the scalograms. After
each convolutional layer, a max pooling layer is applied which reduces the spatial dimensions
of the features and retains the most important information. The fully-connected layers produce
class scores which are used for classification. ReLu was used between the layers to improve
classifier performance [60].

The confusion matrix shown in figure 16 encapsulates the performance of the classifier.
With a total of 1505 images , in consideration as test data set, the model accurately classified
the instances 92.56% of the time. The misclassification rate, reflecting the proportion of erro-
neous predictions, stands at 7.44%, representing the model’s margin of error. The true positivity
rate underscores its ability to correctly identify signals when they are genuinely present, achiev-
ing a rate of 98.44%. Notably, the true negativity rate indicating how often the model classifies
the data as non-AER signals when in fact they are non-AER signals, is 67.93%. Identifying
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data files with undesirable non-signals is critical for purging, ensuring only essential data files
are relayed to the digital layer for further analysis and characterization. Figure 17 provides
insights into the algorithm’s confidence levels at distinct frequency points. In this visualisa-
tion, accurate signal predictions are denoted by blue circles, accurate non-signal predictions
by blue ×’s and erroneous predictions by red circles. The opacity of the blue circles indicates
prediction confidence, with decreasing opacity representing lower confidence. Observations re-
veal accurate classifications for signals from S1 (50mm from the actuator) and S2(110mm from
the actuator) which contained signals with high signal to noise ratios. Data obtained from S3

(180mm from the actuator) comprised of both signals and non-signals(100kHz-160kHz) which
were classified with 96.01% accuracy. Signals and non-signals from S4 (260mm from the actu-
ator) and S5 ((310mm from the actuator) were accurately classified 89.70% and 79.06% of the
time, respectively. The erroneous predictions were concentrated at frequencies above 350kHz.
The overall classification accuracy of the algorithm is 92.55%.

(a) (b)

Figure 16: (a) Confusion matrix to depict CNN algorithm’s performance in distinguishing
between AER signal and non-AER signal in a test data set of 1505 files. (TN-True Negative,
TP-True Positive, FN-False Negative, FP-False Positive) and (b) classification accuracy of
the algorithm as a function of transducer distance

In summary, a classification algorithm was developed to categorise acquired data into es-
sential acoustic event representative signals and non- essential signals on-the-edge. Its perfor-
mance could be further enhanced by increasing the energy of the actuation signal, improving
the coupling between the transducer and the sample or subjecting the recorded signals to addi-
tional pre-conditioning tasks, specifically focused on refining their frequency content.
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Figure 17: Varying levels of marker opacity representing the classifier prediction confi-
dence of signals obtained at each sensor S1 − S5 across discrete 1kHz actuation frequency
points from 100− 400kHz.

4.5 Wave velocity calculation and uncertainty quantification
Monitoring the time of arrival of the first mode provides valuable insights into the identifica-
tion fundamental UGW modes and eventually the damage signatures that describe structural
integrity and health of a component. In a pristine panel, UGW modes occur based on material
properties and the nature of their interactions with the material. The pristine modes serve as a
baseline reference for the component’s undamaged state. However, in presence of a damage,
the behavior of UGW modes is altered. The damage causes a significant portion of the prop-
agating signal to be reflected or scattered away with only a fraction of it being transmitted to
the transducers where they are recorded. These changes in velocity and arrival time can be in-
dicative of the presence of damage such as cracks, delaminations or material degradation. The
location of the damage can be determined using measurements of the time of arrival (TOA) at a
certain sensor and time difference of arrival (TDOA) of the signals detected at various sensors
[61]. Using TOA, one can also determine the propagating wave velocity (Vp). Errors in esti-
mating the location of the damage can stem from miscalculations made in determining either
of these parameters. Therefore, it is important to maximise the accuracy with which the point
of signal onset is determined. [62]

In this study, the time of arrival of first mode is estimated based on the Akaike Information
Criterion (AIC) [63]. The AIC is a statistical measure commonly used for model selection and
hypothesis testing. It provides a way to compare different models and determine the one that
best describes the data at hand. The fundamental idea behind AIC is to balance the goodness
of fit of a model with its complexity. When applied to time series analysis or signal processing,
AIC can be used to estimate the point where a coherent signal emerges from background noise.
This is particularly useful in scenarios where the onset of a specific event or phenomenon in a
time series signal needs to be identified [64]. In the current case, AIC was utilized for signal
onset detection where the time-series signal was divided into two sections at a given point t
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within a time window. The criterion for choosing this time window is based on trial and error.
The same window size of 512 samples was used to maintain consistency in the calculations.
The AIC is then calculated based on the statistical variances of the left and right sections. The
AIC value [65] is calculated using the expression

AIC(t) = t log (Var [x[1 : t]]) + (N − t− 1) log (Var [x[t : N ]]) (5)

where, t is the transition point within the time window, N is the length of the time window,
Var [x[1 : t]] is the variance of the left section of the signal and Var [x[t : N ]] is the variance
of the right section of the signal. By iterating over different points of division within the

Figure 18: Estimating the point of signal onset using the information criterion (AIC) cri-
terion outlined in equation 5. This provides more robust estimates of the time-of-arrival
compared to threshold based onset estimations, especially for closely spaced overlapping or
acoustic events and poor SNR signals.

time window and selecting the one with the minimum AIC value, the point of signal onset
is identified. Intuitively, it can be understood that the AIC-provided transition point between
noise and signals will likely exhibit a significant change in variance. This approach allows a
statistical analysis of the signal to determine the most likely location where the coherent signal
emerges from background noise as observed in figure 18.

In figure 19, distinct time of arrival and wave velocity characteristics can be observed for the
three cases of the pristine, symmetrically delaminated and asymmetrically delaminated panels.
Specifically, the D1 signal exhibits the earliest time of arrival of first mode, which is indicative
of a high impedance mismatch. Because a significant portion of the signal is reflected away,
the energy of the wave modes propagating through D1 experiences substantial attenuation and
hence arrives at the transducer with a noticeable delay. On the other hand, both pristine and D2
signals demonstrate similar time of arrival and wave velocity characteristics, with the pristine
mode arriving the earliest amongst the three cases. This finding suggests that the pristine signal
experiences a relatively minimal energy loss during propagation. The similarity in the time of
arrival and wave velocity characteristics between the pristine and D2 signals suggests a lower
impedance mismatch for D2. Although D2 still exhibits some energy loss during propagation,
it is less pronounced compared to D1. This means that the structural changes induced by the
presence of D2 result in a relatively smaller deviation from the surrounding medium, leading
to a lesser degree of energy loss and a closer resemblance to the pristine signal’s time of arrival
characteristics as explained in section 4.1.
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(a) (b)

Figure 19: (a) Time of arrival and (b) propagating wave velocity of the earliest arriving
ultrasonic guided wave mode in the pristine, symmetric D1 and asymmetric D2 signals.

Considering the time of arrival of the incoming wavefront/first mode t and the distance
between the transducers d, the propagating wave velocity of the first mode was calculated.
Quantifying the uncertainty associated with t and d is a key component of this analysis. The
uncertainties for distance d and arrival time t in terms of mean distance d0 and time of arrival
t0 are expressed as

d = d0 + εd and t = t0 + εt (6)

where,

1. εd and εt are zero-mean Gaussian noise representing the uncertainty of the measured
sensor-actuator distance and the time of arrival of the acousto-ultrasonic signal at the
sensors respectively, hence

εd ∼ N (0, σ2
d) and εt ∼ N (0, σ2

t ) (7)

2. the uncertainties εd and εt are independent of each other.

3. the uncertainties in εd and εt are much smaller than the actual scales of d and t, which
implies εd

d0
<< 1 and εt

t0
<< 1.

The wave velocity u is represented as

u = u0 + εu where εu ∼ N
(
0, σ2

u

)
(8)

such that we assume the uncertainty in u as a zero-mean Gaussian noise εu. The mean velocity
u0 and the associated variance expressed as σ2

u are calculated below.

u0 = E
[
d0 + εd
t0 + εt

]
=

d0
t0
E

[
1 + εd

d0

1 + εt
t0

]
=

d0
t0
E

[(
1 +

εd
d0

)(
1 +

εt
t0

)−1
]

(9)
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Noting εt
t0
<< 1, equation 9 can be represented as a convergent binomial series

u0 =
d0
t0
E

[(
1 +

εd
d0

)(
1− εt

t0
+

(
εt
t0

)2

−
(
εt
t0

)3

+ . . .

)]

≈ d0
t0
E
[(

1 +
εd
d0

)(
1− εt

t0

)]
(10)

where the higher order terms have been neglected. Hence,

u0 =
d0
t0
E
[
1− εt

t0
+

εd
d0

− εdεt
d0t0

]
(11)

=
d0
t0

[
1− E

[
εt
t0

]
+ E

[
εd
d0

]
− E

[
εt
t0

εd
d0

]]
Since εd and εt are independent of each other and are zero-mean noises as mentioned in argu-
ment 1, we have

u0 =
d0
t0

(12)

Hence under the assumption of relatively small uncertainty, the mean velocity of acousto-
ultrasonic wavefront is simply the ratio of the mean actuator-sensor distance and the mean
time-of arrival. The variance of velocity u can be calculated as function of the uncertainty in
the measured time of arrival εt and wave travel distance εd as

σ2
u = E

(
u2
)
− [E (u)]2 = E

(
u2
)
− u2

0 (13)

Hence following a similar treatment of the equations as in equation 9

σ2
u = E

[(
d0 + εd
t0 + εt

)2
]
=

(
d0
t0

)2

E

(1 + εd
d0

1 + εt
t0

)2


= u2
0E

[(
1 +

εd
d0

)2(
1 +

εt
t0

)−2
]

(14)

σ2
u = u2

0E

[((
1 +

εd
d0

)2
)(

1− 2

(
εt
t0

)
+ 3

(
εt
t0

)2

− 4

(
εt
t0

)3

+ . . .

)]
(15)

Again, following argument 3, the higher order terms may be neglected.

σ2
u ≈ u2

0E

[(
1 + 2

εd
d0

+

(
εd
d0

)2
)(

1− 2
εt
t0

+ 3

(
εt
t0

)2
)]

(16)

Since the noise εd and εt are independent as per argument 2, the E operator may be applied as
follows

σ2
u = u2

0E

[
1 + 2

εd
d0

+

(
εd
d0

)2
]
E

[
1− 2

εt
t0

+ 3

(
εt
t0

)2
]

(17)

Following argument 1

σ2
u = u2

0 + 3u2
0E

[(
εt
t0

)2
]
+ u2

0E

[(
εd
d0

)2
]
+ 3u2

0E

[(
εd
d0

)2
]
E

[(
εt
t0

)2
]
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σ2
u

u2
0

≈ 1 + V(εd) + 3V(εt) (18)

The contributions of the uncertainty associated with the actuator-sensor distance and the
time of arrival of the first mode can be inferred from equation 18 where V(εd) and V(εt) denote
the mean normalized variances of εd and εt. The uncertainty associated with εt is at least three
times that of εd. This aligns with the meticulous transducer placement conducted with accurate
measurements, thereby leaving scope for minor human errors in d. On the other hand, the
time of arrival t was calculated based on a statistical criterion that distinguishes signal from
noise, which is prone to a higher degree of uncertainty. The calculated wave velocities along
with their corresponding confidence bounds are plotted against frequency-thickness product
in figure 20. In case of D1, which showed a delayed arrival in the time-history waveforms,
significant amplitude attenuation in the amplitude response curves and the shortest sustained
duration in the time-frequency scalograms (STFTs), the wave velocity was found to be the
lowest among all the cases. These observations suggest a significant loss of energy, which can
be attributed to a high impedance mismatch.

Figure 20: Wave velocity Vp with 99% confidence bounds for estimating the earliest ar-
riving ultrasonic guided wave mode in pristine, asymmetric D2, and symmetric D1 waveg-
uides.

On the other hand, in case of D2, which exhibited a relatively low time delay in the time-
history waveforms, minor amplitude attenuation in the amplitude response analysis and a sus-
tained duration close to but smaller than the pristine case, the wave velocity was higher than
D1 but 16.67% lower than the pristine case. This indicates a relatively lower impedance mis-
match and loss of energy.The analysis of propagating wave velocities not only sheds light on
the recorded wave modes in the experiments but also serves as a crucial starting point for cal-
culating slowness curves.
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Figure 21: Comparing the shapes of the experimental slowness curve with 99% confidence
bounds and Semi Analytical Finite Element S0 slowness curve of the pristine sample for
wave mode identification.

4.6 Slowness curves and wave mode identification
In ultrasonic guided wave testing, slowness curves play a vital role in wave mode identifica-
tion. The wave slowness is the inverse of the wave velocity and represents how quickly the
wave propagates through the composite panel in different directions. By examining the shape
and behavior of the slowness curve, one can identify different wave modes. Each wave mode
has a distinctive polar map of slowness as a function of the ply orientation and elastic prop-
erties, thereby enabling the isolation and identification of symmetric, antisymmetric modes of
different orders. In this study, a semi-circular array configuration of the transducers (figure 7)
allowed for the analysis of wave velocities along multiple directions. The point of signal onset
was identified using the AIC criterion and the time of arrival was computed using this point.
This in turn lead to the calculation of the wave velocity and the slowness of the earliest arriving
mode. The calculated slowness values were plotted against propagation angles 0, π

4
, π
2
, 3π

4
and

π. The slowness curve of the earliest arriving mode generated using experimental data was
compared against the curves generated by the semi-analytical method as shown in figure 21.
The recorded wave mode was determined to be the symmetric S0 mode. More information on
wave mode interactions with composite structures can be found in [66]–[68].

The analysis of time-history waveforms, amplitude responses and STFTs yields valuable
insights into the impact of delaminations on the ultrasonic guided wave signals. The location
of the delamination relative to the central axis of the panel plays a crucial role in determining
the degree of amplitude attenuation and frequency content changes in the signals. The observed
amplitude attenuation effects of signals in time domain were not only consistent when exam-
ined in the frequency domain but also complimented by their time-frequency representations.
Delayed signal arrival in the time-history waveforms, distinct amplitude attenuation character-
istics in the amplitude response analysis, reduced signal energies in the time-frequency repre-
sentations and the calculated wkve velocities were identified as reliable damage signatures. It
is worth noting that the entire workflow, starting from signal acquisition to signal post process-
ing and analysis including detecting and classification of damages, was efficiently performed
using the edge device. The various signal post processing techniques employed in this study
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are summarised in figure 22.

Figure 22: Signal postprocessing techniques applied to the acquired ultrasonic guided wave
signals followed by acoustic source classification.

The proposed workflow, encompassing the detection and classification of signals based on
the identified damage signatures, marks a crucial step towards realising an autonomous and
intelligent CPS in the field of SHM. By successfully integrating signal processing techniques
and edge computing capabilities, this study demonstrated the feasibility of performing com-
plex SHM tasks efficiently and autonomously. The established workflow offers reduced lead
times and highlights the potential of utilizing the physical layer of CyberSHM to detect and
classify various types of damages. It is important to note that the signal acquisition, classifica-
tion, and processing capabilities demonstrated by the CyberSHM physical layer in this study
represent a crucial initial step towards the realization of a non-intrusive autonomous Structural
Health Monitoring (SHM) system. Future research will focus on leveraging the established
framework to effectively isolate fundamental ultrasonic guided wave modes and investigate the
changes in their modal properties as a function of introduced damage. Mapping these changes
to parameterized damage metrics will help establish reliable damage signatures, providing en-
gineers with detailed information about the current health state of the structure and enabling the
determination of optimal maintenance intervention points. This enhanced understanding will
facilitate the development of a physics-informed, robust, and non-intrusive SHM system with
real-time decision-making capabilities.

5 Conclusions
This study presents a comprehensive analysis and development of a CPS physical layer, inte-
grating threshold-free on-edge damage detection and classification capabilities within the Cy-
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berSHM framework. The physical layer operated through two parallelly running algorithms-
the interrogation algorithm and the file-check algorithm. The interrogation algorithm excited
the structure of interest with a user-defined signal via a sparse array of transducers and saved
the acquired data on the edge device. Triggered by the onset of a new batch of data, an in-
line classification algorithm, known as the file-check algorithm classified the acquired data into
AER or non-AER signals. Non-AER signal data was eliminated from the edge device while
the AER signal was subjected to feature extraction algorithms.

The experimental validation of the physical layer was conducted on a (500× 500× 3) mm
12-layer [+453/− 453]S CFRC panel with symmetric D1 and asymmetric D2 (30× 30× 0.02)
mm delaminations. The recorded signals were investigated in time, frequency and frequency-
time domains using a time-history waveform study, amplitude response curves, STFTs, TOA
and slowness curve analysis where the pristine panel was differentiated from the damaged
panel and both the damage cases were distinguished. Furthermore, the AIC criterion was used
to determine the TOA, velocity and slowness of the earliest arriving mode. The uncertainties
associated with distance between the transducers and the time of arrival were incorporated into
the wave velocity calculations, quantifying the overall uncertainty in the wave velocity. The
determination of the velocity not only aided in differentiating the damaged composite panel
from the pristine panel, but also between the damaged cases. Furthermore, the symmetric S0

was identified as the earliest arriving mode with close resemblance between the experimental
and semi-analytical slowness curve shapes.

The CyberSHM physical layer is not only envisioned to carry out real-time in-service data
acquisition, damage detection and characterisation tasks but also to make intelligent projec-
tions and extrapolations upon exploring scenarios that the host structure is yet to encounter.
In applications where large volumes of data are recorded, limited computing ability and sen-
sor memory space is a significant challenge. It is of paramount importance that the essential
features are extracted swiftly to facilitate efficient and well-informed decision-making. To this
light, a compressive sensing framework can be employed wherein one can acquire sparse data
and reconstruct the signal in such a way that the essential features embedded in the original sig-
nal are preserved in the process of compression and reconstruction. The developed workflow
facilitated wireless access to the device. This is crucial in addressing deployment challenges in
an autonomous CPS where the data collected by the physical layer can be relayed to a cloud-
based server where various classification and simulation models can act on them. Future work
will concentrate on robust disentanglement of the fundamental ultrasonic guided wave modes
and investigate the changes in the content of each propagating mode as a function of damage in-
troduced into the structure. This will lead to the estimation of damage signatures from acquired
ultrasonic signals and inform the overall health metric of the structure.
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