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ABSTRACT
In relation to debates in the recent literature on the utility and robustness of adventitious carbon for charge correction of X-ray 
photoelectron spectra, the present work explores its application using 5 years' worth of data collected by the author. The data 
overwhelmingly show that regardless of spectrometer or charge compensation method, and but for a few exceptions where a 
secondary reference is preferrable, a C 1s value of 284.8 eV is suitable for electronically isolated samples.

1   |   Introduction

In X-ray photoelectron spectroscopy (XPS), accurate binding 
energies for conducting samples are readily obtained if the sam-
ple is in contact with the spectrometer. However, the majority 
of samples analysed are insulating, consequently during photo-
emission, the equilibrium potential of the surface charge will be 
affected by both differences in conductivity through the sample 
and the neutralising species; therefore, it is better to ensure such 
samples are electrically isolated from the spectrometer and con-
trol the surface potential using a charge compensation source. 
However, this raises a question: What is the best charge refer-
ence for these samples?

Charge correction is an age-old debate in the X-ray photoelectron 
spectroscopy community [1–3], with recent publications call-
ing to in to question the reliability of decades worth of data [4]. 
Whilst it is accepted that there are both current and historically 
erroneous assignments in the literature, efforts are being under-
taken to combat this (see, e.g., [5–7]); these are not all necessar-
ily a consequence of poor binding energy calibration.

In recent years, Greczynski and Hultman have reviewed and 
proposed different methods, of calibration, including capping 
layers and work function measurements for vacuum level 

referencing [4, 8–13]. Whilst these may work in given situations, 
such sample preparation and measurements are impractical for 
a modern high-throughput analysis laboratory.

In 1982, Swift [1] reviewed the state of charge correction at the 
time and presented a series of published studies where the error 
using adventitious carbon (AdC) was no greater than ±0.4 eV, 
whilst Barr [14] showed this could be as good as ±0.2 eV with 
traceable spectrometer energy scale calibration. Recently, and 
based on the furore already highlighted, Biesinger has reviewed 
these previous works in more depth [15] and also performed a 
study of a large number of samples from his laboratory where 
the traceability of the data acquisition and analysis was known, 
concluding, with very few exceptions, a calibration value of 
284.91 eV (with a deviation of 0.25 eV) was appropriate provid-
ing other sanity checks, such as secondary binding energy posi-
tion of substrate peaks, are performed.

Whilst AdC has been used for many years for charge correc-
tion, its make-up will change in relation to the chemical nature 
and reactivity of the substrate (e.g., AdC on metals may differ 
from ceramics or oxides) and the origin of the hydrocarbons that 
make-up the AdC. Whilst the composition has been debated, 
Biesinger has also shown that AdC likely stems from volatile or-
ganic compounds (VOCs) from the atmosphere and is aliphatic 
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in nature [16], echoing that of Barr [14]. The study also refined, 
through inclusion of a beta-carbon peak, the binding energy for 
AdC to be 284.81 eV.

This latter point raises a question on the environment in 
which the samples are prepared. For example, Crist has shown 
that the C 1s binding energy is different for metals with thick 
(ca. 10 nm) native oxides to those formed under ultra-high vac-
uum (UHV) [3], whilst Greczynski and Hultman have shown 
for Au surfaces in air, high vacuum (HV) and UHV differing 
levels of C, O, N and F [8], whereas the present author has not 
observed N or F on Au surfaces, even after prolonged expo-
sure in HV and UHV environments. Furthermore, is a C 1s 
model such as that proposed by Biesinger, suitable for another 
laboratory, and more importantly, do the binding energies 
measured agree with those reported by the aforementioned 
laboratory?

2   |   Experimental

The data used within this study have been acquired using two 
commercial XPS spectrometers. The first is a Kratos Axis Ultra 
DLD photoelectron spectrometer, utilising monochromatic Al-
kα radiation and electron-only neutralisation. High-resolution 
spectra were collected using pass energies of 20 or 40 eV with 
a 0.1 eV step. For all data used herein, sample analysis was 
performed in the hybrid spectroscopy mode, using the Slot ap-
erture yielding an analysis area of ca. 700 × 300 μm2. For all 
samples, the X-rays were operated at a power of 120 or 144 W 
(10 or 12 mA × 12 kV). Samples were mounted on a double-sided 
adhesive tape attached to a glass slide to float them from the 
spectrometer.

The second system is a Thermo Fisher Scientific K-Alpha+ 
photoelectron spectrometer, equipped with a micro-focussed 
monochromatic Al radiation operating at 72 W (6 mA × 12 kV) 
in the 400-μm spot mode, which yields an elliptical analysis 
area of ca. 600 × 400 μm2. Spectra were acquired at 50 eV pass 
energy, with a step size of 0.1 eV. Charge compensation was 
performed using both low energy electrons and argon ions. 
Samples were mounted either as for the Kratos spectrometer 
on glass slides or pressed into recesses of a copper powder 
holder plate.

The reader is reminded at this juncture that both the X-ray 
source and charge compensation systems can facilitate reduc-
tion of materials [17–19], which must be borne in mind when 
assessing the suitability of a secondary reference peak for as-
sessing the applied charge correction methodology.

Both systems are calibrated in accordance with the ISO 15472 
(2010) standard, where the instrument work function is cali-
brated to give an Au 4f7/2 metallic gold binding energy of 83.96 eV, 
and the spectrometer dispersion adjusted to give a binding en-
ergy of 932.62 eV for metallic Cu 2p3/2. By this method, the Ag 
3d5/2 is reported as 368.21 eV, and all values are checked on a 
monthly basis.

Irrespective of system, the samples analysed are composed of a 
diverse range of materials, including metal oxides, hydroxides 

and carbonates, chlorides, 2D materials and actinide materials; 
graphitic materials, polymers and organics were excluded from 
the data set because other reference values are generally con-
sidered more suitable  [20–22]. For all the spectra analysed, if 
excessive charging was noted, the spectra were rejected so that 
no bias was introduced to any fitting model based on spectral 
artefacts.

The spectra in this paper have originally been analysed using 
different versions of CasaXPS [23]. For this study, the raw data 
have been reanalysed using CasaXPS v2.3.26PR1.2Y. All C 1s 
data have been fitted using a Voigt type function characterised 
by the LA line shape command with the form LA(1.53,243).

3   |   Data Analysis

For this study, data have been selected from the last 5 years 
during which time the analysis laboratory has relocated to 
new custom-built facility, thereby further investigating any 
influence on environmental factors. For traceability, the data 
selected were acquired by the author and limited to 1000 
pieces of data.

Figure 1 shows the fitted C 1s spectra for materials commonly 
encountered within the author's laboratory, whilst Table 1 gives 
the peak fitting parameters used in this work. As stated, the C 
1s envelope was fitted using a Voigt-like function [24], which 
has been shown to be more stable to variation due to noise over 
that of a Gaussian–Lorentzian blend peak shape (denoted as GL 
or SGL line shape in CasaXPS). The model was developed in-
house based on the similarities noted between a large number 
of data sets.

As highlighted by the fitting parameters given in Table 1, whilst 
the model used in the present work has been independently 
generated, the similarities to those of Biesinger [15] are strik-
ing, with the most significant variance in the range of the C  O 
peak. Such differences may be a consequence, or combination, 
of different pass energies, environmental conditions (e.g., rel-
ative humidity, VOC's in the atmosphere) or perhaps artefacts 
from sample preparation by the originator of the samples. 
Nevertheless, both models are in good agreement, and the model 
presented in the present work is used throughout this paper in 
assessing the robustness of the AdC peak in charge correction 
for a range of materials. It is also interesting to note that the C 1s 
spectra acquired by Greczynski from a gold specimen exposed 
to ambient air [8] and for metals and binary compounds stored 
in different media [13] are also remarkably similar in shape, al-
beit generally fitted with an overly broad C  O signal, to those 
presented in Figure 1.

4   |   Results

4.1   |   Metal Oxides

Metal oxides are typically insulating; however, some may be 
semiconducting or even conductive [25]. Table 2 shows the av-
erage binding energies for several common insulating oxides 
taken from NIST [26], Biesinger (where reported, [27, 28]) and 
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the present work, all reported energies are given to the nearest 
0.1 eV to match typically reported experimental step-sizes.

From Table 2, the strong correlation is noted between the bind-
ing energies in the present work and those energies reported by 
Biesinger. More importantly, there is an improvement over the 
average binding energy for a number of NIST database entries. 
For the present data, the highest deviation comes from that for 
Al2O3; however it is well known that aluminium oxides and 
hydroxides are notoriously difficult to distinguish due to the 
uncertainty in the chemical composition of samples recorded 
and the statistical deviation between these compounds [26]; 
however, both the reported binding energy and deviation is in 
good agreement with that for thin film alumina grown on silica 
[29–31] and a well-defined sample of ɣ-Al2O3 [32].

4.2   |   Carbonates and Salts

To further check the validity of the carbon model, several ref-
erence salts and carbonates were analysed in the 5-year period. 

Table 3 shows a sample of carbonates recorded by the author, to-
gether with references where available from NIST and the data-
sets provided by Crist [33] as a further reference point, whilst 
Table 4 shows a sample of chloride salts.

For the salts, there is an excellent agreement with those of NIST, 
with the largest difference (0.4 eV) noted for YCl3. Such differ-
ences may be a consequence of the level of hydration or duration 
of analysis, with an identical binding energy difference observed 
during the analysis of RuCl3 [34].

For the carbonates, the consensus between the binding energies 
is good, with an average binding energy for the CO3 fragment 
found to be 289.6 eV, with a deviation of 0.16 eV. This average 
excludes potassium carbonate where the binding energy is ca. 
1 eV below the average value but is consistent with published 
data [26, 35]. With the exception of potassium carbonate, the use 
of the CO3 peak, as a secondary calibration reference perhaps 
suitable for materials, such as those containing zirconium and 
hafnium, which depending on how stored, can reveal a signifi-
cant carbonate signal [13].

FIGURE 1    |    Fitted C 1s envelopes from (a) TiO2, (b) CuS film, (c) Pt/ZrO2 catalyst and (d) CuPd/ZnO catalyst.

TABLE 1    |    Adventitious carbon (AdC) C 1s fitting parameters from [15] and this work.

Peak assignment

Biesinger model This work

BE (eV) Common range (eV)
FWHM 

(eV) BE (eV) Common range (eV)
FWHM 

(eV)

C  C/C  H 284.8 0.7–1.5 284.8 0.7–1.7

C  O, C  OH A + 1.3 to 1.7 A*1 A + 1.2 to 1.7 A*1

C  O A + 2.8 to 3.0 A*1 A + 3.0 to 3.5 A*1

O  C  O A + 3.8 to 4.3 A*1 A + 3.8 to 4.3 A*1
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TABLE 2    |    Comparison of binding energies from NIST, Biesinger and the present work for a selection of metal oxides.

Compound Core level

Binding energy/eV (ref. to 284.8 eV)

Average NIST (std. dev) Biesinger (std. dev) This work (std. dev)

TiO2 (P25) Ti 2p3/2 458.7 (0.2) N.R. 458.7 (0.1)

TiO2 (anatase) 458.7 (0.1) 458.6 (0.0) 458.8 (0.1)

TiO2 (rutile) 459.0 (n/a) 458.5 (0.1) 458.7 (0.1)

SiO2 Si 2p 103.5 (0.3) N.R. 103.4 (0.1)

ɣ-Fe2O3
a Fe 2p3/2 710.9 (0.4) 710.8 (0.1) 710.8 (0.2)

Nb2O5 Nb 3d5/2 207.4 (0.4) N.R. 207.2 (0.1)

ZrO2 Zr 3d5/2 182.8 (0.6) N.R. 182.2 (0.17)

Al2O3 Al 2p 74.1 (1.0) N.R. 74.8 (0.3)

ZnO2 Zn 2p3/2 1021.7 (0.4) 1021.0 (0.04) 1021.1 (0.05)

Abbreviation: NR = not reported.
aValue taken from the second peak as fitted using Gupta and Sen multiplet values, which also corresponds roughly to the peak maximum for ɣ-Fe2O3 where most users 
will read the binding energy.

TABLE 3    |    Carbonate (CO3) moiety binding energies for a range of metal carbonates relative to AdC at 284.8 eV.

Compound Core level

CO3 binding energy/eV (ref to 284.8 eV)

Average NIST (std. dev) Crista This work (std. dev)
Core level 

BE (eV)

K2CO3 K 2p3/2 N.R. 288.5 288.5 (0.2) 292.6

Li2CO3 Li 1s 289.7 (0.13) 289.8 289.8 (0.1) 55.2

Ba2CO3 Ba 3d5/2 289.6 (0.7) 289.3 289.5 (0.2) 779.9

NiCO3 Ni 2p3/2 N.R. 289.6 289.8 (0.2) 856.3

CoCO3 Co 2p3/2 289.4 289.8 289.4 (0.15) 781.1

MnCO3 Mn 2p3/2 N.R. 289.6 289.8 (0.2) 641.5

CaCO3 Ca 2p3/2 289.6 (0.3) 289.8 289.6 (0.2) 347.0

Abbreviation: N.R. = binding energy not reported.
aNo deviation reported as only single measurements present in dataset.

TABLE 4    |    Cl2p3/2 binding energies for some metal chlorides relative to AdC at 284.8 eV.

Compound

Binding energy/eV (ref to 284.8 eV)

Metallic 
core level

Average metallic 
core level BE (eV) 
NISTa (std. dev)

Average Cl 2p3/2 
NISTa (std. dev)

This work

Cl 2p3/2 
(std. dev)

Metallic core 
level BE (eV)

NaCl Na 1s 1071.5 (0.2) 198.5 (0.3) 198.6 (0.08) 1071.7 (0.05)

KCl K 2p3/2 292.7 (0.16) 198.2 (0.2) 198.2 (0.05) 292.8 (0.05)

YCl3 Y 4d 186.6 (0.0) 199.3 (0.0) 198.9 (0.1) 186.7 (0.1)
aAverage and standard deviation calculated with significant outliers ignored. If included, average is 196.9 eV, with a deviation of 2.6 eV for NaCl and 196.2 with a 
deviation of 2.8 eV for KCl.
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4.3   |   Effect of Charge Compensation System 
and Obtaining a Constant Surface Charge State

The two photoelectron spectrometers employed within this study 
offer two distinct methods of charge compensation, specifically 
low energy electrons only (Kratos) and combined dual low-energy 
argon ions and electrons (Thermo). For a more detailed discussion 
on charge compensation systems and their utility, the reader is di-
rected to [36, 37]. However, between both systems, no observable 
difference in peak position or reproducibility was observed during 
analysis.

What was observable in comparing the data and subsequent 
testing was the time to obtain a stable surface potential through 
charge compensation. To illustrate this, Figure 2 shows a series 
of 0.5 wt% Pd/TiO2 catalysts, which have undergone different 
reaction times.

It is evident from Figure 2a the first set of Ti 2p spectra vary in po-
sition by approximately 1.0 eV, whereas the difference in Figure 2b 
is 0.5 eV. It is notable for the equivalently coloured spectra that 
with increased analysis time, the spectra become more stable and 
are attributed to a more uniform charge potential at the surface, 
a supposition supported by the unexpected ratio differences in 
the Ti2p3/2 and 2p1/2 peaks in Figure 2a, suggesting some degree 
of initial charging. Of course, the spectra in Figure 2b still show 
some variance between peak maxima; this however invokes one 
of the points which Biesinger highlights, specifically confirming 
calibration by a secondary peak—in this case, the Ti 2p3/2 signal. 
Such secondary references are useful, especially in areas such as 
catalytic science, where the surface chemistry will undoubtedly 
change due to preparation methods and reactions. Of course, in 
this example, the Ti 2p3/2 signal is a valid option, as the titanium 
remains in its oxidic, 4+ state. Unless evidence exists, such as that 
from Raman or XRD, that some significant change has occurred 
that may influence the recorded core-level binding energies of the 
support material, then the titania is not expected to change posi-
tion outside of any experimental error.

This also highlights a common error amongst newer analysts—
ignoring variability in X-ray performance. This is perhaps espe-
cially true with the advent of more ‘walk-up and analyse’ XPS 
instrumentation where spectral acquisition can begin in under 
30 min after sample insertion. Ideally, before any analysis, an 
XPS system should have a period where both X-ray and charge 

compensation sources have a time to ‘warm-up’ and equilibrate, 
thus providing a more stable flux from each source reaching 
the sample. A more detailed discussion on variability in XPS is 
detailed by Shard [38]. For clarity, for recording the spectra in 
Figure 2, the sources were allowed to warm-up for 60 min before 
analysis began, suggesting the variance noted is a consequence 
of achieving a stable surface potential, although achievement of 
this due to desorption of some AdC is not discounted.

In reviewing the data used in this study, it was evident that sec-
ondary reference point was required in a small number of cases. 
This may be a result of the C 1s line being weak (typical for many 
SiO2 samples) or noting an unacceptable shift in the core level 
after C 1s calibration after reaction or heat treatment (as already 
discussed for TiO2).

Such phenomena can be related to a change in the concentration 
of surface species such as hydroxyl groups, or changes in surface 
acidity/basicity and can be demonstrated by aluminosilicates 
(zeolites). For example, as the Si/Al ratio in zeolites increases, acid-
ity decreases indicating the aluminium is introducing Brønstead 
acid character [39]. It is not unfathomable; therefore, the interac-
tion between any carbonaceous surface species will interact differ-
ently with surfaces exhibiting different levels of acidity.

An example of this is given in Figure 3, where a series of ZSM-5 
zeolites with differing SiO2/Al2O3 mole ratios (23, 50, 80 and 
280) have been analysed. Figure  3a,b shows the Si 2p and Al 
2p peaks calibrated to the Si 2p line taken to be 103.5 eV, whilst 
panels (c) and (d) show the spectra calibrated to the C 1s sig-
nal at 284.8 eV, where the variability is greater than an expected 
experimental uncertainty of ca. 0.2 eV. It does not go unnoticed 
that in calibrating the Si 2p peak, the variance in the Al 2p peak 
is greater between the high and low Si/Al ratios (difference ca. 
0.9 eV) than in comparison with C 1s calibration, where the dif-
ference is ca. 0.5 eV and identical to the shift in the Si 2p, whilst 
calibration to the Al 2p, taken to be 74.8 eV (see Table 2), results 
in a deviation in Si 2p energies of 0.9 eV and C 1s energies of 
0.5 eV. The differences in Al 2p and Si 2p binding energies if cali-
brated to carbon have been related to the increased charge in the 
zeolite being distributed unevenly around SiO4 and AlO4 units 
[40]; however, irrespective of these observations, it is clear that 
the Si 2p peak in this situation can be considered a more suit-
able reference given the concentration of SiO4 units present and 
therefore more comparable to bulk SiO2.

FIGURE 2    |    Ti 2p core-level spectra for a series of 0.5 wt% Pd/TiO2 catalyst samples where (a) spectra recorded immediately from determining 
analysis height (x1 scan) and (b) later in the same experimental flow (×6 scans). The acquisition time for each sweep is approximately 10 s and (b) was 
recorded approximately 1500 s (25 min) later.
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Evident from the aluminosilicate data is that differences can 
exist between environments within a sample, even in the ab-
sence of charging effects. In such cases, whilst a secondary 
reference is generally suitable, there may be instances where 
the energetic difference between two photoemission peaks 
is preferable to infer chemistry. Such differences may be the 
difference between Auger and photoemission core-lines (the 
Auger parameter), which is independent of both charging and 
reference levels effects [41–43], or the difference between two 
core-lines, such O 1s and the principle metal core-line, which 
has been used to determine reliable chemical state identifica-
tion for a series of niobates [44] and titanium containing ox-
ides [45].

5   |   Conclusions

The data and discussion presented herein, in addition to that of 
Biesinger [15], illustrate that adventitious carbon, found on air-
exposed samples, is a valid method of calibration providing care 
is taken during data analysis. Despite some variation in peak fit-
ting parameters, the present model and that previously reported 
are in excellent agreement, with differences likely due to envi-
ronmental factors. Moreover, despite differences in fitting meth-
odology, the shape of the spectral envelope to carbon species 
reported by Greczynski and Hultman for gold and aluminium 
[8, 9] is also in excellent agreement. These observations suggest, 
regardless of the environment, that similar C 1s envelopes are 
expected.

Whilst AdC referencing has been reported to yield a 95% success 
rate [15], there will always be exceptions, or preferred alterna-
tives to AdC referencing. For example, polymers are still better 
suited to calibration to 285 eV for comparison with Beamson and 
Briggs [20], whilst samples contaminated with siloxanes such as 
polydimethylsiloxane (PDMS), where the C 1s peak is reported 
at 284.4 eV [46], and similarly where there is a high degree of 
graphitic carbon (C 1s = 284.5 eV, [22]), or for conductors the 
Fermi edge, providing it has sufficient intensity, are undoubt-
edly a good choice.

Discussion has already been made on changes in surface chem-
istry due to reaction of heat treatment affecting the interaction of 
carbon with the surface (see TiO2 and aluminosilicates), so the 
use of a known and stable secondary reference, such as a support 
material, metal peak or fermi edge, if the sample is conducting, is 
critical.

Ultimately, for the majority of XPS analysis where samples are 
electrically isolated from the spectrometer, charge referencing 
using a value of 284.8 eV for adventitious carbon is still the most 
appropriate choice, providing the advice presented herein and 
in [15] is followed.

Data Availability Statement

Data sharing not applicable - no new data generated.

FIGURE 3    |    Si 2p and Al 2p core level spectra for a series of ZSM-5 samples with differing SiO2/Al2O3 mole ratios, where panels (a) and (b) are 
calibrated to the Si 2p peak, whilst panels (c) and (d) are calibrated to the C 1s peak.
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