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Abstract 

Working Memory (WM) is the cognitive system that allows the temporary holding of mental 

representations for use in thought and action. Long-Term Memory (LTM) refers to our ability to 

remember a potentially unlimited amount of information over longer time periods. 

Understanding how these two memory systems interact has important implications for theories of 

cognition, learning, and education. Here, we examined (1) whether a shared perceptual 

bottleneck accounts for the relation between WM and LTM accuracy, and (2) whether serial 

position effects in WM are mirrored in LTM. In two experiments, participants studied sequences 

of objects at varying set sizes and completed old/new recognition tests for some items 

immediately after encoding (WM tests) and for other items after all WM trials were completed 

(LTM tests). In Experiment 1 (N = 80), LTM performance was better for items presented in 

lower rather than higher set-size sequences, indicating that limitations in WM capacity constrain 

LTM encoding, irrespective of perceptual bottlenecks. In Experiment 2 (N = 120), we observed 

WM and LTM recency effects, but primacy effects were only present in LTM and not in WM. 

Thus, serial position effects in WM did not consistently predict the relative rates at which items 

from different serial positions were preserved in LTM. These results reinforce accounts that view 

WM and LTM as having at least partially separate mechanisms, shedding light on the nature of 

these mechanisms.  

Keywords: Working Memory, Short-Term Memory, Long-Term Memory, Primacy Effects, 

Recency Effects.   
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Differential Information Transfer and Loss between Working Memory and Long-Term 

Memory Across Serial Positions  

The relationship between Working Memory1 (WM) or Short-term Memory (STM) and 

Long-term Memory (LTM) has puzzled researchers for over a century (Broadbent, 1958; Cowan, 

2019; Ebbinghaus, 1885/1913; Hebb, 1949; James, 1890; Shiffrin & Atkinson, 1969). WM is a 

system that allows the temporary holding of a limited number of mental representations for use 

in thought and action (Cowan, 2017; Logie et al., 2020), whereas LTM refers to our ability to 

retain large quantities of information over longer time periods (see Malmberg et al., 2019; 

Shiffrin & Atkinson, 1969).  

Understanding how these two memory systems interact has crucial implications for 

theories of memory, cognition, and learning, with far-reaching practical implications for 

education, human information processing, and thinking more broadly. For example, limitations 

in how much information we can process initially may impact our ability to remember that 

information later. However, receiving too much information at once may impair long-term 

retention, compared to learning in more manageable chunks (Forsberg et al., 2021b). 

Consequently, numerous theoretical accounts have been put forward to explain the relationship 

between the two systems, but empirical evidence supporting these accounts has left unaddressed 

several important questions about this relation. Here, we first seek to answer whether previous 

 
1 Some researchers use WM and STM interchangeably, while others use the term WM only to refer to 

task paradigms which require concurrent memory and processing of information (for a discussion, see 

Cowan, 2017). We use the term WM to describe our memory task, which requires an active comparison 

between the probe item and the contents of the memory store and has a limited (i.e., within seconds), 

temporal duration. In this manuscript, for consistency and simplicity, we use the term WM to refer to 

research with paradigms that other researchers may refer to as measuring either WM or STM.  

https://www.sciencedirect.com/science/article/pii/S0079612307000209?casa_token=mJInIo5XS1gAAAAA:1RiK3ZPI0Au8Yb0cAow1FzSBwoe4i_fSQHbayyPF2l6uDuwXKdmbQY5cOr5dtJNuqYTwZ-of6A#bib58
https://www.sciencedirect.com/science/article/pii/S0079612307000209?casa_token=mJInIo5XS1gAAAAA:1RiK3ZPI0Au8Yb0cAow1FzSBwoe4i_fSQHbayyPF2l6uDuwXKdmbQY5cOr5dtJNuqYTwZ-of6A#bib58
https://www.sciencedirect.com/science/article/pii/S0079612307000209?casa_token=mJInIo5XS1gAAAAA:1RiK3ZPI0Au8Yb0cAow1FzSBwoe4i_fSQHbayyPF2l6uDuwXKdmbQY5cOr5dtJNuqYTwZ-of6A#bib58
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findings of a WM bottleneck on long-term retention in several recent studies (Forsberg et al. 

2021a; 2022a; 2022b; 2023; Fukuda & Vogel, 2019) could instead be explained by a shared 

perceptual bottleneck between the two systems. Next, we address whether serial position effects 

(i.e., improved memory for items in certain positions within a sequence) transfer between WM 

and LTM in recognition procedures that minimize recall dynamics that may obscure or reduce 

evidence for this transfer. Our first goal has the potential to upend or strengthen current 

theoretical models of the WM-LTM relation, while our second goal will shed insight on whether 

the mechanisms that support successful WM for items from specific list positions also enhance 

LTM for items in those positions. Combined, these two goals will further the understanding of 

how the WM and LTM systems interact. We turn now to a brief overview of competing 

theoretical accounts on the relation between WM and LTM. 

Theoretical Perspectives on the Relationship between WM and LTM    

Theorists have long disagreed about the nature of the WM-LTM relation. Some theorists 

view WM and LTM as two separate memory systems (e.g., Atkinson & Shiffrin, 1968; Craik, 

1970; Plancher & Barrouillet, 2020; Norris, 2017; Shallice & Warrington, 1970; Scoville & 

Milner, 1957). This view has been supported by findings that patients (e.g., Patient “H.M.”) who 

struggled to form new LTM representations nonetheless performed well on STM/WM tests 

(Scoville & Milner, 1957). Other patients, however, exhibited the opposite pattern, with impaired 

immediate memory despite normal LTM performance (Shallice & Warrington, 1970). These 

conflicting patterns of memory impairments represent a compelling neuropsychological double 

dissociation between WM and LTM. Moreover, the perception of WM and LTM as two separate 

memory systems is also supported by computational accounts (e.g., Norris, 2017) and by 

experimental data. For example, some studies have highlighted that continuously repeating the 
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same memory array in a standard WM task does not necessarily result in improved LTM (e.g., 

Shimi & Logie, 2019). According to this view, there need not be a close correlation between 

WM and LTM performance patterns on the same task.  

In contrast, other researchers propose that the most parsimonious account of existing 

behavioral and neuroimaging data is that both WM and LTM are managed by a single memory 

system and are both governed by the same principles and processes (e.g., Brown et al., 2007; 

McElree, 2006; Nairne, 2002; Surprenant & Neath, 2009). Such accounts emphasize that many 

important human memory phenomena are timescale-invariant, suggesting that most seemingly 

differential patterns can be explained by models that assume that the same processes operate for 

both WM and LTM recall (e.g., SIMPLE; Scale Invariant Memory and Perceptual Learning; 

Brown et al., 2002; Surprenant & Neath, 2009). These researchers would expect a close 

correlation between WM and LTM performance patterns. 

In between these views, others envision the WM and LTM systems as closely 

intertwined, viewing WM as a momentarily activated, capacity-limited subset of LTM 

information (e.g., Cowan, 1988, 2019; Morey et al., 2013). We note that conceptualizations of 

the relationship between the two systems depend on definitions of STM/WM and LTM, which 

remain contentious (see Cowan, 2017). Hence, the differences among these contrasting 

theoretical frameworks may not be as extreme as they appear at first glance. For example, most 

researchers who posit that WM and LTM are supported by the same system would acknowledge 

that when memory is tested after a short delay (WM), the quality of the memory representations 

is likely to differ from when it is tested after a long delay (e.g., Greene & Naveh-Benjamin, 

2022a, 2022b; Öztekin et al., 2010). On the other hand, researchers who emphasize differences 

between the two systems do not deny that the two systems may interact – for example, that 
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information stored in LTM (e.g., word meanings) can be used to support WM performance (e.g., 

Hulme et al., 1991). According to this intermediate view, some aspects of WM are likely to be 

preserved in LTM (e.g., rapid learning and improvement in the memory representation: Cowan, 

2019; Cowan et al., 2024; Craik, 2020; Ricker & Vergauwe, 2022). However, other aspects of 

WM are likely to reflect temporary maintenance mechanisms that do not facilitate LTM (e.g., 

refreshment of a decaying memory trace: Barrouillet & Camos, 2015; distinctiveness of very 

recently presented items: Glenberg & Swanson, 1986; Unsworth et al., 2008). 

Here, we focus on the specific suggestion that STM/WM acts as a bottleneck for LTM 

encoding, initially proposed by Atkinson and Shiffrin (1968) and supported by recent 

experimental work (e.g., Čepukaitytė et al., 2023; Cotton & Ricker, 2021; Greene et al., 2024; 

Jeanneret et al., 2023; Forsberg et al., 2021a; 2022a; 2022b; 2023; Fukuda & Vogel, 2019, see 

also Bartsch et al., 2019; Loaiza et al., 2023). According to this account, WM limitations 

constrain LTM encoding, such that successful retention of information in the limited WM system 

also predicts the likelihood of successful retention of that information at a delayed LTM test. 

Forsberg et al. (2021a) developed a novel paradigm and analytical approach to test this 

hypothesis. This paradigm relies on a core distinguishing feature of the WM system: its capacity 

limit (3 – 4 items, Adam et al., 2017; Cowan, 2001, although see Williams et al., 2022, for a 

competing theoretical account). By manipulating the number of items presented in a trial – 

ranging from two items to as many as eight items presented at once – Forsberg et al. manipulated 

the probability that each item was held in WM. The logic was as follows: if the successful 

maintenance of items in WM predicts subsequent LTM recall, then items from lower set-size 

arrays in the WM procedure should be better remembered in a later LTM test, because an item in 

a smaller set-size array is more likely to be successfully held in WM. In these studies, WM set 
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size was found to constrain LTM encoding, which was interpreted as evidence that WM acts as a 

bottleneck for LTM (Forsberg et al., 2021a; 2022a; 2022b).  

In the present study, we made one critical change to this paradigm: rather than 

simultaneous presentation, we presented items sequentially in each WM trial. This allowed us to 

explore two key questions that may redefine our theoretical understanding of the relation 

between WM and LTM. We turn now to discussing the first of these questions. 

 

WM-LTM Bottleneck: Perceptual Load or WM capacity?  

Our first aim was to explore a potential alternative explanation for the WM-to-LTM 

bottleneck observed in previous studies with simultaneous presentation of items during encoding 

(e.g., Forsberg et al., 2021a; Fukuda & Vogel, 2019). Some past studies using sequential rather 

than simultaneous presentation methods did not find that WM load during encoding limited LTM 

for word pair bindings (Bartsch et al., 2019). On the other hand, evidence for a WM set size 

effect on LTM for items was found for smaller, sub-capacity sequences of two to four colorful 

items (Forsberg et al., 2023). However, the majority of recent studies supporting the WM-to-

LTM bottleneck account have used simultaneous presentation (e.g., Forsberg et al. 2021a; 2022a; 

2022b; 2023; Fukuda & Vogel, 2019). Under simultaneous presentation, the effect of WM set 

size on subsequent LTM retrieval may be caused by a shared perceptual encoding bottleneck 

rather than a WM capacity limitation, per se. Suppose that one is examining the memory of an 

individual with WM capacity k on a set of N items. Both an array and a list presumably impose a 

memory load of either k or N items, whichever is smaller, by the time of a WM recognition test. 

However, during the encoding period for each of the N items, the two presentation methods 

differ in the perceptual load imposed. The concurrent perceptual load is N in the case of an array, 
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whereas it is always one in a list. If the perceptual load, rather than the WM load, was the 

limiting factor on LTM performance for items presented simultaneously during encoding in 

previous studies (e.g., Forsberg et al., 2021a), then LTM performance should not differ for items 

presented sequentially in lower versus higher set-size lists.  

In both simultaneous and sequential presentation of items, complex attentional processes 

are likely used to keep memoranda in mind, and while presentation can be controlled 

experimentally, it is notoriously difficult to distinguish serial (one at a time) from parallel 

(concurrent) processing (see Cowan & Guitard, 2024; Townsend, 1971, 1990; Townsend & 

Wenger, 2004).     Moreover, higher set size arrays are inherently more visually complex given 

the simultaneous presentation of items. Although Forsberg et al. adjusted the encoding time for 

each item (e.g., a two-item array was shown for 500 ms and a four-item array for 1000 ms), the 

arrays were arguably still qualitatively different. For example, arrays containing more items may 

cause inter-item interference (see Oberauer et al., 2012), or participants may apply different 

strategies to such arrays, such as choosing to focus their attention on only a small subset of items 

(see Atkinson et al., 2022; Jeanneret et al., 2023). 

Cowan et al. (2011) found comparable age differences in WM change-detection accuracy 

between participants who studied four colored shapes simultaneously versus those who studied 

the shapes sequentially. These findings suggest that age differences in WM capacity, rather than 

differences in perceptual load imposed by sequential versus simultaneous presentation methods, 

was the limiting factor on recognition accuracy immediately after encoding. Accordingly, it is 

conceivable that WM capacity was also the limiting factor on LTM in the previous studies 

exploring the WM-to-LTM bottleneck with simultaneous presentation. If so, we should observe a 

set size effect for LTM performance with sequential presentation in the current study. Such a 
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finding would provide stronger support for theories that view WM and LTM as closely 

intertwined systems, such as models that view WM as a capacity-limited subset of LTM (e.g., 

Cowan, 1988; Cowan et al., 2024). However, if the set size effect does not replicate with 

sequential presentation, the conclusions of Forsberg et al. (2021a) and others (e.g., Fukuda & 

Vogel, 2019) would be called into question, suggesting that the perceptual load – rather than 

WM capacity limitations – limited both WM and LTM performance. Such a finding would pose 

a challenge for models predicting that WM is the “gateway” through which new LTM 

representations are formed (e.g., Atkinson & Shiffrin, 1968; Cowan, 1988). In contrast, such a 

finding may align well with unitary models that predict timescale-invariance in the processes that 

affect memory (Brown et al., 2007; McElree, 2006; Nairne, 2002; Surprenant & Neath, 2009).  

Primacy and Recency Effects: How do WM Maintenance Processes Affect LTM Retention? 

Our second aim was to explore how WM maintenance processes affect LTM retention by 

investigating whether serial position effects (i.e., better memory for items presented at certain 

positions in the sequence) in WM are mirrored in LTM. If serial position effects in WM mirror 

those in LTM, this would suggest that the processes that support successful WM for items in a 

sequence (i.e., WM maintenance processes) translate into improved LTM for those items, as 

well.  

The most widely reported serial position effects are primacy effects (enhanced memory 

for items from early list positions) and recency effects (enhanced memory for items from the last 

few list positions), popularized by Ebbinghaus (1885/1913, also see Siegler, 1978 for an account 

of earlier work by Nipher). Primacy and recency effects have been reported in verbal free recall 

by Murdock (1962) and have been observed in numerous WM/STM paradigms using verbal 

stimuli (e.g., Guitard & Cowan, 2023; Saint-Aubin & Poirier, 2000) and visuospatial stimuli 
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(Jones et al., 1995; Smyth & Scholey, 1996). Extensive prior research has established that 

primacy and recency effects are sensitive to various experimental manipulations (for a review, 

see Kahana, 2017). For example, the recency effect is attenuated by a brief, distractor-filled 

delay, compared to immediate free recall (Glanzer & Cunitz, 1966; Postman & Phillips, 

1965),  and primacy effects are reduced when a continuous distractor task is introduced between 

each study event (Kahana, 2012) but persist over long time periods when participants have ample 

free time between item presentations to process each item (Bjork & Whitten, 1974; Howard & 

Kahana, 1999).  The attenuation of recency with delay, in particular, may lead naturally to the 

prediction that serial position effects in WM would not be mirrored in LTM. However, these 

classic studies relied on free recall paradigms with verbal materials and occasionally 

administered both immediate and delayed free recall tests on the same lists (e.g., Craik, 1970). In 

immediate free recall, participants tend to initiate recalls from recency items, but recall initiation 

is driven by primacy items for delayed free recall (Healey et al., 2014; Kahana, 2017). 

Transitions between items are driven primarily by shared temporal or semantic relations among 

the items in the list (Howard & Kahana, 2002; Kahana, 1996, 2020), such that participants are 

less likely to make temporally or semantically distant transitions. The exception is that when 

subjects initiate recall with end-of-list items, they then tend to transition to the beginning of the 

list and proceed to recall items in an asymmetrically forward direction (i.e., transitioning to the 

next item in the sequence rather than to an earlier serial position; see Kahana, 1996). 

Accordingly, participants who initiate recall with primacy items (as in the case of delayed free 

recall) are less likely to transition to recency items. Because participants recall items as they 

come to mind in free recall tasks, output interference may further constrict their ability to recall 

end-of-list items when recall is initiated with beginning-of-list items (cf., Cowan et al., 2002). It 
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is conceivable, however, that in recognition procedures like ours, recency effects would transfer 

from WM to LTM tests. Such tests minimize output interference due to recalling multiple items 

and the strong temporal and semantic dynamics that drive recalls potentially away from end-of-

list items in classic delayed free recall procedures where recall is initiated with primacy items. 

Indeed, prior recognition studies have observed enhanced LTM for recency items, relative to 

middle list-position items, at least under incidental encoding conditions (Jiang & Cowan, 2020). 

In the procedure to-be-employed in the present study, participants are aware that their memory 

will be tested at the end of each WM trial, but they are not explicitly informed about the LTM 

tests at the end of the experiment (see Forsberg et al., 2021a). Thus, although participants 

intentionally encode items for immediate WM tests, their LTM encoding (i.e., encoding the 

items in such a way to promote long-term retention) is relatively more incidental.  

 Several theories can account for the primacy and recency effects observed in the serial 

position curve. Page and Norris (1998) proposed that primacy arises because the amount of 

attention to each list item declines as items are added to the memory load during list presentation 

(see also Azizian & Polich, 2007; Brown et al., 2007; Sederberg et al., 2006). Primacy effects 

have also been attributed to the differential rehearsal of beginning-of-list items relative to 

subsequent items (e.g., Fischler et al, 1970; Rundus & Atkinson, 1970; Tan & Ward, 2008). 

Other accounts suggest that an item's strength of encoding in LTM is a direct function of its 

length of stay in the short-term store. In such accounts, it is assumed that primacy effects transfer 

to LTM because early list items enjoy the longest stay in the WM store (see Craik, 1970).  

By examining the serial position function, one can observe the buildup of the WM load 

over time (e.g., Chen & Cowan, 2009). This allows a distinction between the load at the time that 

each item is encoded (presumably equal to either k or the serial position in the list minus one, 

https://link.springer.com/article/10.3758/s13423-019-01615-8#ref-CR30
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whichever is smaller) versus the load by the time of the test (k or the set size N, whichever is 

smaller). Some recent work on consolidation suggests that the load at the time of encoding could 

be important because WM limitations constrain item consolidation processes (for a review, see 

Ricker et al., 2018; see also Ricker & Hardman, 2017). For example, Vergauwe et al. (2014) 

asked participants to maintain series of letters of different lengths during a 12-second delay filled 

by a processing task (i.e., a parity judgment task on digits appearing successively). They found 

that processing time was longer for the first, compared with the subsequent digits, and they 

attributed this delay to the consolidation process of the letters. Crucially, they found this 

postponement increased with the number of memory items.  

There are reasons to expect enhanced memory for the final list items at various time 

delays as well. Recency effects could arise due to distinctiveness of the items near both ends of 

the list (Brown et al., 2007; Kuhn et al., 2018) or the displacement of earlier items as new items 

arrive (Maskarinec & Brown, 1974). Similarly, end-of-list items may be retained in an activated, 

more accessible state, which may enhance recall (e.g., Azizian & Polich, 2007; Davelaar et al., 

2005; Glanzer & Cunitz, 1966; Shriffin & Atkinson, 1969). If the final item presented in the WM 

set is ‘fresher’ in the participants’ minds, they may be more likely to rehearse it during the 

retention interval, compared to earlier list-position items that may have been forgotten or 

overwritten by later items. For example, participants may rehearse by visualizing or by repeating 

an item’s verbal label, if the retention interval is not occupied by another task or activity. This, in 

turn, could result in more durable LTM representations for end-of-list items, yielding preserved 

recency effects in LTM tests.  

Finally, Craik and Lockhart (1972) suggested that LTM performance depends on the 

level – rather than the duration – of processing of the memoranda. They found that keeping 
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information in an active state did not bolster memory performance, but instead, information that 

was processed more deeply was better remembered than information that was processed in a 

shallower way.  

Combined, extant theoretical accounts and empirical observations of primacy and 

recency effects yield several interesting predictions for our study. For example, while a shallow, 

verbal rehearsal strategy is likely to support WM performance (e.g., Forsberg et al., 2020), it 

would likely exert a less meaningful impact on LTM performance (e.g., Craik & Lockhart, 

1972). Thus, if WM primacy or recency effects are underpinned by shallow processes, we may 

not observe a similar boost (relative to middle list-position items) for those items in subsequent 

LTM tests. In contrast, if WM primacy or recency effects are supported by deep rehearsal 

mechanisms, we would expect items presented in those positions to also fare better in LTM, 

bolstered by deeper, more attentive encoding (Craik et al., 1970; Glanzer & Cunitz, 1966; Page 

& Norris, 1998).  

Finally, we note that the role of attention in shallow and deep encoding processes is not 

theoretically straightforward. During item encoding, the semantic or conceptual representation of 

an item can be formed rapidly, with little need for sustained attention, as indicated by evidence 

of rapid gist extraction in both the verbal (e.g., Draine & Greenwald, 1998)      and the visual 

domain (Potter, 1976; Tatler, 2003), and the reduced attentional demands of encoding semantic 

and gist representations (e.g., Greene & Naveh-Benjamin, 2023; Odegard & Lampinen, 2005). 

However, in order to firmly establish those representations, items appear to be held at least some 

of the time within the Focus of Attention (see Cowan et al., 2024), as recent research suggests 

that long-term retention of gist (semantic) representations is affected by capacity constraints 

during initial encoding (Greene et al., 2024). Thus, while the initial establishment of a semantic 
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representation embedded within a specific episodic context may be relatively automatic, the 

formation of a more durable representation (what we refer to as ‘deep maintenance processes’     

) likely requires some more active and focused commitment of attention. 

     To gain insight into the mechanisms used to support memory performance in these two 

systems, we explored whether patterns of primacy and recency effects generalized from WM to 

LTM trials .      

Experiment 1 

The first goal of Experiment 1 was to test whether the findings of Forsberg et al. (2021a) 

would replicate when to-be-remembered items were presented sequentially (as opposed to 

simultaneously). The switch to a sequential presentation method enabled us to test competing 

hypotheses about the WM-to-LTM bottleneck observed in previous studies. According to one 

hypothesis, if WM capacity is the limiting factor for LTM retention, memory performance in 

LTM tests should be better for items presented as part of a smaller relative to a larger sequences 

in the WM task – replicating prior results with simultaneous presentation (Forsberg et al., 2021a; 

2022a; 2022b; see also, Forsberg et al., 2023, which included only sub-capacity set size 

sequences). However, because these previous studies used simultaneous presentation, the 

limiting factor may not be WM capacity, but instead, a shared perceptual bottleneck that is 

magnified for arrays with more items to-be-encoded at once. According to this alternative 

hypothesis, we should observe evidence against a set size effect on LTM under sequential 

presentation, which equates the concurrent perceptual bottleneck for smaller and larger 

sequences. 
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Our second aim was to better understand the mechanisms driving both WM and LTM 

primacy and recency effects by comparing serial position effects during the initial WM test and 

subsequent LTM test. Specifically, we explored the following pre-registered hypotheses:  

Primacy Effect Hypotheses  

HPrimacy1: If the WM primacy effect is driven by deep maintenance processes (e.g., 

participants actively holding early items in the focus of attention, or keeping them in a semantic 

form, which may be possible because of the availability of attention2), we would expect 

evidence for primacy effects in LTM.  

HPrimacy2: If the WM primacy effect is driven by shallow processes (e.g., verbal rehearsal 

of early items), we would expect evidence against primacy effects in LTM.  

Recency Effects Hypotheses 

HRecency3: If the WM recency effect is driven by deep maintenance processes (e.g., final 

items actively held in focus of attention, or kept in a semantic form, which may be possible 

because of the availability of attention, during the delay), we would expect to observe evidence 

for recency effects in LTM.  

HRecency4: If the WM recency effect is driven by shallow processes (e.g., less interference 

and decay compared to other items) we would expect evidence against recency effects in LTM. 

 

 

Method 

 
2 In our pre-registered hypotheses, we had included items being held in the focus of attention as a sole example of 

a “deep” maintenance process. In the levels of processing theory, deep processing often refers to forming a 
conceptual or semantic representation. Our theoretical assumption was that for an item to enjoy any type of 
‘deeper’ processing (including semantic), it needs to be held in the focus of attention. However, we acknowledge 
that holding information in the focus of attention, in itself, may not fit the classic definition of a deep maintenance 
process, and we have amended our hypotheses for clarity. 
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Transparency and Openness 

 

The methods and analyses reported below were pre-registered on the Open Science Framework 

at [ https://osf.io/43hsd/?view_only=01456942b0ff4c31baac6bfd96a844aa], except analyses 

labeled as ‘exploratory’. Data, analysis code, and study materials are available at [ 

https://osf.io/y3qxf/?view_only=cdd71f1f49e54011bb549145edc87ebe ].We report how we 

determined our sample size, all data exclusions, all manipulations, and all measures in the study 

below.  

 

Participants  

Sample Size Determination. To determine our experimental sample size, we used Bayes 

Factors design analysis (BFDA; Schönbrodt & Stefan, 2018). We used a sequential sampling 

procedure with a pre-specified, minimum sample size of N = 80, and a maximum N of 140 

participants. Our BFDA was based on 10,000 simulations for a within-subjects design (using a 

Bayes Factor (BF) > 3 as decision criteria). The BFDA tested whether we could detect evidence 

against an effect under the assumption that no effect exists in the population, using a non-

directional within-subjects Bayesian t-test, with a minimum number of 80 participants. 

Assuming that there is no effect (d = 0.00), these simulations revealed that 84.9% of samples 

found evidence for H0 (i.e., correctly finding evidence against an effect), 1.0% of samples found 

evidence for H1 (i.e., a false positive), and 14.1% of samples were inconclusive. Next, we ran 

similar simulations under the assumption of a true effect of d = 0.59, based on the effect size 

(Cohen’s d) of WM set size (set size 2 versus set size 6) on LTM performance (adjusted 

p(LTM)) from a similar prior study using simultaneous presentation (Forsberg et al., 2021a). 

https://osf.io/43hsd/?view_only=01456942b0ff4c31baac6bfd96a844aa
https://osf.io/y3qxf/?view_only=cdd71f1f49e54011bb549145edc87ebe
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Using a BF     > 6 as decision criteria revealed that, with 80 participants, 98.9% of simulated 

studies found evidence for H1 (i.e., correctly finding evidence for an effect), while 1.1% of 

studies were inconclusive, and 0.0% of studies found evidence for H0 (false negative). Finally, 

we specified that if evidence for or against the central hypothesis in our pre-registered analysis 

was inconclusive (defined as a BF      between 0.33 and 3, thus failing to provide convincing 

evidence either for or against an effect), we would collect 20 more participants until the BF      is 

> 3, or until we reach our maximum N = 140 (Rouder, 2014). This threshold was reached at the 

first stopping point, resulting in a final N of 80 participants. 

Recruitment. We recruited participants online via Prolific.co, found to produce 

comparable results to in-person laboratory studies (Germine et al., 2012; Peer et al., 2017). 

Participants were pre-screened via Prolific to fit the following criteria: (1) Native speaker of 

English, (2) British, American or Canadian Nationality, (3) Normal or corrected-to-normal 

vision, (4) No cognitive impairment or dementia, (5) No language-related disorders, (6) Aged 

between 18 and 30 years, and (6) Approval rating of at least 90% on prior submissions at 

Prolific.co. The study was approved by the local Ethics (IRB) committee at the University of 

Missouri, and participants were compensated according to Prolific.co recommendations.   

Pre-registered Pilot. As specified in our pre-registration, we first collected data from 10 

pilot participants via Prolific.co, to ensure that the task difficulty level was appropriate (i.e., that 

it did not result in chance-level performance). Specifically, we checked the data from these initial 

10 participants to ensure that average WM performance was greater than .55 for set sizes of two 

or four items among at least eight of the 10 participants, and to ensure that all data was saved as 

intended. These conditions were met, and we proceeded with data collection, with these 10 initial 

participants included in the final sample.  



Page 19 

 
 

Exclusions. One participant was excluded and replaced under our pre-registered 

exclusion criteria, for taking two > 10-minute breaks within a memory trial. All participants 

performed over .55 accuracy in the easiest WM condition (Set Size 2), and therefore, no one was 

excluded for poor WM recognition performance.    

Demographics. The mean age of the participants was 24.0 years (SD = 3.29, range 18–30 

years; 55.0% female, 42.5% male, 1.25% other, and 1.25% ‘prefer not to say’, and 16.2% Asian, 

3.75% Black or African American, 6.25% More than one Race, 72.5% White or European, 

1.25% Other). The average experiment completion time was 24.8 minutes (SD = 8.0).  

Procedure 

Each participant completed three tasks in the following fixed order: (1) a WM probe-

recognition task, (2) a one-minute arithmetic distraction task, and (3) a second probe-recognition 

memory task to assess LTM for previously untested items from the WM task. Figure 1 shows 

example trials for the WM (Panel A) and LTM (Panel B) phases. The crucial manipulation was 

the WM set size (i.e., the number of items presented in each trial), with two (SS2), four (SS4), or 

six (SS6) items per sequence. The general procedure was similar to that in previous studies 

(Forsberg et al., 2021a; 2022a; 2022b), with one key difference: each memory item was 

presented on its own (i.e., sequential presentation). Participants were informed that they would 

complete two memory tests but were not explicitly told that their memory for the WM items 

would be tested at a later point. We programmed the experiment using PsyToolkit (Stoet, 2010, 

2017). 

Working Memory (WM) Task. All memory stimuli were selected from the Microsoft 

Office ‘Icons’, and consisted of easily recognizable images (e.g., animals, fruits, and furniture). 



Page 20 

 
 

The background was light grey, and the to-be-remembered items were presented in black (image 

resolution: 96 × 96 pixels). Each participant studied a total of 288 unique memory items in the 

WM task, at varying set sizes (two, four, or six items per sequence).  

Each WM trial started with a 250 ms central fixation cross before the presentation of the 

first memory item. Items in each set were presented sequentially for 250 ms per item, with a 250 

ms blank inter-stimulus interval separating each item. After all the items in the trial had been 

presented, there was a 2000 ms blank delay before the probe item and response options were 

presented, allowing comparison with previous studies using sequential presentation (see 

Forsberg et al., 2021a). On half of the trials at each set size, the probe item was a novel, 

previously unseen item. On the other half of the trials at each set size, the probe item was the 

same as one of the studied items from that sequence. The number of trials at SS2, SS4, and SS6 

was 48, 24, and 16, respectively, to ensure that an equal number of 96 unique memory items was 

presented at each set size, resulting in a total of 88 WM test trials. For the 24 same probes in SS2 

tests, half were drawn from each serial position. The 12 same probes in SS4 tests were evenly 

drawn from each of the four serial positions in the studied sequence (i.e., three same probes per 

serial position). The eight same probes for SS6 tests included two probes each from the first two 

serial positions and one probe from each remaining serial position (positions three through six) in 

the study sequence. The order of trials and the selection of items for each trial were randomized 

for each participant. Participants responded by clicking on one of the following options, which 

were presented on the screen along with the probe: ‘I’m Sure I Saw It’, ‘I Think I Saw It’, ‘I 

Guess I Saw It’, ‘I Guess I Didn’t See It’, ‘I Don’t Think I Saw It’, or ‘I’m Sure I Didn’t See It’ 

(see Figure 1A).  
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Arithmetic Distraction Task. After completing all 88 WM trials, participants completed 

a one-minute distraction task. They were asked to verify arithmetic equations of the form a × b + 

c = d, where a, b, and c were random single-digit integers and d was equal to a × b + c or differed 

from that expression by ±1. Participants responded by clicking ‘Correct’ or ‘Incorrect’ on the 

screen. On average, participants attempted 14.5 problems (SD = 6.2, range 2 – 34) during this 

one-minute distraction task, and the average accuracy was 73.9% (SD = 18.9).  

Long-Term Memory (LTM) Task. Lastly, participants completed the LTM task. 

Participants were asked to respond to 244 single probe items by indicating whether they had seen 

each item during the initial WM task, using the same response scale as in the WM task (see 

Figure 1B). To avoid repeated exposure, items that were probed in the WM task were not probed 

in the LTM task. The 244 LTM test probes consisted of 136 new items, 36 SS2 items, 40 SS4 

items, and 60 SS6 items. At SS2, 18 items were probed for each serial position. At SS4 and SS6, 

10 items were probed for each position.  

Analyses 

 We report all pre-registered analyses and some additional exploratory analyses, which are 

labeled as ‘exploratory’. Statistical analyses were conducted within a Bayesian statistical 

framework, which confers many advantages over null hypothesis significance testing, such as the 

ability to quantify evidence for (or against) a null effect. Our primary analyses concerned the 

effects of WM set size on both WM and LTM accuracy. These analyses included (1) 

comparisons of response accuracy in the WM tests using hierarchical Bayesian logistic 

regression models in the brms package in R (Bürkner; 2017), and (2) recognition model-based 

estimates of the probability that an item from a given set size was held in WM (by the time of 

WM testing) or LTM (by the time of LTM testing) based on formulas from Forsberg et al. 
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(2021a). To ensure that our findings generalize when using different theoretical approaches to 

memory data (e.g., Williams et al., 2022), we also report measures of d-prime and a-prime for all 

analyses using p(WM) or p(LTM) measures (see Supplementary Materials, Section 1, for more 

details, and tables summarizing these values). 

The hierarchical Bayesian logistic regression models leveraged trial-level response 

accuracy within each subject. Our model estimated the effect of WM set size (coded as a 

continuous factor) on memory performance (the parameter η (eta) in our model), accounting for 

the binary distribution of the data (correct or incorrect), using a Bernoulli distribution. We used a 

normally distributed prior for η (memory performance), specified by set_prior("normal(0,5)"). 

Participant identity and trial number were both included as random intercepts, to account for 

individual variation and trial variability. The dependent variable was Correct versus Incorrect 

responses (1 or 0) on each trial, and responses marked as guesses were coded as incorrect for this 

analysis. Such multilevel models allow modeling of data that take complex dependency 

structures into account and yield not only the mean but also a measure of the uncertainty of each 

parameter (the Bayesian Credible Interval), which conveys the range of values in which we can 

be certain, with a specified probability (e.g., 95%), that the “true” estimate of the parameter can 

be found within the population (Kruschke & Liddell, 2018).  

Our recognition modeling was based on the analytical approach of Forsberg et al. 

(2021a). We estimated the proportion of items from a given encoding set size that was 

observable in memory at the time of (1) WM testing (p(WM)), and (2) LTM testing (p(LTM)). 

The p(WM) estimates were based on the observed rates at which participants correctly identified 

studied items (i.e., the hit rate, h) and incorrectly identified new items as old (i.e., the false alarm 

rate, f). The model for estimating p(WM) was based on formulas from Pashler (1988) that were 
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applied to single-probe recognition test situations by Cowan et al. (2013), dubbed the “reverse 

Pashler” formula. This model assumes that when the probed item is in WM, participants respond 

correctly, and when it is not, they guess that the item is new with a certain rate (g). Then, the 

correct detection rate for old (studied) items, h, equals the probability that the probe item is in 

WM plus the probability that it is not in WM but that a correct "old" guess g is given:  

h=p(WM) + (1– p(WM))(g) 

New items cannot match a representation in WM, so performance depends on the 

guessing rate, and an incorrect response (f) is made at the rate, f = g.  By combining these 

formulas, it can be shown that: 

𝑝(𝑊𝑀) = (
ℎ − 𝑓

1 − 𝑓
)

 

 

We used a similar formula to estimate the proportion of items from each WM sequence 

that were subsequently accessible in LTM. In the formula for p(LTM), l denotes that the hits (h) 

and false alarms (f) are based on correct and erroneous “old” recognition responses in the LTM 

tests:  

𝑝(𝐿𝑇𝑀) = (
ℎ𝑙 − 𝑓𝑙

1 − 𝑓𝑙
)   

If the false alarm rates exceed the hit rate, p(WM) or p(LTM) becomes an implausible 

negative value, which likely reflects a combination of poor memory and unlucky guessing. In our 

pre-registration, we specified two ways to deal with theoretically implausible p(WM) or p(LTM) 

estimates. In the first approach, we adjusted such values to be plausible (such that a p(WM) 

corresponding to a WM capacity less than 1 item was adjusted to the equivalent of a capacity of 

one item, and negative p(LTM) was adjusted to 0). In the second approach, we excluded all 
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participants with one such value in any set size. In this experiment, this affected three 

participants: one with a low p(WM) value and two with low p(LTM) values. We report results 

using both the adjusted values and the values for the second approach (excluding these three 

participants). 

Using these model-based estimates of p(WM) and p(LTM), we also calculated the ratio 

of WM to LTM transfer at each set size. Comparisons of model-based estimates of recognition 

memory – p(WM), p(LTM), and p(LTM)/p(WM) – were based on Bayesian t-tests and ANOVA 

models implemented in the BayesFactor package in R (Morey & Rouder, 2015). When reporting 

Bayes Factors (BFs), we rely on the terminology proposed by van Doorn et al. (2021), in which a 

BF between 1 and 3 is considered inconclusive or weak, between 3 and 10 is considered 

moderate, and between 10 and 100 is considered strong. We refer to BFs >100 as decisive 

(Wetzels & Wagenmakers, 2012). However, these categorical verbal labels are subjective and 

should not be interpreted as definitive cut-off points (Tendeiro & Kiers, 2019; van Doorn et al., 

2021). We report BFs for the effects hypothesis as BF10, and those for the null hypothesis as 

BF01, where BF01 = (BF10)
-1.  

Finally, in addition to these primary analyses examining the effects of WM set size on 

recognition accuracy and the transfer of information from WM to LTM, we also examined 

whether primacy and/or recency effects in WM transferred to LTM in the most extreme set size 

condition (SS6). We focused on SS6 for these analyses because the six-item sequence afforded a 

longer list for comparisons of primacy and recency items to middle-position items, relative to the 

list lengths of SS2 and SS4 sequences.  

Results  
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The Effect of Set Size on WM and LTM  

WM Accuracy. WM accuracy (p(WM)) across set sizes is presented in Figure 2A. First, 

we explored the effect of set size on WM accuracy, using Hierarchical Bayesian logistic 

regression models. This analysis detected credible evidence for a set size effect with decreasing 

accuracy as set size increased (η=-0.40; SE=0.03, 95% CI [-0.46, -0.35]). The BF in favor of the 

model including set size was 3.14 × 1051 over a model not including this factor, indicating 

decisive evidence that the set size manipulation influenced WM accuracy (SS2: M = 0.95, SD = 

0.23; SS4: M = 0.87, SD = 0.33; and SS6: M = 0.80, SD = 0.40). In addition to this atheoretical 

analytical approach, we performed an exploratory analysis on p(WM), to match the p(LTM) 

analysis reported below. We tested whether performance in the WM task varied as a function of 

WM set size using a Bayesian t-test, comparing the lowest set size (SS2) with the highest (SS6), 

using the BayesFactor package in R (Morey & Rouder, 2015). We found decisive evidence (BF10 

= 2.3 × 107)  that WM retention (p(WM)) was better for items presented in lower set size 

sequences (SS2: M = 0.95, SD = 0.07) than for items presented at higher set size sequences 

(SS6: M = 0.84, SD = 0.19), when theoretically implausible values of p(WM) were adjusted. 

Similar results were found when data from the three participants with theoretically implausible 

values were excluded (BF10 = 5.9 × 106). Results replicated with exploratory d-prime (BF10 = 5.5 

× 1016) and a-prime (BF10 = 5.4 × 1010) measures (see Supplement for details). 

p(LTM) Results. Estimates of p(LTM) – the proportion of items from each encoding set 

size that were retained by the time of LTM testing – are depicted in Figure 2. Two separate pre-

registered analyses addressed whether successful encoding of items in WM influenced 

subsequent LTM representations. First, we tested whether performance in the LTM task varied 

as a function of WM set size using a Bayesian t-test, comparing the lowest set size (SS2) with 
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the highest (SS6). We found decisive evidence (BF10 = 4.9 × 105) that LTM retention (p(LTM)) 

was better for items presented in lower set size sequences (SS2: M = 0.51, SD = 0.23) than for 

items presented at higher set size sequences (SS6: M = 0.42, SD = 0.23, see also SS4: M = 0.45, 

SD = 0.22), when theoretically implausible values of p(LTM) were adjusted. Similar patterns 

were found when data from the three participants with theoretically implausible values were 

excluded (BF10 = 7.5 × 104). The second pre-registered analysis included set sizes of two, four, 

and six items as a continuous numeric variable and used the generalTestBF function. This 

analysis also revealed decisive evidence for a set size effect both when adjusting negative values 

(BF10 = 6.0 × 106) and excluding them (BF10 = 7.9 × 105). Results replicated with exploratory d-

prime (BF10 = 9.4 × 108) and a-prime (BF10 = 6.3 × 105) measures (see Supplement for detailed 

values). These results replicate the findings of Forsberg et al. (2021a) and suggest that WM load 

during memory encoding constrained long-term learning, even when items were presented 

sequentially.  

p(WM) and p(LTM) for only the final two items of each set. By combining the set size 

manipulation with sequential presentation, two potential confounds were introduced. First, the 

average time between memory item and test was longer for the larger set sizes, because items 

earlier in the set were presented further from the test, temporally. Second, items presented in the 

final position may enjoy potential recency effects. At the shortest list length (SS2), the last item 

was tested on 50% of target-present test trials, whilst the last item contributed fewer target-

present test trials at SS6, as items from the six different serial positions were probed. Therefore, 

in an exploratory analysis, we assessed the set size effect, only considering the final two items 

from each set size (i.e., both items for SS2, items 3 and 4 for SS4, and items 5 and 6 for SS6). 

For adjusted p(WM), evidence against a set size difference between SS2 and SS6 was found 
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(BF01 = 7.6; SS2 [M = 0.95, SD = .07], SS4 [M = .93, SD = .14], and SS6 [M = .95, SD = .16]), 

suggesting that set size effects were at least partially driven by these factors. However, for 

adjusted p(LTM), evidence for a difference between SS2 and SS6 was observed (BF10 = 25.7; 

SS2 [M = 0.51, SD = .23], SS4 [M = .45, SD = .22], and SS6 [M = .42, SD = .23]), suggesting 

that the LTM set size effect cannot be explained by a larger proportion of final-item trials for the 

larger WM set sizes.  

WM Set Size Effects on the Ratio of Items Transferred from WM to LTM. Next, we 

tested the ratio of WM to LTM transfer, i.e., how many of the items encoded into WM made it 

into LTM, for each WM set size, using a similar method to Forsberg et al. (2021a). For each 

participant and WM set size, we assessed the proportion of items that were in memory at the time 

of WM testing (p(WM)) and LTM testing (p(LTM)), and using these values, we obtained a ratio 

of LTM to WM item presence (see Supplementary Material, Section 2 for further details). We 

tested whether this ratio differed across set sizes and found inconclusive evidence for an effect 

(BF10 = 1.5 for adjusted values, BF01 = 1.4 when negative values were excluded). Moderate      

evidence against a set size effect was found when using exploratory d-prime (BF01 = 5.6) and a-

prime (BF01 = 5.5) measures (see Supplement for details). Thus, it is unclear whether the 

probability that items that were successfully encoded in WM were subsequently remembered in 

the LTM task differed between smaller and larger set sizes. The ratio values (using the adjusted 

approach) for items originally presented at SS2 were (M = 0.53, SD = 0.23), for SS4 (M = 0.49, 

SD = 0.21), and SS6 (M = 0.47, SD = 0.24).  

Relation Between WM Capacity and LTM Performance  

Next, we assessed correlations between an individual’s overall k (WM capacity) and 

average LTM performance with a Bayesian correlation test. WM capacity for each set size was 
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estimated for each participant in a hierarchical Bayesian working memory model, based on the 

“reverse-Pashler” formula (see Cowan et al., 2013; Rhodes et al., 2018). See the Supplementary 

Materials, Section 3 for further details. Average LTM performance was quantified as the average 

number of items a participant held in LTM, for each set size (p(LTM) × Set Size), such that 

average LTM performance equaled the mean of the following three values: (p(LTMSS2) × 2), 

(p(LTMSS4) × 4), and (p(LTMSS6) × 6). We found decisive evidence for a correlation (rho = 0.43, 

BF10 = 1.6 × 103, adjusted; rho = 0.42, BF10 = 1.0 × 103, excluded), indicating that participants 

with better WM capacity also performed better in the LTM test. Exploratory correlations 

between WM and LTM d-prime (rho = 0.52, BF10 = 4.9 × 1015) and a-prime (rho = 0.50, BF10 = 

2.2 × 1014) measures suggested similar patterns.  

 

Primacy and Recency Effects  

Finally, we tested the presence of primacy and recency effects by comparing memory for 

the first serial position item to that of the two middle items (primacy effect), and of the last serial 

position item to the two middle items (recency effect), in the SS6 trials. Due to the limited trials 

per participant per position (1 or 2 trials per serial position in the WM test), we used accuracy 

data for these analyses instead of computing p(WM) and p(LTM). Following our pre-

registration, we ran these analyses using two different approaches. First, in our more ‘lenient’ 

scoring approach, we scored a response as correct if it was correct, regardless of the participant’s 

confidence level. Second, in a ‘stricter’ scoring procedure, all trials marked as ‘guesses’ were 

scored as incorrect. We report the outcome of both these analyses below. In the WM data, we 

found weak (BF01 = 2.85 with lenient scoring) and moderate (BF01 = 6.6 with strict scoring) 

evidence against a primacy effect, but decisive evidence for a recency effect (BF10 = 7.15 × 104 
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with lenient scoring; BF10 = 2.2 × 105 with strict scoring). In the LTM data, we found 

inconclusive evidence for a primacy effect (BF10 = 1.00 with lenient scoring; BF10 = 1.02 with 

strict scoring), but moderate (under strict scoring, BF10 = 9.9) or strong (under lenient scoring, 

BF10 = 51.4) evidence for a recency effect (see Figure 3).  

Discussion 

The results of Experiment 1 are aligned with past research observing a general set size (or 

‘list-length’) effect, using various materials and paradigms (e.g. Oberauer et al., 2004; Sternberg, 

1966). The results also replicated the findings of Forsberg et al. (2021a) and are aligned with a 

growing body of research suggesting that WM load during memory encoding constrains 

subsequent LTM retrieval of information (e.g., Čepukaitytė et al., 2023; Forsberg et al. 2021a; 

2022a; 2022b; Fukuda & Vogel, 2019). Critically, this suggests that the results of a WM-to-LTM 

bottleneck in those prior studies using simultaneous presentation of items at encoding were not 

driven by a shared perceptual encoding bottleneck. This alternative account of the prior results 

cannot be reconciled with the fact that we obtained similar results under sequential presentation, 

which equated the concurrent perceptual load across encoding set sizes. However, interpretations 

of memory experiment results depend on assumptions related to the notion of serial vs. parallel 

or concurrent processing, as famously noted by, for example, Townsend (1990). In the context of 

our study, it is difficult to determine the extent to which sequential presentation of memory items 

promoted more serial processing. While items were displayed in a serial way, the extent to which 

participants allocated resources to specific items (i.e., maintaining all items, or focusing on 

rehearsing the earliest ones), especially during the 2000 ms delay, cannot be determined based on 

the results of this study alone. The results of the follow up analysis including only the two final 

items from each set size found no evidence for a set size effect on immediate WM performance, 
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while clear evidence for a LTM effect was observed. The built-up WM load did not appear to 

influence immediate recall of the final two items from each set, which suggests that they were 

processed just before the test. However, this processing appeared insufficient to protect items 

from the higher set sizes from the decay introduced in the interval prior to the LTM test. Our 

encoding time for each item was 250 ms. We chose this rather brief timing to encourage 

participants to fully consolidate the LTM representation from the contents of WM, rather than 

forming a LTM representation from extended exposure to individual items, which may be less 

limited by the hypothesized WM limitations. Our brief encoding time was likely sufficient for 

participants to extract at least a gist representation of each item, given that rapid LTM gist 

extraction has been observed under similar (and sometimes faster) timescales for both verbal 

(e.g., Draine & Greenwald, 1998) and visual (e.g., Potter, 1976; Tatler et al., 2003; Thorpe et al., 

1996) memoranda. Nevertheless, future studies should explore whether the set size effect may be 

reduced – or disappear entirely – if more time was given at encoding. Indeed, the amount of time 

available to process each item in simple span WM tasks predicts subsequent LTM for those 

items (Souza & Oberauer, 2017), though it remains unknown whether increasing the WM 

processing time per item would be sufficient to offset the encoding set size effect on subsequent 

LTM.  

Moreover, we found strong correlations between individual differences in WM capacity 

and subsequent long-term retention of information. This supports suggestions that WM capacity 

limitations play a key role in the long-term learning of information (Cowan, 2023; Gathercole et 

al., 2006; Forsberg et al., 2021b). Our results highlight that to support learning, it is important to 

consider the amount of information that needs to be retained in WM within a given learning 

episode, in addition to the amount of concurrent information within a particular display.  
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Previous studies using a similar approach have indicated strong evidence for a set size 

effect on the LTM/WM ratio when items were presented simultaneously at encoding (Forsberg et 

al., 2021a; 2022a; 2022b), such that the transfer of information from WM to LTM appeared 

higher at smaller compared to larger set sizes. However, previous studies found weak evidence 

against a set size effect on the LTM/WM ratio when using sequential presentations of sub-

capacity set sizes (i.e., two, three, or four items; Forsberg et al., 2023). In the present study, we 

found inconclusive effects of set size (with set sizes of two, four, or six items presented 

sequentially) on the LTM/WM ratio, and moderate evidence against a set size effect using 

exploratory d-prime and a-prime measures. Thus, additional research is needed to clarify whether 

set size influences the informational transfer from WM to LTM under sequential presentation 

conditions. Finally, further research is also needed to understand how WM load constrains 

longer-term retention of complex, bound information (Bartsch et al., 2019; Forsberg et al., 2023) 

as well as material that is more complex and relevant for learning in real-world settings.  

Our second research question concerned whether serial position effects in WM 

transferred to LTM. We observed recency effects in both the WM and LTM tests of SS6 

sequences, aligned with past literature (e.g., Monsell. 1978). This finding suggests that some 

processes that underlie the WM recency effect are also beneficial for LTM encoding. The WM 

recency benefit may be at least partly driven by deep maintenance processes (e.g., actively 

holding final list-position items in the focus of attention and employing elaborative strategies on 

those active representations during the brief delay prior to the WM test), rather than by shallow 

processes (e.g., verbal rehearsal). Such an explanation is consistent with the levels of processing 

framework (Craik & Lockhart, 1972), which predicts that deeper but not shallower WM 

maintenance processes should enhance subsequent LTM. However, the evidence regarding 
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primacy effects in both WM and LTM were statistically inclusive, potentially reflecting the 

relative sparseness of the data for each serial position in Experiment 1. Therefore, we conducted 

an additional experiment to follow up on these inconclusive results.   

Experiment 2  

The purpose of this experiment was to follow up on the statistically inconclusive WM 

and LTM primacy effects in Experiment 1, by increasing the sample size and the number of SS6 

trials, which allow the assessment of the entire serial position range.  

Method 

Transparency and Openness 

The methods and analyses reported below were pre-registered on the Open Science Framework 

at [https://doi.org/10.17605/OSF.IO/5BGJ2]3, except analyses labeled as ‘exploratory’. Data, 

analysis code, and study materials are available at [ 

https://osf.io/y3qxf/?view_only=cdd71f1f49e54011bb549145edc87ebe  ]. We report how we 

determined our sample size, all data exclusions, all manipulations, and all measures in the study 

below. 

Participants  

 
3 Initially, we planned to use set size 5. However, after recruiting the planned 10 pilot participants, we 

noticed that performance in the WM task was close to ceiling levels (accuracy for ‘same’ trials at each 

serial position: 1 = 0.90, 2 = 0.96, 3 = 0.93, 4 = 0.91, 5 = 0.97). This might limit our ability to detect 

primacy and recency effects in the WM task, thus limiting our ability to meaningfully compare these 

patterns to primacy and recency effects in LTM task – which was the purpose of this follow-up 

experiment. Therefore, we amended our pre-registration to use set size 6 instead.  

https://doi.org/10.17605/OSF.IO/5BGJ2
https://osf.io/y3qxf/?view_only=cdd71f1f49e54011bb549145edc87ebe
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Sample Size Determination. As in Experiment 1, sample size determination was based 

on a BFDA (Schönbrodt & Stefan, 2018), using a sequential design with a pre-specified, 

maximum N of 120. We followed our pre-specified plan: First, 10 participants completed the 

study, and we looked at the data to ensure it was saved properly. Then, we recruited 70 more 

participants (total N = 80, as in Experiment 1). If, at this minimum sample size, the evidence for 

(or against) any of the main effects (memory type or serial position) or interactions (memory 

type × serial position) for either of our two pre-registered analyses were inconclusive (BF < 3 

either for or against the hypothesis), we planned to add 40 participants (maximum N = 120). 

Based on this criterion, an additional 40 participants were added, and thus, the final sample size 

was N = 120.  

Recruitment and Inclusion Criteria. Recruitment and inclusion criteria were similar to 

those in Experiment 1, with one additional exclusion criterion: participants who had completed 

Experiment 1 were not invited to participate in Experiment 2. Next, the performance-based 

exclusion criterion in Experiment 1 (<.55 accuracy in WM SS2 trials), was instead applied to 

SS6 trials, because this was the easiest – and only – set size condition in Experiment 2. One 

participant was excluded and replaced due to an average accuracy of less than .55 in the WM test 

and for taking long breaks in the LTM test.  

Demographics. The mean age of the participants was 22.9 years (SD = 3.2, range 18–30 

years; 68.8% female, 27.5% male, 2.5% other, and 1.3% ‘prefer not to say’, and 6.25% Asian, 

1.25% Black or African American, 6.25% More than one Race, 82.5% White or European, 

2.25% Other, 1.25% Prefer not to say). On average, participants completed the experiment in 

20.0 minutes (SD = 4.6).  

Procedure 
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The general procedure was similar to that in Experiment 1, with one key exception. Set 

size was consistent across all trials, such that all WM trials included six items, and each 

participant completed 60 WM trials. These 60 trials included 30 different trials (in which the 

probe item was a novel item), and 30 same trials (in which the probe was an item previously 

presented in the memory array). The 30 same trials featured an equal number of items (5 trials 

each) drawn from each of the six serial positions. After the WM phase, participants completed 

the arithmetic distraction task described in Experiment 1. During this one-minute distractor 

period, participants attempted 14.4 (SD = 5.4, range 2 – 29) problems, and the average accuracy 

rate was 77.4% (SD = 13.0).  Finally, each participant completed 180 LTM trials, consisting of 

90 same trials (15 trials for each of the six WM serial positions), and 90 different trials, in which 

a new, unstudied item was presented. As in Experiment 1, none of the items in the LTM tests had 

also appeared as probes in the WM tests. 

Results  

Primacy Effects: Not in WM, but in LTM  

We tested whether there were primacy effects by comparing recognition accuracy in WM 

and LTM for items from the first studied position relative to items from the third and fourth 

studied positions in a sequence. Similar to in Experiment 1, we used accuracy data for these pre-

registered primacy and recency analyses. We specified a 2 (Memory Test: WM versus LTM) × 2 

(Serial Position: First versus Middle) Bayesian ANOVA model      in the BayesFactor package 

(Morey & Rouder, 2015), with memory accuracy (regardless of confidence level expressed) as 

the dependent variable. We observed decisive evidence for a difference in memory test type 

(BF10 = 2.0 × 1035), as WM accuracy was higher than LTM accuracy. There was inconclusive e     

vidence against an overall primacy effect      (BF01 = 1.8), but there was moderate evidence for an 
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interaction (BF10 = 4.4). To follow up on this interaction, we performed two exploratory 

Bayesian t-tests, which indicated moderate evidence against a WM primacy effect (BF01 = 8.4), 

and decisive evidence for an LTM primacy effect (BF10 = 256.1; see Figure 4). See Supplement 

(Section 1) for serial position patterns for p(WM), p(LTM), d-prime, and a-prime.  

Recency Effects: In both WM and LTM, but Stronger in WM  

Next, we used a similar approach to explore recency effects (comparing memory for the 

middle two items vs. the final two serial position items). We observed decisive evidence for a 

difference in memory test type (BF10 = 3.8 × 1069), decisive evidence for an overall recency 

effect (BF10 = 3.5 × 1010), and strong evidence for an interaction (BF10 = 20.97). Exploratory 

follow-up t-tests found decisive evidence for      a WM recency effect (BF10 = 2.9 × 109) and 

strong evidence for a LTM recency effect (BF10 = 57.5). The interaction indicated that the 

recency effect was more substantial in the WM test than in the LTM test (see Figure 4). 

WM to LTM Loss of Information by Position 

We estimated the amount of information that was lost between the WM and LTM test for 

each serial position, by subtracting the average p(LTM) from p(WM), for each participant and 

each serial position. We used the same approach to negative p(WM) and p(LTM) values as 

outlined for Experiment 1 previously, resulting in an adjustment of 15 and 29  p(WM) and      

p(LTM) values, respectively. An exploratory ANOVA suggested a continuous increase in 

informational loss from serial position one through six (BF10 = 2.9 × 107; see Figure 5, Panel C). 

Evidence for serial position effects were also observed using exploratory d-prime (BF10 = 2.8 × 

1011) and a-prime (BF10 = 1.2 × 103) measures (see Supplement for details). 

WM/LTM Ratio Transfer by Position 
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To follow up on this finding, we estimated the LTM/WM ratio for each participant, for 

each serial position (using a similar approach to that outlined for set size ratios in Experiment 1). 

An exploratory ANOVA suggested that the WM to LTM information transfer occurred at 

different rates from different serial positions (BF10 = 4.1 × 103). Transfer to LTM appeared most 

effective for the first item in the sequence followed by the second item, while transfer at 

positions three through six appeared consistent (see Figure 5, Panel D). Moderate evidence for 

serial position effects was also observed using exploratory d-prime (BF10 = 7.7) and a-prime 

(BF10 = 4.7) measures (see Supplement for details). 

Discussion  

In Experiment 2, we aimed to test our pre-registered hypotheses      regarding the transfer 

of WM primacy and recency effects to LTM. We assumed that if these effects did transfer, this      

would suggest that the mechanisms allowing the WM primacy and/or recency boost relied on a 

deep, rather than a shallow, process. In Experiment 2, we observed contrasting evidence 

regarding primacy effects, with moderate evidence against primacy effects in WM but decisive 

evidence for these effects in LTM. Although recency effects were found in both WM and LTM, 

they were more prominent in the WM tests. We will return to the theoretical implications of 

these unexpected findings in the general discussion.   

Our WM findings mirror a recent study using a partial-report visuospatial WM test in 

which no primacy effects, but strong recency effects, were observed (see Exp. 3, McAteer et al., 

2023). Similar patterns have been found for item memory for unfamiliar faces and nonwords 

(e.g., Ward et al., 2005). Observing evidence for both primacy and recency effects in LTM also 

fits with previous findings (Ebbinghaus, 1885/1913). However, our study provides novel insights 
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into the informational transfer between WM and LTM at different serial positions, and we 

discuss the implications of these results below.  

Specifically, we observed a differential informational transfer from WM to LTM based 

on the serial position of an item in the study sequence. This differential informational transfer 

was detected both when considering the ratio of transfer from WM to LTM (that is, out of the 

information participants could hold in WM at different serial positions, how much was 

transferred to LTM), and the loss of information (quantified by subtracting LTM from WM 

proportional accuracy at each serial position; see Figure 3). For example, almost twice as much 

information was lost between the WM and LTM phases from items presented last, compared to 

items presented first in the sequence (Figure 5, Panel C). In other words, across the course of a 

learning sequence of six items, more information was lost from the earlier list items than the later 

list items by the time of the WM test (strong recency effect in WM, but no primacy effect, see 

Figure 5A). However, the later-presented items in the sequence exhibited accelerated loss 

beyond the WM test, by the time of LTM testing. While overall LTM was better for items either 

presented first or last in the sequence, relative to middle-position items (see Figure 5B), the 

patterns of information loss across serial positions appeared linear (see Figure 5C). This suggests 

that a first-presented item that was successfully held in WM was more likely to also be recalled 

in LTM, compared to a last-presented item that was also successfully held in WM.       

If STM/WM and LTM were one system (e.g., Brown et al., 2007; McElree, 2006; Nairne, 

2002; Surprenant & Neath, 2009), relying on identical mechanisms, one might expect the shape 

of the LTM accuracy serial position curve to mirror the WM accuracy curve, with consistent 

LTM forgetting across all six serial positions. Instead, we observed strong evidence for an LTM 

primacy effect which was not present in the WM test, which suggests that the cognitive 
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processes that supported the LTM primacy effect (i.e., better performance for the first item in a 

sequence, compared to the middle items) were not beneficial during the WM test. This indicates 

that the processes that underpinned relative differences in LTM recall between the first and the 

middle items did not create a similar pattern of differential recall in WM. Moreover, while 

recency effects were observed both in WM and LTM, the WM recency effects were more 

substantial than the LTM recency effects. Thus, processes that supported WM recency benefits 

seemed to transfer to an LTM benefit only partially. We discuss the theoretical implications of 

these results in the general discussion below. 

General Discussion 

The two studies reported here suggested that (1) WM capacity plays a key role in what 

can be encoded into LTM, irrespective of perceptual encoding bottlenecks, and (2) serial 

positions associated with more successful WM encoding were not associated with better LTM, 

suggesting that WM and LTM success depended, at least partially, on different mechanisms. 

Hence, our findings support the notion that the overall amount of information that can be 

encoded into LTM depends on what can be maintained in a limited WM capacity store at the 

time of encoding, but also that distinct mechanisms determine which items within a studied 

sequence are likely to be successfully recalled at WM and LTM test, respectively.  

WM as an Encoding Bottleneck for LTM Retention  

The results of Experiment 1 add to a growing body of research suggesting that WM load 

at encoding constrains subsequent LTM retrieval of information (e.g., Čepukaitytė et al., 2023; 

Forsberg et al. 2021a; 2022a; 2022b; Fukuda & Vogel, 2019). The results highlight that WM 

capacity limitations play a key role in long-term learning of information, beyond perceptual 
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bottlenecks. Indeed, because each item was presented individually in the present study, the only 

difference between set size conditions was the number of items that participants needed to keep 

in WM. Moreover, we found strong correlational evidence for a relationship between WM 

capacity and subsequent long-term retention of information. Combined, these findings contribute 

to evidence seeking to understand the link between WM capacity and learning. Specifically, if 

the WM system acts as an encoding bottleneck for longer-term retention of information, this may 

partially explain the well-established link between individual differences in WM capacity and 

educational outcomes (Gathercole et al., 2004). Moreover, the findings underscore the crucial 

role of WM capacity in long-term learning (for a discussion, see Forsberg et al., 2021b). 

According to this account, the education-related advantages of individuals with higher WM 

capacity may stem partly from their ability to retain comparatively more information in WM at 

once, which promotes better LTM transfer, while also being closely related to fluid intelligence 

(Conway & Kovacs, 2013).  

Our results suggest that to support learning, it is important to consider the amount of 

information that needs to be retained in WM within a learning episode in addition to how much 

information is presented at once. Our findings also highlight the importance of considering 

individual differences in how much information can be retained. However, discrepancies in 

primacy and recency patterns in Experiment 2 suggested differences in the transfer of 

information between WM and LTM depending on where in the sequence information was 

presented, which we discuss next.  

Primacy and Recency Effects in WM and LTM: Shallow vs. Deep Processing Mechanisms 

In our pre-registered hypotheses, we made predictions regarding whether WM primacy 

and recency effects would transfer to the LTM test – if they did, it would be an indication that 
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the mechanism allowing the WM primacy/recency boost relied on a deep, rather than a shallow, 

process (see Craik & Lockhart, 1972; Shiffrin & Atkinson, 1969). Based on past literature, we 

expected shallow processes to help in the short-term and deeper processes to help both in the 

shorter and longer term (but for evidence that depth of processing may exert minimal influence 

in WM tests, see Rose et al., 2010). However, some evidence suggests that shallow level 

processes, such as maintenance rehearsal, may affect long-term recognition memory for item 

information (see Greene, 1987, for a review).  

Traditional conceptualizations of elaborative rehearsal include encoding the material 

based on its meaning or its emotional tone (Craik & Lockhart, 1972). Typically, deep elaboration 

of the semantic meaning of an item during its encoding benefits long-term retention for that item 

(Craik & Lockhart, 1972; Craik & Tulving, 1975; Roediger et al., 2002). Although some studies 

have shown that deeper processing also benefits WM performance (Loaiza et al., 2011), others      

have found no benefit of deep elaboration on WM tests, at least for verbal stimuli encoded 

intentionally (Bartsch et al., 2019; Mazuryk & Lockhart, 1974; Rose et al., 2010). Rose and 

Craik (2012) attributed the lack of a depth of processing effect on WM performance for short 

word lists to participants’ tendency to actively refresh items throughout the study phase to keep 

the items accessible for immediate testing purposes. When participants encoded items 

incidentally in supra-capacity conditions, the classic levels of processing effect was obtained in 

immediate free recall tests (Rose & Craik, 2012). Thus, participants probably rely more often on 

shallow (e.g., rehearsal) rather than deep processes to strengthen WM performance under 

intentional learning conditions, like ours. However, at least some of the time, participants 

probably engaged in more elaborate rehearsal of some of the items in our procedure, benefitting 

LTM for those items. Indeed, in the studies by Rose et al. (2010) and Rose and Craik (2012), 
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although deep processing (i.e., elaborating on items’ meanings) conferred little advantage in 

immediate WM tests, it enhanced LTM recall performance compared to shallow processing (i.e., 

focusing on the visual or phonological features of the items). 

In our procedure we used distinct, common visual objects, presented quickly (250 ms per 

item). This was likely sufficient time for participants to encode the meaning of each item and 

thus assign a semantic label to each object (for evidence of rapid gist extraction of visual stimuli, 

see Potter, 1976; Tatler et al., 2003; Thorpe et al., 1996). Although verbal rehearsal of these 

common objects was possible, the limited presentation time may have made elaborating on these 

item meanings challenging, and participants may have prioritized the perceptual features of the 

visual stimuli, a typically shallow level of processing (e.g., Craik & Lockhart, 1972). 

     However, Plancher and Barrouillet (2020) suggested that in a WM context, 

articulatory rehearsal constitutes more shallow rehearsal of information, whereas attentional 

refreshing is similar to elaborative encoding processes (but see evidence against this claim; 

Bartsch et al., 2018; 2019; Loaiza & Camos, 2018). Articulatory rehearsal is the verbal repeating 

of memoranda either overtly or covertly (Baddeley, 2012; Elliott et al. 2021), known to be 

beneficial in WM tasks (e.g., Forsberg et al., 2020). Attentional refreshing is a maintenance 

mechanism thought to reactivate information in WM using attention (Barrouillet et al. 2009; 

Camos et al. 2018; Valentini & Vergauwe, 2023), such as by thinking of an item again. While 

additional opportunities for attentional refreshing appear associated with improved WM (see 

Camos et al., 2018) and long-term retention (e.g., Camos & Portrat, 2015; Jarjat et al., 2018; 

Souza & Oberauer, 2017), verbal rehearsal appeared less beneficial for LTM (e.g., Loaiza & 

McCabe, 2012, see also Camos & Portrat; 2015).  

https://link.springer.com/article/10.3758/s13421-019-00982-w#ref-CR62
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Additionally, vocalizing list items may result in poorer recall of items at the beginning 

but better recall at the end of a list (Dauphinee et al., 2024). However, Neath et al. (1993) 

displayed images of snowflakes – which are presumably difficult to verbally rehearse – and 

tested memory at varying retention intervals (from 0 to 10 seconds). In their shortest retention 

interval (0 seconds), a strong recency effect was observed, but no primacy effect. At their longest 

retention interval (10 seconds), there was a weak primacy effect but no recency effect, further 

highlighting the complexity of the interactions between retention duration and memory 

maintenance mechanisms.  

Finally, we note that recent research which explored whether the depth-of-encoding 

effect varied across different retention intervals (0 to 18 seconds), found that depth-of-encoding 

effect may occur during the initial encoding of items, but without differential forgetting across 

different retention intervals (Lawrence et al., 2024). To conclude, while our methodological 

approach and results do not allow us to distinguish between the specific verbal, attentional, or 

semantic mechanisms that were used, they provide evidence for a difference in the efficiency of 

such mechanisms for immediate (WM) and delayed (LTM) recall (cf., Rose et al., 2010; Rose & 

Craik, 2012). Future studies may assess fine-grained mechanisms more directly for example by 

preventing verbal rehearsal using articulatory suppression. Next, we consider the differential 

WM and LTM primacy and recency effects through this theoretical lens.  

Recency Effects Appear in WM and LTM, but are More Prominent in WM. In 

Experiment 2, we observed a comparatively stronger recency effect in the WM tests, compared 

to the LTM tests. That is, although the final list-position items were better remembered than 

middle list-position items in both the WM and LTM tests, the relative difference was greater in 

the WM test. In other words, the recency effect transferred partially from WM to LTM. This 
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pattern      may suggest that this effect was driven by at least two separate processes in WM; one 

that was ‘deep’ and helped LTM encoding, and one that was shallower (e.g., verbal rehearsal). 

Moreover, our design included a longer (2000 ms) gap after the final WM item, to allow 

comparison with previous studies. As such, participants had more time to process this particular 

item, while also presumably rehearsing the previous items, and this final item might have 

enjoyed a perceptual benefit, as it was not followed by another item. This longer gap may 

contribute to the performance boost for the final item observed in the study, in a way that is not 

directly attributable to the recency effect.  

While our study cannot clarify the mechanisms which supported the WM recency effect, 

factors like not being followed by another item, and having a longer break (2000 ms) before the 

next attention-demanding display, are likely to play a role. However, we note that the fifth item 

in the sequence was comparatively better remembered than middle sequence items (see Figures 3 

and 4), which suggests that the WM recency effect cannot be fully explained by the extended gap 

after the final item. Overall, our findings suggest that some of the factors that support WM 

recency are less beneficial for subsequent LTM retrieval, and future research exploring factors 

like post-stimulus masking may help dissociate the mechanisms that support WM and LTM 

respectively. Moreover, shallow maintenance like rehearsal has been found to boost LTM 

recognition in some circumstances (e.g., Naveh-Benjamin & Jonides, 1984), which could have 

been the case here for the recency effect. Finally, we note that different strategies between 

participants, and even trials are possible. Indeed, similar performance patterns may be 

underpinned by different underlying processes or strategic approaches. More fine-grained 

experimental manipulations are needed to explore this further (see Chooi & Logie, 2020; 

Overkott et al., 2022; Valentini & Vergauwe, 2023). Moreover, foreknowledge and expectations 
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about the memory test may influence recall (Dames & Popov, 2023) and serial position curves in 

some contexts (see Guitard & Saint-Aubin, 2022; Guitard et al., 2020).  

Nevertheless, the fact that we detected a recency effect in LTM tests at all is worth 

highlighting. Classic inferences about serial position effects have relied primarily on verbal free 

recall tasks (Craik, 1970; Murdock, 1962), in which recency effects are attenuated by delay (for a 

review, see Kahana, 2017). However, in delayed free recall tasks, participants often initiate the 

recall period with primacy items (Healey et al., 2014), and strong temporal (Kahana, 1996) and 

semantic (Howard & Kahana, 2002) clustering effects in recall dynamics (cf., Kahana, 2020) 

likely restrict participants’ probability of transitioning to recency items. This likelihood of 

transitioning to end-of-list items in delayed free recall decreases as output interference from 

earlier recalls increases (Cowan et al., 2002). Accordingly, the very nature of the free recall task 

may have masked why numerous prior studies have failed to find recency effects in LTM tests. 

In recognition procedures, by contrast, recency effects do occasionally show up in LTM tests, 

with enhanced memory for end-of-list relative to middle-of-list items, at least under incidental 

encoding conditions (Jiang & Cowan, 2020). Our results replicate these earlier recognition 

results. Although participants were aware that their memory was being tested in our procedure 

(as they completed a WM recognition test at the end of each study trial), they may have been 

encoding items for the LTM test more “incidentally,” given that they were not explicitly 

informed about the LTM tests prior to the study phase. Nevertheless, participants in our 

procedure at least attempted to intentionally encode the items at some point (i.e., for WM tests), 

and as such, our procedures may reflect more of a mixture of intentional versus incidental 

encoding than the more fully incidental encoding procedures of Jiang and Cowan (2020). 
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Primacy Effects in LTM but not in WM. In Experiment 1, evidence regarding a LTM 

primacy effect was inconclusive, likely due to insufficient trials and participants. However, 

Experiment 2 demonstrated evidence against a primacy effect in WM (i.e., the first item in the 

list was not better remembered than the middle items), but evidence for a primacy effect in the 

LTM test, in which the first-presented item in the WM phase was on average better retained than 

middle list-position items (see Figure 3). To understand this intriguing pattern, we consider two 

possible explanations. First, the very first item in the sequence may have been encoded using a 

particular strategic or automatic process, that was not beneficial for WM recall – when compared 

to the middle-sequence items – but that was highly beneficial in supporting long-term retention 

for such items. However, although various established theoretical mechanisms may account for 

this LTM primacy effect (such as attentional refreshing), it seems surprising that such a 

mechanism would not also help in the WM test (see Camos et al., 2018; Cowan, 1992; 

Vergauwe, & Langerock, 2017; Raye et al., 2007).  

Alternatively, it might be that some processes that support WM success for the middle 

list-position items are more beneficial for WM than for LTM retrieval. To quantify both primacy 

and recency effects, we used memory for the middle items as the crucial contrast. Thus, it is 

possible that a shallow maintenance process allowed participants to maintain the middle list-

position items quite well in the WM test but failed to result in deep LTM encoding. For example, 

neural evidence suggests that active maintenance of a stimulus representation may not be 

necessary for its short-term retention (Lewis-Peacock et al., 2012). This position is also 

consistent with transfer-appropriate processing theory (Morris et al., 1977). According to this 

theory, the degree to which encoding or maintenance processing depth matters depends on the 

extent to which the subsequent memory test requires deep processing.  Shallow encoding and/or 

https://link.springer.com/article/10.3758/s13423-014-0755-6#ref-CR14
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maintenance processes like rehearsal can yield strong WM performance but are not suitable for 

long-term retention. 

A Dissociation between WM and LTM Processes. Memory for an item may be 

characterized by both its storage strength and its retrieval strength, the latter representing the 

current ease of access to the item, given the current cues (see Bjork & Bjork, 2020). Although 

our WM and LTM tests were identical and required participants to respond to one probe only, in 

the WM test, participants were comparing the probe item to however many items they were able 

to hold in WM from the recently presented sequence of six items. In the LTM test, they 

compared the probe item to all the items that they saw during the WM phase. Thus, the 

differences in serial memory patterns between our WM and LTM phases may be caused by 

differences in ease of access during the memory test, for items presented at different serial 

positions during the WM phase.  

A case can be made that retrieval conditions differ between the WM and the LTM tests, 

as they may impose different degrees of distraction (e.g., Bjork & Whitten, 1974). Either way, 

these results indicate a dissociation between processes that support WM and LTM retrieval at 

different serial positions, and as such, appear to support accounts that view WM and LTM as at 

least partially separate systems, in which memory performance is underpinned by at least 

partially separate processes (cf., Rose & Craik, 2012). As we tentatively afford yet another life to 

STM, we acknowledge that various arguments may be made against this interpretation (see 

Surprenant & Neath, 2009; “The nine lives of Short-Term Memory”). 

WM-to-LTM informational transfer: The role of time  
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Finally, we discuss the informational transfer across all six serial positions. At first 

glance, LTM performance was superior for the first and final list-position items (compared to all 

middle list-position items). This finding may fit with either theories that emphasize that the 

length of time an item spends in WM or those that emphasize that the number of times an item is 

refreshed, will support LTM encoding. For example, Craik (1970) assumed a model in which to-

be-remembered items enter a limited capacity short-term store and remain there until they are 

replaced by new, incoming items, and an item's strength of registration in the long-term store is a 

direct function of how long it stayed in the short-term store. Looking at the information loss 

between WM and LTM in our study, we observe a clear linear increase, such that the amount of 

information that is lost between WM and LTM increased as serial positions increased (Figure 3, 

panel D). In other words, out of the information that was successfully held in WM, more were 

transferred to LTM from the earlier, compared to the later, positions. However, it is possible 

(assuming an average WM capacity of around four items) that the first item was overwritten in 

the WM test (due to overcrowding or interference caused by subsequent items at the time of 

response), but still spent significant time being actively maintained in the short-term memory 

store, which resulted in this LTM advantage. 

Practical Implications 

While the result of Experiment 1 reaffirm that WM capacity is a limiting factor in overall, 

subsequent LTM success, Experiment 2 supports accounts that view WM and LTM as at least 

partially separate systems, in which performance is underpinned by at least partially separate 

mechanisms. Indeed, the differential WM and LTM primacy and recency patterns have several 

interesting practical implications. First, they suggest that items that are presented in a 

comparatively less favorable position for immediate recall (first item) may be particularly well 
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recalled at a later test. Although it is well established that information tends to decay from 

memory over time (Rivera-Lares et al., 2022), our results suggest that sometimes, items at 

positions associated with relatively mediocre levels of initial recall may enjoy boosted recall 

when tested after a longer delay. In other words, information presented in positions associated 

with more memory challenges a few seconds after being presented may be better remembered 

later on (c.f. the idea of ‘desirable difficulties’ in learning, Bjork & Bjork, 2020). Indeed, the 

LTM primacy effect – and the relatively small informational loss between WM and LTM at this 

first position – might be a result of the participant’s attentional efforts to protect the initial item 

from the interference caused by the five following items.  

Similarly, our findings illustrate that the ratio of transfer from WM to LTM was highest 

for the first item in a sequence and decreased for the subsequent items. However, in terms of the 

absolute LTM performance, while both initial and final items were better remembered than 

middle items, the final item also enjoyed superior WM recall, which likely confers benefits in a 

learning context, since the learner would be better able to use that information immediately. 

While these research findings should be replicated to include more ecologically valid, and 

informationally complex materials, and with a longer time window – with and without 

distraction – between the learning and the final test phase, they provide an interesting insight into 

discrepancies between WM and LTM, depending on the serial position of the information during 

encoding.  
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Figure 1. Outline of some typical trials. Panel A, Working Memory (WM) Task trial, at set size 

2. Panel B, two trials in the Long-Term Memory (LTM) Task. The memory array set size in the 

WM task varied between 2, 4, or 6 items, and each item was presented for 250 ms. During the 

WM response phase, participants indicated whether the probe item was the same as – or different 

from – an item in the array, by clicking on the relevant option. In the LTM task, participants 
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were asked to respond to whether items had been studied in the WM task. ‘Until Response” in 

the figure indicates that participants had 10 minutes to provide their response.  
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Figure 2. Data from Experiment 1. Panel A. Working Memory. Panel B. Long-Term Memory. 

Panel C. LTM / WM Ratios, by WM set size. The large circles triangles show the average for 

each set size. Smaller circle outlines show individual subject averages. Error bars represent 

Standard Errors. 
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Figure 3. Data from Experiment 1, depicting serial Position effects at Set Sizes 2, 4 and      6. 

Panel A. Working Memory. Panel B. Long-Term Memory.      . Error bars represent Standard 

Errors. 
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Figure 4. Data from Experiment 2, depicting serial Position effects at Set Size 6. Panel A. 

Working Memory. Panel B. Long-Term Memory. Black triangles represent ‘strict’ scoring, in 

which all trials marked as guesses are scored as incorrect. Error bars represent Standard Errors. 
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Figure 5. Data from Experiment 2, depicting serial Position effects. Panel A. Working Memory; 

p(WM). Panel B. Long-Term Memory, p(LTM). Panel C. Information Loss (i.e., the difference 

between p(WM) and p(LTM). Panel D. Transfer Ratio between p(WM) and p(LTM). Adjusted 

p(WM) and p(LTM) values are represented in the figure. Error bars represent Standard Errors. 

 

 


