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ABSTRACT

The cosmic infrared background (CIB), which is traced by the emission from dusty star-forming galaxies, provides a crucial window
into the phases of star formation throughout cosmic history. These galaxies, although challenging to detect individually at high red-
shifts due to their faintness, cumulatively contribute to the CIB, which then becomes a powerful probe of galaxy formation, evolution,
and clustering. Here, we introduce a physically motivated model for the CIB emission spanning a wide range of frequency and angular
resolution, employing a halo model approach, and distinguishing, within dark matter halos, between two main populations of star-
forming galaxies, namely normal late-type spiral and irregular galaxies, and the progenitors of early-type galaxies. The requirement to
have two different galaxy populations is motivated by the dichotomy between elliptical and spiral galaxies observed in number counts.
The emission from the two galaxy populations maps onto different regimes in frequency and resolution spaces. This allowed us to test
an extended two-population CIB model and to constrain its clustering parameters — My,,, the mass of a halo with 50% probability of
having a central galaxy, and a, the power-law index regulating the number of satellite galaxies — through a fit to Planck and Herschel-
SPIRE CIB anisotropy measurements. We find that while we were able to place constraints on some of the clustering parameters, the
Planck frequency and multipole coverage cannot effectively disentangle the contributions from the two galaxy populations. On the
other hand, the Herschel-SPIRE measurements separate out and constrain the clustering of both populations. Nonetheless, our work
highlights an inconsistency of the results between the two data sets and therefore we are unable to provide a joint fit. This outcome

has already been reported in other literature when fitting a single-population model and is still present in our extended scenario.

Key words. galaxies: halos — galaxies: luminosity function, mass function — large-scale structure of Universe —

dark ages, reionization, first stars

1. Introduction

The cosmic infrared background (CIB) represents the emis-
sion from dusty star-forming galaxies across the cosmic his-
tory, appearing as a diffuse, cosmological background. The
CIB was first detected by Puget et al. (1996) from FIRAS on
the COBE satellite (Fixsen et al. 1996), and partially resolved
into light from individual galaxies using SCUBA on the James
Clerk Maxwell Telescope (Smail et al. 1997; Hughes et al. 1998;
Eales et al. 1999).

Detailed studies of CIB anisotropies have been con-
ducted using for example, power spectra measured from
the South Pole Telescope (SPT, Halletal. 2010), Planck
(Planck Collaboration XXX 2014), and Herschel-SPIRE
(Viero et al. 2013) data. These observations provide valuable
cosmological and astrophysical information that both comple-
ments and extends beyond observations of individual sources
since at high redshifts most of the light originates from sources
at or below the confusion limit. Moreover, there is a relation,
which can be modeled through a halo model formalism, between
the dusty star-forming galaxies and the dark matter halos in
which they reside. Particularly, anisotropies in this cosmological
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background trace the underlying dark matter halo distribution,
thus probing the clustering properties of galaxies'. Starting
from the perturbations in the initial density field and through
the spherical collapse model, the halo model predicts how dark
matter halos are distributed in the Universe. Integrating this
framework with information on how galaxies populate dark
matter halos links observations of the CIB with the large-scale
structure (LSS) of the Universe.

Knowing how dark matter halos are distributed in the Uni-
verse, by incorporating a model of galaxy distribution within
these halos, along with precise CIB observations over broad
frequency and multipole ranges, it is possible to constrain the
clustering parameters of galaxies. The Planck and Herschel-
SPIRE experiments have been instrumental in this regard, offer-
ing insights into the frequency-dependent distribution of cosmic
infrared light and its anisotropies. Planck, characterized by a
broad frequency coverage (in particular with the high end of the
microwave range, 143-857 GHz), and Herschel-SPIRE, focused
on higher-resolution submillimeter wavelengths, have both

! The first detection of the signature of galaxy clustering in the

CIB anisotropy power spectrum has been done from Spitzer data
(Grossan & Smoot 2007; Lagache et al. 2007).
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contributed to a more comprehensive understanding of the CIB
and its underlying physical drivers.

A crucial aspect at this point is the choice of the spe-
cific model for the distribution of the galaxies. Previous works
have used SPT, Planck, and SPIRE CIB data to model clus-
tering properties in various ways, including empirical mod-
els (Lagache et al. 2003), power-law representations of the CIB
power spectrum (Mak et al. 2017), and the common approach
of populating dark matter halos with a single galaxy population
(Maniyar et al. 2018, 2021). In particular, for the last scenario
many attempts have been made in the context of the halo model
as well as studying a series of halo models that differ by the treat-
ment of the spectral energy distribution (SED; Viero et al. 2013).
Other works, based on the observed dichotomy between ellipti-
cal and spiral galaxies, have expanded the model from single to
two galaxy populations (Cai et al. 2013; Xia et al. 2012).

In this study, we adopt the approach proposed by Cai et al.
(2013) (hereafter C13), which describes star-forming galaxies
with two populations, and we import it into a full halo model
framework. We populate dark matter halos with late-type (LT)
galaxies and with the progenitors of early-type (ET) galax-
ies. LT galaxies are characterized by young stellar populations
(57-8 Gyr), corresponding to formation redshifts z < 1-1.5;
have low-to-moderate star formation rates (<10 Mg yr™'); and
reside in less massive dark matter halos. On the other hand, ET
galaxies exhibit an old stellar population (>8-9 Gyr), indicative
of formation redshifts z > 1.5; have low-to-null star formation
rates; and reside in more massive halos. However, during their
formation phase, ET galaxies experience intense star formation
activity (star formation rate up to 100-1000 Mg yr~!) and are
characterized by a high dust content, thus showing up as dust-
obscured star-forming objects, which dominate the peak of the
cosmic star formation activity in the Universe at z ~ 2. It is this
early, highly star-forming, dust-obscured phase that we consider
here for ET galaxies. Although, for simplicity, we keep using
the acronym ET to refer to the proto-spheroidal galaxies. The
choice of populating dark matter halos with ET and LT galaxies,
together with the fact that the halo model formalism naturally
predicts the correlation between the two galaxy populations at
the level of the galaxy power spectrum — and, consequently, of
the CIB — is crucial to achieving a more realistic and coherent
description of the CIB emission over a wide range of frequen-
cies and angular scales.

Our analysis extends the halo model to account for the
specific luminosity functions and clustering properties of these
galaxy populations. The introduction of ET galaxies into the
modeling, which are expected to dominate the lower frequency
channels, alongside LT galaxies, which are more prominent at
higher frequencies, will lead to a more refined prediction of
the CIB power spectrum. However, as is further explained in
this study, despite employing a more realistic model aimed at
describing current observations over a wide range of frequen-
cies and multipoles, we encountered a similar issue as with the
single-population models, where the predictions fail to simulta-
neously fit both Planck and Herschel-SPIRE.

This paper is organized as follows: Section 2 delves into
the halo model formalism, detailing the derivation of both
dark matter and galaxy power spectra in the nonlinear regime.
Section 3 describes the models for galaxy emission, tailored
to ET and LT galaxies, and their implications for the CIB.
Section 4 describes the three data sets employed in this study,
while Section 5 discusses the results from fitting our model
predictions to the observational data from Planck and SPIRE,
focusing on the inferred clustering parameters of the two galaxy
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populations. The software developed for this analysis is publicly
available?.

2. The halo model

As mentioned above, in this work we use the halo model
approach (see e.g., Asgari et al. 2023; Cooray & Sheth 2002 for
a complete review) to describe the non-linear behavior of the
matter density field. One of the main assumptions of the halo
model is that all matter in the Universe resides within virialized
structures, the dark matter halos. This assumption allows to con-
struct the dark matter power spectrum by adding together the
contributions coming from different halos. In this section, we
summarize the fundamentals of the halo model, beginning with
its most general building blocks, which will then be extended to
include dark matter and galaxies.
A real-space field u can be represented as follows:

Ou(x) = > NiWillx - xi), (1

where the sum runs over the volume elements, with N; = 0,1
denoting whether the volume element is occupied (i = 1) or not
(i = 0) by a halo, and W,; representing the density profile of
the field under study. In our case, the general field u could be
represented by dark matter, halo or galaxy. It is convenient to
express the above equation in Fourier space:

Bulk) = > e FINW, (M, ), @

1

where Wu,i(M, k) is the Fourier transform of the halo profile,
assuming spherical symmetry and a mass-independent halo.
Additionally, it is convenient to split the expression of the
Fourier transform of the halo profile in two contributions,
W.(M, k) = W(M)u(M, k), where W(M) contains the informa-
tion about the amplitude of the profile and u(k, M) is the normal-
ized Fourier transform of the halo profile.
The correlation between two fields # and v is given by

(bukB; (k")) = <Z 1M X NN W, (M, )W, (M, k’>>. 3)

ij

Splitting the above sum in two parts, i.e, one when i = j and
one when i # j, we obtain the two main contributions to the
power spectra in the framework of the halo model — the one-halo
and the two-halo terms. Moving from the ensemble average and
the sum to a continuous integral, the one-halo term describes the
contribution from i = j, i.e., the power coming from regions
belonging to the same dark matter halo:

< - d
Pt = [ WonoWion o grdm )
0 dm
the term with i # j is the two-halo term and describes the contri-
butions to the power spectra coming from different dark matter
halos:

P = plin (k) ]_[ [ f ) W, (m, k)b(m)j—de . )

n=u,v

In both expressions dn/dm is the halo mass function and b(m)
in Eq. (5) is the halo bias. P (k) is the linear matter power

2 https://github.com/giorgiazagatti/CIB_halomodel


https://github.com/giorgiazagatti/CIB_halomodel

Zagatti, G., et al.: A&A, 692, A190 (2024)

spectrum’. More details on the halo mass function and the halo
bias are given later in this section.
The total power spectrum of the two fields is finally given by

P, (k) = P2 (k) + PP (k).

uv

(6)

2.1. The ingredients of the halo model
2.1.1. The halo mass function

The halo mass function dn/dm(m,z) is the comoving number
density of bound objects of mass m at redshift z. It is obtained
from the initial matter density field by relating its properties
to halos that form later. The relation is usually set by the peak
height (Jenkins et al. 2001):

yo 2 ™

o(m) .

Here 6, is the critical linear overdensity needed for a region to
start the collapse (for an Einstein-De Sitter background, 6, =
1.686), and o(m) is the variance in the linear matter density
field as a function of the mass. The halo mass function is usu-
ally parameterized in terms of v or o, rather than explicitly in
terms of the mass. The reason is that the v or o parametriza-
tions show a close-to-universal behavior as a function of cos-
mology and redshift (Press & Schechter 1974; Bond et al. 1991;
Sheth & Tormen 1999; Tinker et al. 2008). The relation between
the halo mass function and the peak height reads as

dn
dm

5 om

m*—(m,z) 4.

v, ®)
v

where p is the comoving background density and vf(v) is the

number density of peaks.

The literature presents various formulations of the halo
mass function, expressed in terms of either v or o (e..g,
Sheth & Tormen 1999; Jenkins et al. 2001; Warren et al. 2006;
Reed et al. 2007; Peacock 2007; Tinker et al. 2008, 2010a;
Crocce et al. 2010; Bhattacharya et al. 2011; Courtin et al. 2011;
Watson et al. 2013; Despali et al. 2016; McClintock et al. 2019;
Bocquet et al. 2020). In this study we adopt the halo mass func-
tion presented by Tinker et al. (2008) since it is better aligned to
the halo mass function evaluated from N-body simulations and
is parameterized in terms of o. In particular, expressing Eq. (8)
in terms of o, rather than v, we obtain:

dn
dlnm

where, following Tinker et al. (2008), f(o, z) takes the following
form:

1 p dlno?
=3/

€))

—a(z)
f(0,7) = A) [(i) + 1@, (10)

b(2)

Here the parameters A, a, b and c, are the amplitude of the mass
function, the amplitude and the slope of the low mass part of
the halo mass function and the cut-off scale, respectively, and
they are functions of the density contrast at the collapse and the
redshift. The density contrast, A, is defined as the ratio between
the critical overdensity and the comoving background density,

3 We take the linear matter power spectrum from the output of the
Boltzmann solver camb (Lewis et al. 2000; Howlett et al. 2012).

i.e., A = 8./p. The redshift evolution of these parameters is due
to two contributions; the first one comes from a weak depen-
dence of the density contrast on cosmology, while the second is
the explicit redshift dependence parameterized by Tinker et al.
(2008).

2.1.2. The halo bias

Dark matter halos are biased tracers of the underling matter dis-
tribution. For this reason, when using the halo model to describe
the overall matter power spectrum, we have to include a bias
term capable of relating the overdensity of halos to the mass
overdensity. At the lowest order, the relation between the two
overdensities is linear (Mo & White 1996):

On(m, z11M, V, z0) = b(m, z1)6, (11)

where 6,(m, z1IM, V, zp) is the number density of halos of mass
m formed at redshift z; in a cell of comoving volume V, mass M,
today, i.e. g, 0 is the mass overdensity, and b(m, z;) is the halo
bias. In this work, we adopt the model proposed in Tinker et al.
(2010b) for the halo bias which shows a good agreement with
simulations for a wide range of overdensities (200 < A < 3200).
The equation of the bias term used in Tinker et al. (2010b) is

a

+ B/ + O,

Mmgﬂzl—AWV (12)

a

c

where the constants in the equation above, for a A = 200 halo,
are:

A=104,a=0.132,B=0.183,b=15,C =0.262, c = 2.4.

2.1.3. The halo density profile

The last ingredient of the halo model is the halo density profile
describing the radial distribution of the density of dark matter
halos. The inner structure of dark matter halos depends on their
formation time and on the initial density distribution of the col-
lapsed region. Since we define the halos as peaks in the initial
density field, the higher the peak the more massive the corre-
sponding halo is. Furthermore, the density around a higher peak
is shallower with respect to the density around a lower peak.
Consequently, smaller halos are more concentrated. The most
common model for the density profile of dark matter halos is the
Navarro-Frenk-White (NFW) profile (Navarro et al. 1997):

Ps
r/rs(L+r/r)?

where r, and p; are the scale radius and the scale density, respec-
tively. To prevent divergence at large radii, the profile is typically
truncated at the halo radius, ry, evaluated as

p(r) = 13)

4
M = —ar; Aip. (14)

3

The ratio between the scale radius and the halo radius is the con-
centration parameter:

Tn
s

(15)

CcC =

Simulations show that the concentration of halos of the same
mass is described by a log-normal distribution:

dinc {1n2[c/5(m, z)]}
exp s

202

Inc

p(clm, z)dc = - (16)
27‘[0’1“ c
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where ¢ is the mean concentration parameter, which depends on
the halo mass and redshift, and 0'3 is the width of the distribution.
Several formulations exist for the mean concentration param-
eter (e.g., Navarro et al. 1997; Bullock et al. 2001; Eke et al.
2001; Neto et al. 2007; Maccio’ et al. 2008; Duffy et al. 2008;
Pradaetal. 2012; Kwanetal. 2013; Ludlowetal. 2014;
Diemer & Kravtsov 2015; Correa et al. 2015; Okoli & Afshordi
2016; Ludlow et al. 2016; Child et al. 2018; Diemer & Joyce
2019). In this work, we adopt the parametrization by Bullock
et al. (2001):

E(m, z) = 2 (17)

1+z

—0.13
m, (Z)} ’

where m,(z) is a characteristic mass scale where v(m,z) = 1 (v
has been defined in Eq. 7).

2.1.4. Validation tests

All the ingredients listed in the previous subsections represent
the building blocks for computing the non-linear matter and
galaxy power spectra within the framework of the halo model.
To ensure the robustness of our code, we validated it by com-
paring our predictions with the output from both TheHaloMod
(Murray et al. 2021) and pyhalomodel (Asgari et al. 2023). All
the individual predictions of the different terms in our code are in
agreement with those of TheHaloMod and pyhalomodel. These
comparisons confirm that our code produces reliable results and
can be used for further analysis. Specifically, we compared the
halo mass functions at different redshifts from our code for a
given formalism (Egs. 9-10) with the predictions from the two
publicly available codes. To evaluate the robustness of the com-
putation of the NFW profile (Eq. 13), we also compared the
implementation of the concentration parameter (Eq. 17). After
testing the accuracy of the concentration parameter computation,
we focused on the implementation of the Fourier transform of the
NFW profile by conducting various tests. In particular, we com-
pared the predictions of our code with those of TheHaloMod and
pyhalomodel for fixed halo masses at different redshifts and for
fixed redshifts at different halo masses. Additionally, we tested
the predictions for the Fourier transform of the NFW profile with
and without normalization. The final component in the computa-
tion of the non-linear power spectra that we tested by comparing
the outputs from the different codes is the halo bias (Eq. 12).

2.2. Matter power spectrum

The ingredients described previously are needed to compute the
matter power spectrum in its non-linear regime which we assem-
ble here. We first need the Fourier transform of the halo density
profile as a function of the mass of the halo:

Win(m, k) = %u(k, m), (18)
where m/p is the amplitude of the matter profile, p represents the
mean comoving cosmological matter density and u(k, m) is the
normalized Fourier transform of the halo density profile (Eq. 13).
Incorporating this relation into the expressions for the 1h (Eq. 4)
and 2h (Eq. 5) terms yields:

00 2
P (k) = f dmd—”(?) luCk, m)P, (19)
0 dm \p
00 2
Pﬁi‘m(m:Pli;;n(k)[ f ambom) S ik, my | (20)
0 dm p
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2.3. Galaxy power spectrum

Once we know how dark matter halos are distributed in the Uni-
verse, we can extend the halo model formalism also to galaxies,
ending up with the non linear galaxy power spectrum. One of
the predictions of the halo model is the fact that baryonic gas
cools and, consequently, forms stars only in virialized dark mat-
ter halos. Thus, the number of galaxies within a dark matter halo
is related to the mass of the hosting halo itself. Furthermore, we
work under the assumption that the first galaxy forms at the cen-
ter of the hosting halo and we refer to it as central galaxy, and all
the other are satellite galaxies.

In order to understand how central and satellite galaxies pop-
ulate a given dark matter halo of mass M, we have to spec-
ify the Halo Occupation Distribution (HOD). There are many
models for the HOD in literature (see e.g., Zehavi et al. 2005;
Scoccimarro et al. 2001; Berlind et al. 2003), in this study we
use the one proposed in Tinker & Wetzel (2010), which models
the number of central galaxies as

1 log M — log M
(Neem!M) = 5|1+ erf(u)], 1)
2 TlogM
and the number of satellite galaxies as
1 log M — 108 2 My M\
(NoulM) = -[1 + erf( O M ~ 108 < Mmin )K—) . (22)
2 OlogM Msat

In the equations above, My, represents the mass of a halo with
50% probability of having a central galaxy. The factor of 2
before My, in Eq. (22) is to avoid dark matter halos having
a larger probability of hosting satellites than central galaxies;
Olog u Tegulates the transition in the dark matter halo from hav-
ing no galaxies to having one central galaxy; M, is the min-
imum mass for a dark matter halo in order to host a satellite
galaxy and « is the power law index regulating the number of
satellite galaxies.

We populate dark matter halos with two galaxy popula-
tions: early-type (ET) and late-type (LT) galaxies. As mentioned
before, ET galaxies have star formation redshifts zgx 2 1.5,
while LT galaxies have star formation redshifts zgy. < 1-1.5. Val-
ues of the clustering parameters of the two galaxy populations
estimated in different analyses from Planck Collaboration XVIII
(2011) (hereafter P11), Xiaetal. (2012) (hereafter X12) and
C13, are reported in Table 1. The main difference between these
previous works is in the modeling of the galaxy populations.
P11 fits for one single galaxy population, allowing the clustering
parameters to vary depending on the frequency channel (this fre-
quency dependence explains the reason why in Table 1, for P11,
we report a range of values for the clustering parameters rather
than a single estimate). X12 and C13 consider two galaxy pop-
ulations but use different frequency ranges to constrain the clus-
tering parameters. Specifically, X12 works in the 150-1200 GHz
frequency range, while C13 in the 600-3000 GHz frequency
range. Pushing to higher frequencies, C13 was capable of con-
straining the minimum mass for the LT galaxies. Both works
keep the ayr clustering parameter fixed to unity to reduce the
number of free parameters in the fit. As stated in P11, the other
clustering parameters which we do not report in Table 1, i.e.,
Olog m and Mgy, are not critical parameters for the fit. We tested
this assumption by taking a wide range of possible values for
O1ogm and M, (Planck Collaboration X VIII 2011; Tinker et al.
2010b) and calculating the CIB power spectrum for different fre-
quencies and found no visible impact from these two clustering
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Table 1. Clustering parameters from previous analyses.

X12 P11 C13
log(MIEiTn/M@ A7) 12.09 £0.06 11.95 +2.10— 12.00 + 0.04
12.21 £ 0.51
QET 1.81+£0.04 1.02+0.87- 1.55+0.05
1.30£1.16
log(MET /Mo h™') = 10.85 - 10.85 + 0.06
arr =1 - =1

Notes. Constraints on key clustering parameters from previous analyses
in X12, P11 and C13.

parameters. For this reason, we also fix them to g3 = 0.1 and

Mg, =20 METI{ LT respectively, for both galaxy populations.

We now extend the halo model formalism to obtain the
galaxy power spectrum. First of all, since galaxies are a discrete
field, the most general expression for the 1h term (see Eq. 4)
must be slightly modified in order to allow for the fact that a dis-
crete tracer auto-correlates with itself at r = 0. When moving
to Fourier space, this auto-correlation translates into a constant
term across all the wave numbers. The 1h term for a single dis-
crete field within the same dark matter halo reads:

Py (k) = —f dm [ Ngar(m)(Negai(m) — Dtgar(m, Kuaga (m, k)

5&1

+Nga(m)] d—" 23)
where 7y, is the average number density of galaxies and Ng, =
Neent + Ngy 18 the total number of galaxies for a specific galaxy
population. In this study we work under the common approx-
imation of ug,(k,m) = u(k,m), which can be justified by the
fact that we are populating dark matter halos with a central
galaxy and all remaining are satellite galaxies tracing the halo
mass (Peacock & Smith 2000; Seljak 2000). The second term in
the square brackets is the Poisson noise, i.e., the auto-correlation
between a discrete field with itself. When modeling the galaxy
power spectrum, the Poisson noise represents a spurious contri-
bution that does not reflect the true clustering properties of the
galaxy distribution but rather the discreteness of the sample. By
subtracting this noise, we ensure that the resulting power spec-
trum more accurately represents the physical clustering of galax-
ies. When expressing Ng, in terms of the number of central and
satellite galaxies, and neglecting the Poisson noise, the 1h term
reduces to

< dn
Pl (k) = f dm-— |2NeenNeatt(m, k) + N1k, my?]
0

ngal dm

(24)

The expression for the 2h term in case of discrete fields does not
change with respect to the most general Eq. (5), which in case of
galaxies reads as

P2h1 (k) Phn (k) |:f°°

The expressions for the 1h and the 2h terms apply individually to
the ET and the LT galaxies. In order to compute the full galaxy
power spectrum, we have to include also the contributions com-
ing from the correlation between the two galaxy populations.

2

oy M )

dm@b(m)

(25)

Ngal

When dealing with two different discrete fields, there is no Pois-
son noise contribution, and the expressions for both the 1h and
the 2h terms directly follow from the most general Eqgs. (4)—(5):

1 < dn
1h ET A/LT ET »/LT
Pmlx(k) ﬁf dm d_ [(NaentNmt +N§dt NLent)
galn;:,al 0
+ NE NG|, (26)
ET LT
4 dn o o0 N,
P =] (a2 x| oSt et
0 gal 0 gal
(27)

The galaxy power spectrum is finally given as the sum of the 1h
and the 2h terms;

Pya(k) = Py (k) + P (k), (28)

where both the 1h and the 2h terms include the contributions
from ET galaxies, LT galaxies and the mixing between the two
populations:

Pyn(k) = Py (k) + Pi(k) + Pyt (), (29)
Péﬁh (k) = PE.(k) + PE.(k) + P2 (k). (30)

The different terms required for the evaluation of the galaxy
power spectrum are as follows:

1 0 dn
PO o [ am G N NE b
gal
(Nfa{) u(k, my*], 31)
1h 1 . dn LT A/LT
PLT(k)—WL dm dm[ZNCEHtNSdtM(m’k)
gal
(NsLaTt)2 u(k, my? , (32)
oo ET 2
Pék}(k):Pg‘}n(k)[ f dm—b( )— N —u(k, )] (33)
0 gal
P (k) = Pin, <k)[ f ) dm—b( ) ga‘u(k m)] (34)
0

gal

In the upper and lower panel of Fig. 1 we show the dif-
ferent contributions to the galaxy power spectrum at redshifts
z = 0.001 and z = 2.0, respectively, and highlight the dif-
ference between including (black solid curve) and not includ-
ing (black dashed curve) the mixing terms in its computation.
The 1h terms (red curves) dominate at smaller angular scales,
while the 2h terms (green curves) are the leading contributions
at large angular scales. Focusing on the different contributions
to the 1h and the 2h terms coming from ET galaxies (solid), LT
galaxies (dashed) and the mixing between the two galaxy pop-
ulations (dotted), the analysis of the two panels reveals that ET
galaxies are always the dominant contribution. Specifically, even
though at redshift z = 0.001 the two contributions are compara-
ble, going to higher redshifts, the contribution of the ET galaxies
becomes a factor of ~10 larger than the one of LT. Furthermore,
our analysis shows that the difference between the galaxy power
spectrum evaluated with and without the mixing terms is more
pronounced at smaller redshifts. To our knowledge this is the first
time that the galaxy power spectrum is explicitly broken down
into two galaxy populations and with each of them including
mixing terms.
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Fig. 1. Galaxy power spectrum, evaluated at redshifts z = 0.001 (upper
panel) and z = 2.0 (lower panel), broken down into the contributions
from one-halo (1h) and two-halo (2h) terms, with (solid) and without
(dashed) including the mixing terms between early-type (ET) and late-
type (LT) galaxy populations. Red curves: 1h terms from ET (solid), LT
(dashed) galaxies, and the mix (1h mix, dotted) between the two. Green
curves: 2h terms from ET (solid), LT (dashed) galaxies and the mixing
(2h mix, dotted) between the two. Black dashed curve: galaxy power
spectrum without mixing terms between the two galaxy populations (PS
without mix). Black solid curve: galaxy power spectrum with mixing
terms (PS with mix).

3. The cosmic infrared background emission

The halo model provides information about the spatial distribu-
tion of galaxies but says nothing about their emission. In this
section, we take the predictions of the halo model on how galax-
ies are distributed within dark matter halos and add modeling
of the galaxies emission to present a physical description of the
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Cosmic Infrared Background (CIB) power spectrum. The key
quantity that encapsulates the information on how galaxies emit
as a function of redshift is the emissivity function, describing
the redshift distribution of the cumulative flux density of sources
below a threshold related to each experiment, i.e. the flux cut?
S Em, and defined as

slim 3
. v d’N(Sy,2)

W(z2) = —5,dS,. 35
S j; ds,dzdQ (35)
NS, 2) . :
Here ﬁ is the surface density of sources per unit flux

density and redshift interval:

d&’N(S,,z) ®(ogL,,z)dL, dV 36)

dS,dzdQ ~ L,In10 dS, dzdQ’

where v/ and L, are the observed frequency and luminos-
dv

ity, 320 is the comoving volume per unit solid angle and

®(log L,, 7) is the luminosity function (LF), which quantifies the
number of galaxies per unit volume with luminosity between
L and L + dL. The observed dichotomy in the galaxy popula-
tions enters when modeling the luminosity functions. ET and LT
galaxies not only show different clustering properties, but also
different emission properties. For this reason, in this work we
adopt the hybrid approach, firstly introduced by C13, to model
the emissions of the two galaxy populations.

From N-body simulations, ET galaxies are expected to pop-
ulate more massive dark matter halos (Wang et al. 2011), for
which it is easier to model the evolution. In fact, it is possible
to extract an analytic model for the bolometric LF° of ET galax-
ies, obtained as a convolution of the halo formation rate, dn/dt;,,
with the galaxy luminosity distribution, P(log L, 7) (see C13 for
the complete overview of the model). To obtain the expression
for the halo formation rate, we explicitly write dn from Eq. (8)
as

0 d ln v
- ﬁzv f)5 37)
and the halo formation rate, dn/dt,;;, has been evaluated as:
d dl
n_ gy dn0fo)) (38)

dtvir dt vir

The galaxy luminosity distribution is evaluated assuming a log-
normal distribution, so that

exp{—log*(L/L)/20?)
2

P(log L|log L)dlog L = dlogL, (39)

2ro

where L and o are the mean luminosity and the dispersion of the
distribution, respectively. The bolometric LF for the ET galaxies
is then obtained as

Mmax ,max

®(ogL,z) = f dMVlrf

4 The flux cuts applied to each frequency channel for the different data
sets are described in Sect. 4.

5 We note that the bolometric LF shows no frequency dependence. In
order to convert the bolometric LF into the monochromatic one, we
follow C13 and make use of the SED, f(v), so that £, = vf(v)Lyor.

dl‘V,r n
P 1()g L,Z .
dtvir ( )

dZvlr

Vll'

(40)
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Late-type galaxies are expected to populate less massive
dark matter halos, which more likely merge with other low-
mass dark matter halos. This makes the modeling more chal-
lenging (Lapi & Cavaliere 2011), and for this reason LT galax-
ies require an empirical parameterization of their bolometric LF
(see Saunders et al. 1990):

{L\™ log?(1 + L/L*)
P(ogL,z) =@ (L*) exp{ 752 }, 41)
where @* and L* are the characteristic density and luminosity,
respectively, « is the slope in the low-luminosity regime and o
is the dispersion of the galaxy population (see Table 1 of C13 for
the values of this parameters).

The CIB emission is composed of two different compo-
nents: a clustering term, describing the galaxy overdensities in
the background tracing the dark matter distribution, and a shot
noise term, describing the contribution of a diffuse background
of unresolved sources.

To compute the clustering term of the CIB power spectrum
we integrate the emissivity function, j,(z), describing how galax-
ies emit (Eq. 35), together with the non-linear galaxy power
spectrum from the halo model formalism (Eq. 28):

Cclusl

Lyxy’

dzdz . .

= f — @y @Pgalk = €/x,2). (42)
X dy

As mentioned above the non-linear galaxy power spectrum that

enters in Eq. (42) includes three main contributions coming from

ET galaxies, LT galaxies and the mixing among the two popula-

tions:

Paa(k) = PEY (k) + PEL (k) + P (k).

gal gal gal 43)

The emissivity functions in Eq. (42) account for the contribu-
tions coming from both galaxy populations,

W= i@+ 5 @. (44)
When taking the product j,(z)j, (z) in Eq. (42), we found
@iv@ = i @75 @+ i @4 @)

(45)

+ (@i @+ 1 @5 @)

In summary, we arrive to a clustering term of the CIB power
spectrum composed of three terms:

clust _ ~ETclust LT,clust mix,clust
C[,vxv' - Ct’,vxv’ + Ct’,vxv’ + C{’,VXV'

(46)

We expect that for z < 1, ET galaxies become quiescent, and
therefore no longer contribute to the CIB power spectrum. This
information is encapsulated in the emissivity functions, j];:T/ LT,
which are truncated at z ~ 1 for ET galaxies. The shape of the
emissivity function for ET galaxies inherently accounts for their
quiescence below a certain redshift, without requiring any addi-
tional parameters.

The shot noise (SN) component of the CIB power spectrum
is obtained integrating the contribution of sources falling below
the flux cut, S!'™, of a given frequency channel and a given exper-
iment:

Shm 2
" L dNGS,
Y = f 5§23 NG 4
0

47
v dSVdQ Vs ( )

where d’>N(S,)/dS ,dQ is obtained integrating Eq. (36) over red-
shift, and represents the differential number counts. The shot
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Fig. 2. Different contributions to the CIB power spectrum as predicted
by our model, for two different frequency combinations: 217 x217 GHz
(dashed curves), and 1200 x 1200 GHz (solid curves). In both cases,
the contribution from early-type (ET) galaxies is in blue, for late-type
(LT) galaxies in green and the mixing between the two galaxy popu-
lations in orange. The shot noise term is the flat contribution shown
in red. The total CIB power spectrum (Eq. 49) is shown in black.
The values of the model parameters used to produce these curves are:
log(MET /Mo h™") = 12.07, log(M:T /Mo h™!) = 10.85, agr = 1,

min min

arr = 1, SN217 =16 and Sleoo = 9833.

noise term is independent of the angular scale, thus representing
a flat contribution to the CIB power spectrum when expressed in
Cys. In this study, the shot noise level for a specific frequency
channel v, SN,, is modeled as

C?,Ijxv' = Cyxy VSN, X SN,/,

where C,,x,, accounts for the possible correlation between emis-
sions at different frequencies.

Finally, the CIB power spectrum is given by the sum of clus-
tering and shot noise terms:

(48)

CIB
C[ VXV

— Cclust + CSN

£,yxy’ Lyxv'®

(49)

Figure 2 shows the model predictions for the CIB power
spectrum (black curve), highlighting the different contributions
coming from ET (blue), LT (green), mixing terms (orange) and
shot noise (red). This is plotted for two different frequency com-
binations: 217 X 217 GHz (dashed curves) and 1200 x 1200 GHz
(solid curves), taking the two extremes of the data sets which
we will use in Sect. 5. The figure shows that the LT galaxies
dominate at higher frequencies (comparing the solid and dashed
green curves) and that large angular scales (low multipoles) are
dominated by the clustering terms, while the contribution com-
ing from the constant shot noise term becomes more and more
relevant as we move to higher multipoles, i.e. smaller angular
scales.

4. Dataset

To constrain the parameters describing the clustering prop-
erties of the two galaxy populations, we fit our model to
three data sets: the CIB power spectrum measurements from
Planck Collaboration XXX (2014) (denoted as P14 in this
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work), the CIB power spectrum obtained from a re-analysis
of Planck data by Lenz et al. (2019) (hereafter L19), and the
angular power spectra from Herschel-SPIRE data presented by
Viero et al. (2019) (hereafter V19).

4.1. Planck data

P14 presented measurements of the CIB power spectrum over
five frequencies, using a total area of 2240 deg” and spanning
143-857 GHz. The flux density cuts applied at the map level
are SIm = 350, 225, 315, 350, 710 mly for the 143, 217,
353, 545, 857 GHz frequency channels, respectively (see Table
1 of P14). In this study, we use ten CIB power spectra from
P14, selecting only four frequency channels (217, 353, 545 and
857 GHz). In analogy with P14, we do not include the 143 GHz
measurements for model fits since this channel has significant
CMB signal contaminating the CIB (the CMB power spectrum
at £ = 100 is ~5000 higher than that of the CIB). This can
be overcome implementing large corrections in the analysis to
remove the CMB, but neither P14 nor this work attempt to do
this.

The P14 data set covers the multipole range from £ = 150
to £ = 2500, binned using a logarithmic binning, A¢/¢ = 0.3.
Across this range, P14 provides 8 data points for each CIB fre-
quency auto- and cross-spectrum, resulting in a total of 80 data
points in the data set available for the model fit that is described
in Sect. 5. The error bars associated to each point account for
both cosmic variance and instrumental noise. Since P14 data
come without a covariance matrix, we conduct our analysis
building a diagonal covariance matrix from the spectra error bars
and therefore neglecting possible correlations between different
multipoles.

Data from Planck have been calibrated in two different ways,
depending on the frequency channel. Specifically, the calibrator
for the 217 and 353 GHz channels is the CMB orbital dipole,
which boasts superior accuracy, while the 545 and 857 GHz
channels are calibrated using planetary measurements. The cal-
ibration method generates a frequency-dependent uncertainty,
with all values reported in Table 6 of Planck Collaboration VIII
(2016) and wused in later sections when fitting the spec-
tra. Additionally, updates to the calibrations were introduced
between the first and the second Planck Public Releases,
ie. PR1 and PR2. The CIB spectra are from PR1 and to
account for these calibration updates here we correct them
with

CIB,PRI
CIB  _ Lyixv, . (50)
bvx ™ corr,, X corr,,

CC'B  represents the calibration-corrected data fed in input to

L, v XV,
the fit, Cgf’x’; fl are the original CIB power spectra presented
in P14 and corr,, are the calibration corrections for each fre-
quency, as detailed in Planck Collaboration VIII (2016), and cor-
responding to 0.991, 0.997, 1.018, 1.033 for the 217, 353, 545
and 857 GHz frequency channels, respectively.

As detailed in the next section, to compare the model
predictions with the data we also need to apply color
corrections. Specifically, P14 analysis computes the color cor-
rections for each frequency channel using the CIB SED from
Bethermin et al. (2012), ending up with color-correction factors
of 1.119, 1.097, 1.068 and 0.995 for the 217, 353, 545 and
857 GHz frequency channels, respectively.
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4.2. Lenz data

The second data set explored in this study is L19 (Lenz et al.
2019), which provides six CIB power spectra using the 353,
545 and 857 GHz Planck maps — L19 excludes both 143 and
217 GHz channels on the basis of CMB contamination. As
described in their measurements paper, the authors of L19
employed a method based on neutral atomic hydrogen data to
remove Galactic dust from the Planck intensity maps. This pro-
cedure allows to extract the CIB power spectra down to lower
multipoles compared to P14, reaching £ ~ 75 (extending the
P14 CIB power spectra starting from ¢ ~ 150). L19 CIB data
are also presented with a different and less aggressive binning
scheme than the one of P14. Specifically, the authors apply a lin-
ear binning, including 64 multipoles in each bin and resulting in
a data set with a total of 186 data points.

From the L19 dataset, we decide to exclude the first three
bandpowers of each spectrum. We do this for two reasons: to
better allow for a straightforward comparison with P14 data,
and noting that the P14 data exhibit more power at lower mul-
tipoles compared to the L19 bandpowers (see Fig. 11 of L19).
This could be due to a more aggressive dust cleaning procedure
adopted in L19 but the consistency of the two data sets is beyond
the scope of this work and not fully addressed in other literature
for us to trust those additional bandpowers. We explore a few
assumptions, including an investigation on the impact of the dust
contamination in the L19 analysis in Appendix B.

As for P14, we apply to the L19 data set color corrections
and the calibration factors, using the same values quoted in the
previous subsection.

Similarly to P14, L19 spectra have been released without
a covariance matrix. Once again, here we build a diagonal
covariance between bandpowers, neglecting possible correla-
tions between bands — we explore more this assumption in
Appendix B.

4.3. SPIRE data

The third data set used in this work is the V19 CIB measurement
from Herschel-SPIRE observations®. This covers higher fre-
quencies and multipoles than those covered by the Planck data,
providing complementary information on CIB physics. In par-
ticular, the higher angular resolution is expected to better probe
the multipole region dominated by shot noise contribution, as
opposed to the Planck scales which are more sensitive to the
clustering term.

SPIRE observations approached the THz regime, covering
600, 857 and 1200 GHz from 90 deg?. V19 applied a common
flux density cut to the three frequency bands of S'™ = 300 mJy.
The CIB spectra span multipoles from ¢ = 600 to £ = 11 000.
Following the binning scheme of Amblard et al. (2011), the
bandpowers are linearly binned for £ < 1950, and for higher
multipoles a logarithmic binning with A{/¢ = 720 is applied. In
total, this data set consists of 132 data points.

The maps are calibrated with uncertainty of 5% for each
frequency channel. The color corrections needed at 600, 857
and 1200 GHz are 0.9988, 0.9929 and 0.9957, respectively
(Lagache et al. 2003).

® The V19 data set also includes auto- and cross-spectra involving
SPT frequencies (95, 150 and 220 GHz) which could be beneficial for
constraining the clustering parameters of ET galaxies. However, incor-
porating SPT data would have necessitated extending the modeling to
additional extra galactic foregrounds which is outside the scope of this
work.
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SPIRE spectra are accompanied by a covariance matrix
which is, however, not well defined’. In analogy with other
studies (see e.g., Maniyar et al. 2021) to overcome issues with
the available covariance, we revert to assuming uncorrelated
error bars also for V19 data, using a simple diagonal covariance
matrix.

5. Results

Here we bring together the full model described in Sect. 3 and
the three data sets in Sect. 4. We explore the model against the
multi-frequency, multi-scale observations from Planck and Her-
schel-SPIRE individually. We discuss our results in the context
of previous literature findings, and show that even this extended,
two-population model — built to capture an extended frequency
range — is not able to solve a tension between P14 and V19 CIB
measurements which was reported in Maniyar et al. (2021) with
a single-population model. This prevents us from achieving a
joint fit using both data sets.

To compare the predictions of the model to the observed data,
we correct the theory to account for instrument-specific correc-
tions as follows:

CIB,data __ CIB,model
P Ayyxv, X CCyy X CCyy X C(,len (&2))
CIB,model :
Here, C, is the CIB power spectrum as predicted by the
SVIXV2

model ; Ay, xy, = 4/fry X firy accounts for the absolute calibra-

tion uncertainties, i.e. f,', for each different frequency channels;
ccy, 1s the color correction per frequency channel.

To explore the parameters of the model, we perform a Monte
Carlo Markov Chain (MCMC) analysis by making use of the
emcee ensemble sampler (Foreman-Mackey et al. 2013). The
multi-dimensional parameter space is explored sampling a Gaus-
sian likelihood:

d del\2
(Cé)ata _ C;no e )

5 ,
9y

1
log LICHICF™) e =2 (52)
t

where 0'? represents the error bars associated to the points of
each data set (i.e., representing a diagonal covariance matrix for
all the three data sets).

The analysis has taken into consideration different scenarios
and the numbers of fixed or varied model parameters has been
set accordingly in each case as we describe below and in the
individual subsections.

We perform our analyses covering two scenarios for the shot
noise term:

— In one case, we assume maximal correlation between the
shot noise contributions, with the correlation coefficients in
Eq. (48) all setto 1.

— In another case, the correlation coefficients are treated as free
parameters in the MCMC analysis.

The data considered in this work are able to constrain, with dif-
ferent degrees of sensitivity, the clustering parameters for both
the early and the late galaxy populations, i.e., M=l apr, M1
and ay; the shot noise levels for the considered frequency chan-
nels, SN, ; and the calibration factors, fC";l. Howeyver, the data sets

7 We started our work using the full, published covariance matrix and
encountered a number of problems. After performing some tests, we
concluded that this matrix exhibits a pathological behavior. We found
it to be occasionally negative defined, thus not invertible. This was also
noted by Maniyar et al. (2021).

Table 2. Best-fit parameters from the model fit to P14 data.

Parameter Prior Results Results
Cyixv, =1 Cy,xv, Open
log(MET /Mo i7"y [10.7,12.8] 1145716 11.1240.19
log(MLT /Mo k™) [10.5,12.8] 1118031 11.56:021
aLr [0.2,3.5] l.337f8:82§ l.436f8:8;§
SN»7 [0,50] 6.72 £0.76 22+4
SNis3 [50,500] 273 £ 16 276 £ 20
SNsys [400,4000] 1296 + 120 1247 + 100
SNgs7 [200,8000] 1827 300  1899+4%
33 1+0.0156 0.999 +0.014 1.010 +0.015
i 1£0.122 1.096 = 0.032 1.094 = 0.032
CSaSl7 1+£0.128 1.289+0.076 1.200 +0.072
C217x353 (-1, 1] - 0.648*0-068
Ca17x545 [-1,1] - 0.469 + 0.054
Ca17x857 [-1,1] - 0.562 + 0.070
C3s3x545 [-1,1] - 0.946%0.03
C353x857 [-1, 1] - 0.937+9:0%¢
Cs4sx857 [-1,1] - 0.934+0046

Notes. First column; Model parameters sampled for the fit to P14 data.
Second column; priors and ranges of variation imposed on the model
parameters. We adopt uniform priors for all parameters (ranges are
within square brackets), except for the calibration factors for the 353,
545 and 857 GHz frequency channels which are varied with a Gaus-
sian priors centered on 1. Third and fourth columns; mean and standard
deviation of the model parameters for the case in which the correlations
for the shot noise are fixed to one and the case in which they are free
to vary, respectively. In the former case, we obtain a y*> = 81 with 80
points and 10 free parameters. The latter case has the same number of
points, 16 free parameters and y? = 45.

covering Planck frequencies and multipole ranges are not able
to constrain the agr clustering parameter (see Appendix A.1.)
which we then fix to 1 for P14 and L19. On the other hand, as
we show later, all data sets considered in this work can constrain
ar (either unconstrained or only weakly constrained in previous
works) and this parameter is therefore always varied in our runs.

The choice of the prior distributions assigned to the free
parameters, and the discussion and implications of the results
from the individual model fits are discussed in the following sub-
sections.

5.1. P14 data analysis

For P14 we sample 10 and 16 free parameters for the two sce-
narios, respectively, with prior ranges listed in the second col-
umn of Table 2. As mentioned above, expecting no constraining
power from Planck, in the baseline case we fix agr = 1 (and
explore its variation in Appendix A.1.). We vary the calibration
factors with a Gaussian prior centered on 1 and with errors taken
as twice the uncertainty in Table 6 of Planck Collaboration VIII
(2016), except for the calibration factor at 217 GHz which we
fix to ]‘0%1117 = 18, The clustering parameters and the shot noise
levels are sampled from uniform distributions. When correlation

8 This choice is driven by the very small uncertainty of the Planck
measurement at 217, and it has been verified extracting results treating
217 as a free parameter and finding perfect agreement with the case in

which it is fixed to unity.
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Fig. 3. Comparison between P14 data and the model predictions obtained with the best-fit parameters in Table 2. The CIB power spectrum, the
clustering term and the shot noise term predicted by the model are represented with the solid black, the dashed gray and the dot-dashed gray

curves, respectively. P14 data with their error bars are represented in red.

coeflicients are treated as free parameters, these are also sampled
from uniform prior distributions.

Results (10 confidence level) for the two model scenarios
with fixed/varied correlations are reported in the third and the
fourth columns of Table 2. We obtain y*> = 81 with 70 degrees
of freedom when fixing the correlation coefficients, and Xz =45
when the correlation coefficients are free to vary (when the num-
ber of degrees of freedom is 64), with Probability To Exceed
(PTE) of 17.9% and 96.9% for the two cases, respectively. We
show how the best-fit model compares with the ten P14 CIB
spectra in Fig. 3.

In Fig. 4, we show the 1-dimensional posterior distributions
and the 2-dimensional correlations (at 68 and 95% confidence)
of the clustering parameters for the two scenarios considered in
this work. The two cases are in good agreement, and as expected
we recover larger constraints for some parameters due to the
higher number of degrees of freedom in the MCMC when leav-
ing correlations free to vary. The relative impact seen here on the
best-fit values for the minimum mass of the ET and LT galaxies
is likely due to the fact that, within the multipole range probed

A190, page 10 of 17

by P14 data, the contribution to the CIB power spectrum from
clustering dominates, while the shot noise is expected to domi-
nate at smaller angular scales. Therefore, the different treatment
of the shot noise levels does not have a significant impact on
the clustering parameters. Motivated by the results found on the
L19 data set (see next section), we re-run the analysis removing
the spectra involving 217 GHz and note much closer agreements
between the two scenarios as shown in Fig. 5. To understand
this we need to look at the full parameter space explored by the
fit. We find a tension in the two scenarios for the value of the
shot noise level of the 217 GHz frequency channel, shown in
Fig. 6. Specifically, we obtain a value for the shot noise level
which is higher in the case with free correlations than in the case
with fixed correlations at ~40 level. We also see that the cor-
relation coefficients involving the 217 GHz frequency channel,
1.e., Co17x; With i = 353,545, 857 (see fourth column of Table 2),
are significantly lower than unity. We explain this behavior by
noting the degeneracy between the shot noise level and the cor-
relation coefficients at 217 GHz (see Fig. 6), which P14 data are
not able to break. Specifically, they are anti-correlated, meaning
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Fig. 4. Posterior probability distributions of the clustering parameters
for the two scenarios where the correlations for the shot noise are fixed
to unity (in purple) and where they are free parameters in the fit (in
green). The posterior distributions for the two cases are in agreement,
exploring the same regions of the parameter space. We fix agr = 1.
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Fig. 5. Same as Fig. 4 excluding the 217 GHz frequency channel.

that a shift of the shot noise level toward a lower value, closer to
the one obtained in the first scenario, leads to higher values of
the C17xi.

When comparing our results with other literature find-
ings, we note significant deviations between the values for
the minimum masses of both galaxy populations extracted
here with those found in the literature, more evident for

the ET galaxies. Specifically, we find the minimum mass,
log(MEL /Mg h™'), to be lower than previously reported values
(see Table 1). In particular, when comparing the value we obtain
when fixing the correlation coefficients for the shot noise to

unity, log(MET /Mgy h™') = 11.45*%19 with the ones of C13,

min -0.13?
log(MET /M h™") = 12.007002, and X12, log(ML! /Mo h™") =
12.09f8:82, we find a tension at the level of ~40. In con-

trast, our analysis shows a higher value of the minimum mass
for LT galaxies than the expected value found in C13 of
log(MXT /Mo h™") = 10.85 + 0.06, but it is still compatible with
the current constraint within ~1¢-. This discrepancy raises a crit-
ical point as far as the model is concerned: our results suggest
that the minimum mass for ET galaxies is not higher than that
for LT, contrary to prior assumptions. We speculate that this
inconsistency may stem from the limited frequency and multi-
pole ranges covered by P14 data. These ranges may not be suffi-
ciently wide to effectively distinguish between the contributions
of the two galaxy populations to the CIB spectrum, and, con-
sequently, brake the degeneracies among all the three clustering
parameters (see Fig. 4). Concerning «qr, as already mentioned,
previous analyses only considered it fixed to unity. Here, o is
a free parameter of the model fit and is constrained at the best
fit values of arr = 1.337*09% and arr = 14367005 for the
case where the correlation coefficients are fixed and free to vary,
respectively.

‘We now comment on the shot-noise correlation coefficients,
in the scenario where they are free to vary (fourth column of
Table 2). To ease the comparison with previous Planck analyses,
we also report in Table 3 the values of the correlation coefficients
extrapolated from Table 6 of P14, as

Planck

L, v Xvy

Clevz = ,withvy # v, (53)

Planck ~Planck
C[,V] XV Cf,VQXVZ

where C}2% represent the entries of Table 6 of P14. We observe
that the correlation coefficients involving the 217 GHz frequency
channel, Cy17x; with i = 353, 545, 857, are always lower than the
values reported in Table 3, even though they are still compatible
within ~20-. On the other hand, the remaining correlation coef-
ficients are compatible with the values in Table 3 within ~1o-.
The observed low correlation coefficients are likely due to non-
trivial degeneracies between the free parameters of the model,
which the specific data are not able to efficiently break. In other
words, the number of free parameters for this second scenario is
too high and the model overfits the data, and this is confirmed by
the low y? obtained in this scenario (x> = 45).

5.2. L19 data analysis

In this section, we present the analysis of the L19 dataset. We
note that, as explained in more details later, our model fits to
L19 for both scenarios of correlations result in a poor y>. We,
therefore, do not attempt to interpret the goodness of the fit to
this data set and present results in this section only as a qualita-
tive outcome.

The choice of the free parameters in the model fit and their
prior distributions mirror what was described in the previous
section and are listed in the first and second column of Table 4,
respectively. As done for the analysis of P14 data, agr is fixed to
unity, and the priors for the calibration factors of the 353, 545,
and 857 GHz channels are based on Planck uncertainties.

In Table 4, we also report the 1o confidence level results in
both the scenarios of fixed (third column) and variable (fourth
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Fig. 6. Posterior probability distributions of the shot noise levels for the scenario where the correlation coefficients are fixed to unity (in purple),
and posterior probability distributions for the shot noise levels and the correlation coefficients for the scenario where the latter are free to vary
(in green). This figure highlights the movement in the 217 GHz shot noise and shows the degeneracies with parameters characterizing the spectra

including at least one leg of the 217 GHz channel.

column) shot noise correlation coefficients. In Fig. 7, we show
the posterior distributions of the clustering parameters for the
two scenarios of shot noise correlation coefficients fixed to
unity (in purple), and free-to-vary correlation (in green). The
results show perfect agreement between the two scenarios, with
only a minor broadening of the distributions in the case of
increased degrees of freedom in the fit. Specifically, we note
that the posterior distributions deviate much less than those
of P14 seen in Fig. 4, confirming that the exclusion of the
217 GHz frequency channel — not included at all in the L19 data
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set — makes the results of the fits more stable among the two
scenarios.

The model fits to the L19 data result in poor goodness-of-the-
fit metrics, in particular in exceedingly high y? values (specifi-
cally we obtained a y? of 655 and 650 for 159 and 156 degrees
of freedom, respectively). However, we cannot definitely con-
clude that this is caused by deficits in the model. Appendix B is
devoted to a detailed and closer examination of the L19 dataset;
we show there how a smooth theory cannot meet the bandpow-
ers as published, and that changing assumptions in the data set is



Table 3. P14 correlation coefficients.

217

353

545

857

217 1

098 +£0.24 0.88+0.21

0.72 £ 0.17

353 - 1 0.95+0.23 0.81+0.20
545 - - 1 0.93 +£0.23
857 - - - 1

Notes. Correlation coefficients for the shot noise cross spectra evaluated
from Eq. (53) using the shot noise levels presented in Table 6 of P14.

Table 4. Best-fit parameters from the model fit to L19 data.

Parameter Prior Results Results
Cyixv, = 1 Cy,xv, Open
log(MET /Mo ™) [10.7,12.8] 1 1.505f8:8f‘; 11.488fgig§§
log(M™ /Mo h™')  [10.5,12.8] 10.75f8;{§ 10.80 £ 0.16
art [0.2,3.5] 1.254j8:3§§ 1.261f3:8§;
SN3s3 [50,500] 261.8+£6.9 264.1+7.1
SNsys [400,4000] 1396 + 45 1396 + 46
SNss7 [200,8000] 2391 + 120 2425 + 130
353 1+£0.0156 0.965+0.015  0.966 +0.015
315 1+0.122 1.174+0.020 1.175 +0.021
el 1£0.128 146803 146070048
Cis3x545 [-1,1] - 0.9838 + 0.0076
Css53x857 [-1,1] - 0.9970+0:00%¢
Csasxss [-1,1] - 0.9851+2:0093

—0.0082

Notes. Same as Table 2 but for the L19 dataset.

also not enough to improve the y? and that the qualitative results
presented here remain valid.

Without focusing on the exact results from L19, in the fol-
lowing we do a qualitative exploration of how the posteriors
compare to those of P14. The clustering parameters for the two
scenarios explored in this study are shown in Figs. 8 and 9. The
overlap between the two data sets is good (the largest shift is
noted in the 1D posterior distribution of the minimum masses
for the LT galaxies in Fig. 9, approaching a ~3¢ difference).

5.3. Herschel-SPIRE data analysis

We now move to discuss the results from the V19 SPIRE dataset.
The model parameters and the prior distributions adopted
in the analysis are reported in the first and second column of
Table 5, respectively. Unlike the previous data sets, the SPIRE
data allows to constrain the agr clustering parameter. We there-
fore let it be free to vary along with the other clustering param-
eters. The calibration factors for the three frequency channels,
Cial with i = 600,857, 1200, are varied with a Gaussian prior
centered on 1 and a 1o width determined as twice the calibra-
tion accuracy reported in Valtchanov (2017). As done for the
P14 and L19 analyses, we consider two scenarios of fixed and
free-to-vary shot-noise correlation coefficients.

The results of the model fit (68% confidence level) for the
two cases under study are reported in the third and the fourth
columns of Table 5. We obtain y?> = 101 for 122 degrees of
freedom, when fixing the correlation coefficients for the shot
noise, and X2 = 80 for the scenario where the correlation coef-
ficients are free to vary and the number of degrees of freedom

Zagatti, G., et al.: A&A, 692, A190 (2024)

Bl L19C,xu=1
L19 C, x v, Open

11.2¢

11.0f

LT
min

10.87

logM

10.6}

1.35}

1.307

arr

1.25¢

1.20¢

11.0 1.25 1.30 1.35
logM~T, air

11.4 11.6 105

logMEr,

Fig. 7. Same as Fig. 4 but for the L19 CIB dataset.
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Fig. 8. Comparison of the posterior distributions of the clustering
parameters for P14 (dark yellow) and L19 (dark purple) data in the case
in which the correlation coefficients of the shot noise are fixed to unity.

is 119. The spectra-model comparison is shown in Fig. 10, for
the case where the correlation coefficients for the shot noise are
fixed to unity across all the V19 spectra. Specifically, V19 data
starts to be sensitive not only to the information coming from the
clustering part, but also to the shot noise contribution. We find
good agreement both in the multipole region where the cluster-
ing dominates and in the region when the shot noise dominates,
at all frequencies.
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Fig. 9. Same as Fig. 8 but for the case in which the correlation coeffi-
cients of the shot noise are free to vary.

Table 5. Best-fit parameters from the model fit to V19 data.

Parameter Prior Results Results
Cyixvy = 1 Cy,xv, Open
log(MET /Mo k™) [10.7,12.8] 1240 +0.11  1238%2
agr [0.2,3.5] 0.67 +0.23 1.12+031
log(MXT /Mo i) [10512.8] 1179702 11.91+93¢
arr [0.2,3.5] 1.253+£0.044 1.311 +£0.071
SNeoo [300,3000] 1117429 1788 + 300
SNgs7 [2000,7000] 3739 + 340 5153 £ 530
SNi200 [5000,13000] 8506 + 710 9688 + 900
600 1+0.11 1.055 +0.071  1.046 = 0.084
837 1+0.11 1.072 £ 0.064 0.973 = 0.066
1200 1+0.11 0.962 £ 0.066  0.907 + 0.069
Co00xs57 [-1,1] - 0.983+0014
Ci00x1200 [-1,1] - 0.885 +0.032
Css7x1200 [-1,1] - 0.9558 + 0.0092

Notes. Same as Table 2 but for the V19 dataset. When the correlation
coefficients are fixed to unity, we obtain y> = 101 with 132 points and
10 free parameters. In the case where the correlation coefficients are
free to vary, we have 13 free parameters and obtain y? = 80.

Figure 11 shows the posterior distributions of the cluster-
ing parameters when fixing the correlation coefficients for the
shot noise to unity (purple) and when letting them free to vary
(green).

The best-fit values which we obtain for the minimum mass
of the ET galaxies are higher than those obtained in the analy-
sis conducted on P14 data. They are also higher than the ones
previously found in C13 and X12 (and reported in Table 1).
Similarly, the minimum mass for LT galaxies in both scenarios
explored in this work appears to be higher that the value found
in C13 (log(M~' /My h™") = 10.85 + 0.06), totalling a ~40- ten-

min
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sion between our work and previous literature. This difference
could be explained by the fact that we are exploring an extended
model compared to C13 who fixed app = 1. In fact, from Fig. 11
we note that, due to the positive correlation between log(M:! )
and arr, values of apr closer to unity will pull log(M[I;ITin) toward
lower values.

Our results also showcase the ability of V19 data to distin-
guish among the two galaxy populations and therefore their sen-
sitivity to agr, which is unconstrained by Planck. The constraints
on agt are in agreement with semi-analytical models (Gao et al.
2004; Hansen et al. 2009), predicting agr < 1.0. However, we
note that these results are not in agreement with the estimated
values of agr = 1.55 = 0.05 and agr = 1.81 = 0.04 found in
C13 and X12, corresponding to a tension of ~4¢- and 5o respec-
tively. The discrepancy between our findings and those of C13
and X12 reduces when considering the correlation coefficients
of the shot noise as free parameters. Specifically, the agr clus-
tering parameter in that scenario is compatible with the values
of C13 and X12 within 1o and 20, respectively. We can explain
this better agreement looking at how the model parameters act
on the spectra. The agr clustering parameter (as well as aypr)
re-scale the overall power, similarly to calibration factors. From
Table 5, we see that in the case of free correlations, the shot noise
values change and carry with them the correlation factors which
go low and reduce power in the spectra. This is then compen-
sated by power added back in by higher clustering parameters.
Concerning the spectral index of LT galaxies, a previous study
conducted by C13 shows that a;r was only weakly constrained
and therefore kept fixed at unity. Here we show that the V19 data
are capable of constraining this parameter at o r = 1.253+0.044
and apr = 1.311 £ 0.071 for the two scenarios.

Shot noise levels depend on the scenario under scrutiny.
When assuming maximal correlation between frequencies (cor-
relation coefficients fixed to unity), the shot noise values are a
factor of ~2 smaller than the levels predicted by the model of
Bethermin et al. (2012) and reported in Table 4 of Lagache et al.
(2020). Allowing shot noise correlation coefficients to vary, or
in other words, giving more freedom to the model fit, leads the
parameters to move toward values that are closer to the ones
reported in the literature.

We conclude by commenting on the calibration factors. They
are generally consistent with 1 within 1o regardless of the treat-
ment of the shot noise correlation coefficients. We only report a
low value of the 1200 GHz factor fc 13100, which deviates from 1
at 20 in the case of free-to-vary correlations between shot noise
levels. This may compensate for a lower value of the shot noise
level at 1200 GHz with respect to the value found in the case of
fixed shot-noise correlations.

5.4. P14 and V19 comparison

Given the general agreement between the posterior distributions
of P14 and L19 shown in Sect. 5.2 and given the qualitative
nature of our L19 results, in this section we compare the results
between Planck and SPIRE data taking the P14 and V19 results.

Figures 12 and 13 show the posterior distributions of the
clustering parameters for V19 (in dark blue) and P14 (in dark
yellow) for the case in which the correlation coefficients of the
shot noise are fixed to unity and the case in which they are free to
vary, respectively. From the inspection of these figures, we note
a tension between the two data sets in the best-fit values of the
minimum mass of the ET galaxies, at the level of ~50 for both
scenarios. We find better agreement for the log(M-! /My h™")

and ayy clustering parameters. Specifically, the best-fit values for
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Fig. 10. Same as Fig. 3 but for the V19 data set and using the best-fit parameters from Table 5.

the minimum mass for LT galaxies from the two data sets are in
agreement within ~20- when fixing the correlation coefficients,
and ~1o for the case where the correlation coefficients are free
to vary. Lastly, the best-fit values for the arr clustering param-
eter are in agreement within ~10 for the two data sets and for
both the scenarios explored in this study. We remind the reader
that the P14 data do not allow to provide significant constraining
power for agr, which is thus fixed to 1.

We performed a number of tests to verify this comparison
and to understand the impact of method and model assumptions
on the agreement/disagreement. In particular, for P14 we tried
excluding the 217 GHz frequency channel and fixing the agr
clustering parameter to values different from 1 (e.g. agr = 0.5
and agr = 1.5). For V19, we performed the MCMC fixing the
agr clustering parameter in order to recover the same setup used
for P14. None of these tests improved the agreement between the
two data sets. Given the tension between the two data sets, we do
not perform a joint analysis. The tests we have done and the lim-
ited availability to compare overlapping scales do not allow us to
clearly identify the source of the discrepancy between the data
sets. The tension may equally point at inherent differences in the
data sets or a failure in the ability of our model to capture the

complexity of the physics under scrutiny (for example, we are
not including the luminosity dependence of the HOD, as done in
Viero et al. 2013). The analysis of independent data from other
surveys may help shed light into this tension.

6. Conclusions and future perspectives

In this work, we applied a halo model formalism to derive a
physically motivated model of the CIB emission. The model
includes contributions to the CIB emission generated by two dif-
ferent types of galaxy populations, namely early-type (ET) and
late-type (LT) galaxies, which show different halo distribution
and emission characteristics. For the first time, the mixing terms
between these populations has also been fully integrated into the
calculations. In the model, we distinguish between a contribu-
tion from the clustering of matter to the CIB power spectrum
(dominating at larger angular scales) and a shot noise contri-
bution (dominating at smaller scales). We populate dark matter
halos with two galaxy populations to explain two phenomena.
Firstly, galaxy number counts exhibit a bimodal distribution sug-
gesting different behaviors for different galaxies. Secondly, pre-
vious attempts to model the CIB power spectrum using a single
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Fig. 11. Same as Fig. 4 but for the V19 CIB dataset.
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Fig. 12. Comparison of the posterior distributions of the clustering
parameters from P14 (dark yellow) and V19 (dark blue) data for the
case in which the correlation coefficients of the shot noise are fixed to
unity. The two posterior distributions are in tension, not exploring the
same regions of the parameter space.

galaxy population have failed to fit all data accurately. We com-
pare our model against three state-of-the-art data sets — data from
the official Planck release (P14), a reanalysis of Planck data by
Lenz (L19), and data from Herschel-SPIRE (V19). The data sets
have been chosen so to cover two observational regimes: lower
frequency and lower multipole ranges (Planck); high-frequency,
high-multipoles ranges (SPIRE). The two regimes map onto dif-
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Fig. 13. Same as Fig. 12 but for the case in which the correlation coef-
ficients of the shot noise are free to vary in the analysis. The two data
sets are still in tension.

ferent sensitivities to the model parameters and contributions
from galaxy populations. As we summarize below, despite our
extension, the model still faces challenges in describing all these
data sets.

We found that P14 data provide information on the clustering
parameters. However, the frequency range probed with P14 is
not wide enough to effectively distinguish between contributions
from the two galaxy populations. Qualitatively, L19 data say the
same story. The same does not apply to V19. In this case, the
analysis allows to constrain the clustering parameters of both ET
and LT galaxies.

When comparing the results from P14 and V19, we report —
in agreement with previous analyses (see e.g., Maniyar et al.
2021) — a tension between the two data sets. This discrep-
ancy is severe enough to prevent us from performing a joint fit.
At this stage, we are unable to clearly pinpoint the source of
this discrepancy, which might be due to either the data them-
selves or to model assumptions (or both). If we assume that the
two-population model is a correct and complete description of
all CIB emission, the difficulty in fitting the data may be due
to e.g., other signals contaminating what we consider a CIB-
only data set or a mistreatment of other experimental factors
(such as beams or calibrations). In Appendix B (available at
https://zenodo.org/records/13960802), we demonstrate
how possible dust residuals affect the clustering parameters for
the L19 dataset. Alternatively, if we take current data at face
value and assume that they are a clean measurement of the
CIB emission, the tension might indicate that our model is still
incomplete. However, at present, there are no additional astro-
physical signatures guiding us in refining the model further.

Our work also highlights that the results are highly depen-
dent on the choices made in the analysis and on which priors
and external information are imposed on the parameters. We pro-
vide a long list of tests in this paper but found limitations in the
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constraining power of the data sets at hand, we need new obser-
vations to be able to lock in further the model.

The tension observed between the low- and high-
frequency/multipole range experiments suggests that surveys
spanning wider frequency/angular scale coverage could help
shed light on the current discrepancies, as well as advance our
understanding of the physics of CIB emission.

The approach used here for the CIB can be extended to pro-
vide a physical description of the Sunyaev Zeldovich (SZ) effect.
Furthermore, being CIB and SZ tracers of the same underlying
matter distribution, the extension of the halo model approach
to the SZ effect will also allow properly predict the correlation
between the two tracers (building on other existing literature).

Data availability

Supplementary material and more detailed discussions are avail-
able at https://zenodo.org/records/13960802. Appen-
dices A, B, and C contain the full triangle plots, showing the pos-
terior distributions for all three data sets, along with a compari-
son of the model predictions with observational data. Appendix
A.1 focuses on the results of the model fit to the P14 data, allow-
ing the agr clustering parameter to vary freely. Appendix B.2
presents a series of tests on the L19 data set, analyzing the impact
of the covariance matrix on the model fit and investigating poten-
tial dust contamination.

Finally, Appendix D provides an overview of the general
structure of our code.
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