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Abstract

We present the detection and characterization of fluctuations in linearly polarized emission from the atmosphere
above the South Pole. These measurements make use of data from the SPT-3G receiver on the South Pole
Telescope in three frequency bands centered at 95, 150, and 220 GHz. We use the cross-correlation between
detectors to produce an unbiased estimate of the power in Stokes I, Q, and U parameters on large angular scales.
Our results are consistent with the polarized signal being produced by the combination of Rayleigh scattering of
thermal radiation from the ground and thermal emission from a population of horizontally aligned ice crystals with
an anisotropic distribution described by Kolmogorov turbulence. The measured spatial scaling, frequency scaling,
and elevation dependence of the polarized emission are explained by this model. Polarized atmospheric emission
has the potential to significantly impact observations on the large angular scales being targeted by searches for
inflationary B-mode CMB polarization. We present the distribution of measured angular power spectrum
amplitudes in Stokes Q and I for 4 yr of Austral winter observations, which can be used to simulate the impact of
atmospheric polarization and intensity fluctuations at the South Pole on a specified experiment and observation
strategy. We present a mitigation strategy that involves both downweighting significantly contaminated
observations and subtracting a polarized atmospheric signal from the 150 GHz band maps. In observations with
the SPT-3G instrument, the polarized atmospheric signal is a well-understood and subdominant contribution to the
measured noise after implementing the mitigation strategies described here.

Unified Astronomy Thesaurus concepts: Cosmology (343); Atmospheric effects (113); Cosmic microwave
background radiation (322); Millimeter astronomy (1061)

1. Introduction

Precision measurements of the cosmic microwave back-
ground (CMB) temperature and polarization anisotropy serve
as a cornerstone of modern cosmology. The search for degree-
scale odd-parity (B-mode) polarization arising from gravita-
tional waves produced in the inflationary epoch (U. Seljak &
M. Zaldarriaga 1997) is the primary scientific focus of many
current and planned CMB experiments. Predictions for the
amplitude of this signal are uncertain; however, current
experiments limit it to be <10 nK on the degree angular scales
where it is predicted to peak (P. A. R. Ade et al. 2021). The
detection of this signal is challenging due to the extreme
instrument sensitivity and control of systematic errors required.
In particular, a robust detection of the inflationary B-mode
signal will require careful control of astrophysical foregrounds
and sensitive measurements over a broad range of angular
scales and frequencies. Ground-based observations of the CMB
face the additional challenge of emission from the atmosphere.
In the millimeter-wavelength bands typically used for ground-
based CMB observations, atmospheric emission is dominated
by the wings of oxygen and water lines and can be considered
optically thin with an opacity of a few percent (J. Pardo et al.
2001). This contributes a constant power loading on the
detectors that increases their fundamental noise set by the
statistical arrival of photons. The distribution of water vapor is
anisotropic, and fluctuations in the intensity of the emitted
radiation result in an additional source of noise (O. P. Lay &
N. W. Halverson 2000). For these reasons, ground-based CMB
experiments are typically placed at high-altitude sites where the
atmosphere is particularly thin and dry, such as the South Pole
and the Atacama Desert in the Chilean Andes.

Ground-based CMB experiments optimized for polarization
measurements are designed to reject atmospheric temperature
fluctuations and recover their full sensitivity to CMB
polarization anisotropy. Forecasts for the performance of
future CMB experiments typically assume that atmospheric
emission is entirely unpolarized. However, some simulations
have considered the impact of polarized atmosphere
(L. Pietranera et al. 2007). Recently, two CMB experiments
published detections of linearly polarized atmospheric

emission originating from horizontally aligned ice crystals
in the atmosphere (S. Takakura et al. 2019; Y. Li et al. 2023).
Another potential source of polarized emission is circular
polarization from oxygen molecules due to Zeeman splitting
by the Earth's magnetic field, which is discussed in B. Keating
et al. (1998), S. Hanany & P. Rosenkranz (2003), S. Spinelli
et al. (2011), and measured by the CLASS experiment
(M. A. Petroff et al. 2020). SPT-3G is, by design, not
sensitive to circular polarization. That, in combination with
the uniform distribution of oxygen in the atmosphere, means
that circularly polarized atmospheric emission is not a source
of noise for measurements with SPT-3G.
In this work, we present a significant detection of linearly

polarized atmospheric emission at the South Pole with SPT-
3G. We show that this polarized atmospheric emission is
caused by thermal emission and scattering of radiation from
the ground by horizontally aligned ice crystals as they fall
under the influence of gravity. Due to the horizontal
alignment of the ice crystals, the atmospheric signal, shown
schematically in Figure 1, is horizontally polarized. Polar-
ization of the atmospheric signal has the potential to
significantly impact the ability of ground-based telescopes
to measure large-scale CMB polarization. To address this, it
is essential to characterize the atmospheric polarization
fluctuations at the sites of current and proposed CMB
observatories.
This paper provides the first detection and detailed

characterization of polarized emission from the atmosphere
above the South Pole, as well as the full distribution of
polarized emission fluctuation amplitudes during the Austral
winter. We use data from the SPT-3G receiver on the South
Pole Telescope (SPT) in three bands centered at 95, 150, and
220 GHz during the 2019–2022 Austral winter observing
seasons. The measurements are based on cross correlations
between independent detectors in order to remove noise bias
and maximize the sensitivity to polarized emission. We
characterize the amplitude, polarization angle, and spectral
and spatial scaling of the polarized signal and show that the
results are consistent with the expectations of scattering and
emission from an anisotropic distribution of ice crystals in the
atmosphere.
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The results of this paper can be used to simulate the impact
of polarized atmospheric emission for observations from the
South Pole given the details of the experiment, observation
strategy, and analysis pipeline. This is particularly important
for producing accurate forecasts, optimizing instrument con-
figurations, and planning observation strategies for future
experiments probing large-scale polarization, such as CMB-S4
(K. Abazajian et al. 2022).

This paper is organized as follows: In Section 2, we provide
background and describe progress in the measurement of
atmospheric temperature and polarization anisotropy at milli-
meter wavelengths. In Section 3, we present a comprehensive
theoretical model for the polarized signal arising from ice
crystals in the atmosphere. Section 4 describes the spatial
modeling of the signal and shows how 1D telescope scans are
used to measure the amplitude and spatial scaling of the
polarized signal. In Section 5, we discuss the SPT-3G data set
and the processing of the data. Section 6 discusses the
measurement of the wind speed and the applicability of the
frozen sky approximation. In Section 7, we present measure-
ments of the spatial and spectral scaling and amplitude
distribution of the temperature anisotropy power. In
Section 8, we present the measurements of the amplitude,
polarization angle, and spectral and spatial scaling of the
polarization anisotropy power. We show that both temperature
and polarization anisotropy power are consistent with theor-
etical models. Section 9 presents a prescription for using the
results of this work to simulate realizations of atmospheric
temperature and polarization fluctuations. In Section 10, we
describe a set of methods that use the temporal variability and
frequency scaling of the polarized emission to mitigate its
impact on the SPT-3G large-scale polarization maps. We
summarize and present conclusions in Section 11.

2. Anisotropic Atmospheric Emission

2.1. Unpolarized Atmospheric Emission

The main sources of emission from the atmosphere at
millimeter wavelengths are the vibrational/rotational transi-
tions of atmospheric water vapor and oxygen. The O2 molecule
has strong absorption/emission lines near 60 and at 119 GHz,
while H2O vapor has absorption/emission lines at 22 and
180 GHz. The frequency bands of ground-based CMB
experiments are chosen to avoid the centers of these lines.
However, emission from the broad wings of oxygen and water
vapor lines still produce the majority of atmospheric emission

in CMB frequency bands. Water vapor dominates the atmo-
spheric absorption and emission at frequencies above 120 GHz,
where the brightness of the CMB peaks and most CMB
experiments have observing bands.
The fundamental sensitivity reached by the detectors in a

CMB experiment is limited by the statistical arrival of photons
(J. Zmuidzinas 2003; C. A. Hill & A. Kusaka 2024). A higher
background power increases this photon noise and reduces the
experiment sensitivity. In a well-designed experiment, radiation
from the atmosphere can dominate the total power reaching the
detectors. The emission from water vapor is highly variable in
time and scales with the precipitable water vapor (PWV),
which is the equivalent thickness of liquid water in a vertical
column above the observation site. This emission is minimized
at high-altitude sites where the atmosphere is thinner and drier.
For this reason, many CMB experiments deploy telescopes at
the driest sites in the world, such as the South Pole and the
Atacama Desert.
Unlike oxygen, which is uniformly distributed in the

atmosphere, water vapor is anisotropically distributed and, in
addition to increasing photon noise, produces fluctuations in
emission that add noise to measurements of CMB temperature
anisotropy. The spatial distribution of the water vapor is
described by the Kolmogorov theory of turbulence, where
energy is input by shear on larger scales and then cascades to
smaller scales where it eventually dissipates (A. Kolmogorov
1941). In this theory, the fluctuation power in a large 3D
volume will scale as a function of spatial wavenumber, k, as
P(k) ∝ k−11/3. V. I. Tatarskii (1961) showed that this same
power-law scaling applies to the distribution of constituents
that are passively entrained in the turbulence, such as water
vapor or ice crystals. When observed from the ground, the
atmosphere can, to a good approximation, be modeled as a 2D
screen with power that decreases rapidly with increasing
angular wavenumber, α, as P(α) ∝ α−8/3 (R. S. Bussmann
et al. 2005). In some previous work, the structure and time
evolution of the full 3D power distribution has been modeled
(S. E. Church 1995; J. Errard et al. 2015; T. W. Morris et al.
2022). However, the impact of that more complex modeling on
the derived parameters of the atmosphere is negligible
compared to other uncertainties and approximations (J. Errard
et al. 2015).
The signal due to atmospheric intensity fluctuations has been

evaluated in depth by O. P. Lay & N. W. Halverson (2000) for
a wide variety of experimental configurations and observing
strategies. On large angular scales, these atmospheric fluctua-
tions are much brighter than the CMB anisotropy that we seek
to measure. Fortunately, the atmosphere changes in time, and
this signal becomes a source of noise that can be averaged
down over many observations. However, atmospheric fluctua-
tion power remains the dominant source of low-frequency
noise for ground-based observations of CMB temperature
anisotropies. Emission from atmospheric water vapor is not
expected to be polarized; however, leakage of temperature to
polarization signals caused by instrumental effects such as
polarization by reflections, detector pair gain mismatch, or
systematic errors introduced by polarization modulators can
lead to additional noise in polarization.
The geographic South Pole is the premier site for millimeter-

wave measurements of the CMB on large angular scales due to
its high altitude, low atmospheric water vapor, stable thermal
environment during the Austral winter, and established

Figure 1. This Figure illustrates radiation from the ground being scattered by
horizontally aligned ice crystals. This results in horizontally polarized (negative
Q, zero U Stokes parameters) radiation detected at the telescope.
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infrastructure to support Austral winter observing. The median
PWV at the South Pole is 0.32 mm (C.-L. Kuo 2017; H. Yang
et al. 2010), a factor of 3 lower than at the Chajnantor
Science Reserve in the Atacama Desert where the CLASS
(T. Essinger-Hileman et al. 2014), ACT (D. S. Swetz et al.
2011), POLARBEAR (Z. D. Kermish et al. 2012), and Simons
Observatory (N. Galitzki et al. 2018) experiments are located.
Perhaps more importantly, the median variability in the PWV is
more than a factor of 10 lower at the South Pole than at the
Chajnantor site (C.-L. Kuo 2017). R. S. Bussmann et al. (2005)
showed that the measured atmospheric intensity fluctuations at
the South Pole were consistent with an anisotropic distribution
of water vapor described by Kolmogorov turbulence. They
solved for the amplitude of the atmospheric power fluctuations
in observation bands centered at 150, 220, and 274 GHz for
each 2 hr observation period over the course of an entire
6 month Austral winter observing season. The spatial scaling of
the atmospheric fluctuation power above the Chajnantor site
was measured by the ACT experiment (T. W. Morris et al.
2022) and was also shown to be consistent with the predictions
of Kolmogorov turbulence. The temperature anisotropy above
the Chajnantor site was characterized by J. Errard et al. (2015)
with the POLARBEAR experiment, who found the median
fluctuation power at 150 GHz to be ∼100 times that measured
by R. S. Bussmann et al. (2005) above the South Pole.

2.2. Polarized Atmospheric Emission

Less is known about fluctuations in polarized atmospheric
emission due to the much smaller amplitude. In this work, we
find that radiation scattered and emitted by ice crystals is the
dominant source of millimeter-wavelength atmospheric linear
polarization above the South Pole.

The potential impact of atmospheric ice crystals on CMB
polarization measurements was pointed out in L. Pietranera
et al. (2007). The POLARBEAR experiment detected bursts of
horizontally polarized signal, which coincided with the
appearance of clouds in an optical camera (S. Takakura et al.
2019). At 150 GHz, some of these bursts had amplitude
Δ|Q| > 0.3 KRJ, where KRJ denotes Rayleigh–Jeans temper-
ature units in kelvin. Recently, the CLASS experiment was
used to measure atmospheric polarization in bands centered at
40, 90, 150, and 220 GHz (Y. Li et al. 2023). High signal-to-
noise detections of polarized emission were found to coincide
with the appearance of clouds above the observing site. The
polarized signal was detected in all four frequency bands and
was horizontally polarized, as is expected from gravitationally
aligned ice crystals. At 220 GHz, the largest observed
fluctuations had amplitudes Δ|Q| > 1.0 KRJ. From the relative
power in the 90 and 150 GHz bands, they found the spectral
index of the polarized emission to be α = 3.90 ± 0.06,
consistent with the Rayleigh scattering of thermal radiation
from the ground by horizontally aligned ice crystals. However,
the spectral index from all four bands was found to be
α = 3.17 ± 0.05 and deviated from a single power-law scaling
at 220 GHz. They interpret this as being potentially due to ice
crystals sufficiently large that Mie scattering rather than
Rayleigh scattering is appropriate. This explanation is con-
sistent with the observed extremely large polarized signal.

The BICEP/Keck project has also reported evidence of
excess correlated polarized noise, which could be interpreted as
polarized atmospheric fluctuations above the South Pole
(B. Singari & BICEP/Keck Team 2023). This manifests as

excess large angular scale noise in a fraction of their
observations. In this work, we characterize not just episodes
of intense polarized emission, but the complete distribution of
polarized atmospheric fluctuation power seen above the South
Pole over 4 yr of observation with SPT-3G.

2.2.1. Morphology of Ice Crystals at the South Pole

Ice crystals widely exist in the atmosphere in the form of
cirrus clouds and precipitation. At the South Pole, they are
commonly found in the first 3 km above the ground
(R. P. Lawson et al. 2006). Ice crystals exhibit large variations
in size and shape depending on the location and atmospheric
conditions. There have been several measurements of the
properties of ice crystals in the atmosphere above the South
Pole. R. P. Lawson et al. (2006) measured falling ice crystals in
the Austral summer for 9 days and characterized their sizes and
shapes. In a later study, also during the Austral summer,
R. P. Lawson et al. (2011) used in situ measurements from a
tethered balloon to measure ice crystal properties at the South
Pole. In the most relevant study for this work, V. P. Walden
et al. (2003) collected and measured falling ice crystals at the
South Pole during the Austral winter. They divided the
observed ice crystals into three main morphological groups:
“diamond dust,” “blowing snow,” and “snow grains.” Diamond
dust consists primarily of relatively small hexagonal columns
and plates. The crystal length (c) ranges from 3–1000 μm, and
the width (2a) ranges from 2–158 μm. The mode of the aspect
ratio (c/2a) is 4 (0.5) for columns (plates), and equidimen-
sional crystals (c ≈ 2a) are rare. The median equivalent radius
of these particles is re ∼ 12 μm with an upper limit of
re < 30 μm. Ice crystal size is correlated with the temperature
of the regions where they are formed (R. T. Austin et al. 2009).
The typical low temperature and humidity of the atmosphere
above the South Pole are responsible for the slow growth and
small size of these crystals.
Blowing snow ice crystals are typically small, round, and

located close to the ground. They have a median equivalent
radius of re ∼ 11 μm with an upper limit of re < 30 μm.
Blowing snow is driven by wind and is often present at the
snow surface, but is relegated to a layer of at most tens of
meters above the surface.
About 7% of samples collected by V. P. Walden et al. (2003)

included crystals characterized as snow grains, which had
precipitated from clouds. These large ice crystals are rare
compared to the smaller “diamond dust” crystals, but contain
approximately half of the total collected ice volume. The
largest of these are described as “bullet clusters” (or “rosettes”
in the terminology of R. P. Lawson et al. 2006), which are
aggregates of hollow hexagonal crystals and large solid
hexagonal columns. Both of these crystal types have a broad
distribution of sizes with an upper limit near an equivalent
radius of 100 μm. These crystals are believed to form when a
supercooled water drop freezes rapidly (R. P. Lawson et al.
2006). We will argue in Section 3 that these rare and large ice
crystals are likely responsible for the majority of the observed
polarized signal.
Ice crystal alignment is dependent on particle size and

strength of atmospheric turbulence. In a calm atmosphere,
horizontal alignment is expected for both plates and columns.
In a moderate to strongly turbulent atmosphere, columns
with a radius of 5 μm and plates with a radius of 10 μm
can become misaligned (J. D. Klett 1995). Average tilt angle
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decreases as crystal size increases, resulting in an average tilt
angle of <3° above a radius of 50 μm for both plates and
columns. Exact horizontal alignment of individual ice crystals
is not required to produce a horizontal polarization signal. All
that is required is that the population of ice crystals is
preferentially horizontally aligned.

3. Signal from Ice Crystals at Millimeter Wavelengths

In this Section, we describe the unpolarized and polarized
signal at millimeter wavelengths expected from the combina-
tion of scattering and emission by ice crystals in the
atmosphere. Most significantly, we derive expressions for the
frequency scaling of the power and its dependence on the
elevation angle of the telescope.

3.1. Unpolarized Signals from Ice Crystals

Details of the scattering theory of millimeter waves by small
ice crystals can be found in textbooks (e.g., L. D. Landau &
E. M. Lifshitz 1960; C. F. Bohren & D. R. Huffman 1998;
M. I. Mishchenko et al. 2002; C. Mätzler 2006). Following the
treatment of S. Takakura et al. (2019), we assume the small
particle limit. First, we consider spherical particles to estimate
the contributions from scattering and emission. Then, we
consider the nonspherical shape of the ice crystals, which is
responsible for the majority of the polarized signal.

The cross sections for scattering and absorption can be
written as

∣ ∣ ( )s
p
w

=
c

V A
1

6
, 1sca

4

4
2 2

[ ] ( )s
w

=
c

V AIm , 2abs

where ω = 2πν is the angular frequency of the radiation, V is
the volume of the particle, and c is the speed of light. The
effects of the dielectric properties of the ice and particle shape
are included in the polarizability A. In the case of spherical
particles, this becomes A = 3(ε − 1)/(ε + 2), where
e e e= ¢ + i is the complex relative permittivity of ice.
Following the model of S. G. Warren & R. E. Brandt (2008),
e¢ = 3.16 and ε″ = 8 × 10−3 · (ν/150 GHz) at a temperature of
−30°C. In the case of nonspherical particles, the polarizability
A depends on the polarization direction. We will discuss this
effect in the next Section. The scattering cross section given
above is appropriate for Rayleigh scattering. As the ice particle
diameter approaches the wavelength of the scattered radiation,
Mie scattering theory provides a more accurate description
(Y. Li et al. 2023). However, as described in Section 2.2.1, ice
crystals this large are uncommon in the atmosphere above the
South Pole.

The ice crystals scatter thermal radiation in the direction of
the observer. We neglect radiation absorbed or emitted by the
atmosphere and the effect from the curvature of the Earth and
assume that the illumination is from a uniform plane. Thus, the
scattering signal is obtained as

( )t=T T
1

2
, 3RJ,sca sca g

where TRJ,sca is the Rayleigh–Jeans (RJ) brightness temperature
of the scattered radiation, τsca is the scattering optical depth,

and Tg is the temperature of the ground. The factor of 1/2
represents the fraction of the solid angle covered by the ground.
The general optical depth τ is given by τ = nLσ, where the
number density n and length along the line of sight L will be
identical in both scattering and emission, and σ will differ as
given in Equations (1) and (2). In addition to scattering, the ice
crystals both absorb and emit radiation. The emission signal is
obtained as

( )t=T T , 4RJ,emi abs p

where τabs is the optical depth for absorption, and Tp is the
temperature of the ice crystals. The total Rayleigh–Jeans
temperature of ice clouds is

( )= +T T T . 5RJ,ice RJ,sca RJ,emi

Assuming Tg ≈ Tp, the ratio of the scattering and emission
temperature signals becomes
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The radius of a spherical ice crystal for which scattering and
emission contribute equally, aeq(ν0), is 108, 80, and 62 μm for
ν0 = 95, 150, and 220 GHz, respectively. Scattering is
dominant for particles larger than aeq, and emission is dominant
for smaller particles. Previous studies considered only scatter-
ing (L. Pietranera et al. 2007; S. Takakura et al. 2019) or
emission (S. Paine 2022). In practice, however, both effects
make significant contributions to the observed signal for typical
ice crystal sizes.
The scattering and emission signals scale differently with

frequency, and their combination results in a spectral index that
depends on particle size and observing frequency. For each of
the two effects, the RJ temperature TRJ(ν) ∝ να scales as a
different power of frequency. The frequency scaling of the
intensity spectrum is S(ν) ∝ να+2. The spectral index of the
scattering signal, αsca = 4, and that of the emission signal,
αemi = 2, are found from Equations (1) and (2). The signal we
observe is the sum of these two components, and their relative
contributions depend on the frequency.
Figure 2 shows the relative contributions and effective

spectral index as a function of the particle radius a. The top
panel shows the signals TRJ,sca, TRJ,emi, and their sum at 95,
150, and 220 GHz. In this plot, the ice water path (IWP), the
column mass density of ice crystals, is normalized to 1 g m−2

and Tg = Tp = 240 K. With this normalization, TRJ,emi is
independent of the particle size, whereas TRJ,sca increases
as ∝a3 and dominates above a critical size aeq. The bottom
panel shows the effective spectral index for each pair of bands.
It varies between αemi = 2 and αsca = 4 depending on the size
of the ice crystals.
These calculations are for a single ice crystal size. As was

described in Section 2.2.1, atmospheric ice crystals are
typically observed with a distribution of sizes. The thermal
emission from an ice crystal scales as its volume (a3), and the
Rayleigh scattering scales as volume squared (a6). Therefore,
the polarized signal and the resulting spectral index will be
dominated by the largest ice crystals in the distribution. For
this reason, care must be taken in interpreting metrics such as
the relative IWP for observation sites as is presented in
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C.-L. Kuo (2017). The ice crystal size distribution is far more
important than the total column density of ice.

3.2. Polarized Signals from Ice Crystals

Next, we consider polarization of the emitted and scattered
radiation due to the nonspherical shape of the ice crystals. It is
possible for the scattered radiation from spherical ice crystals to
be polarized if the illumination pattern of the ice crystals has a
significant quadrupole component. S. Takakura et al. (2019)
considered the quadrupole illumination produced by the
curvature of the Earth in the absence of atmosphere and found
that it would result in a horizontal polarization fraction of <1%
for spherical scatterers. However, the effect of emission from
the atmosphere is important. Near the horizon, the atmosphere
becomes optically thick, and the quadrupole component due to
the Earth's curvature is largely canceled. The emission from the
atmosphere creates an orthogonally oriented quadrupole
illumination that results in vertical polarization for spherical
scatterers (A. V. Troitsky et al. 2003). If the ice crystals (or
water droplets) dominating the scattering in the atmosphere at
the South Pole were spherical, we would expect to see
vertically polarized emission with a polarization fraction of
∼1%–2% in the SPT-3G observing bands. However, as we will
show in this Section, for reasonable assumptions about the
shape and alignment of ice crystals, horizontal polarization
dominates, and we can neglect the effect of the quadrupole
component of illumination.

Although ice crystals can have a variety of shapes, as was
described in Section 2.2.1, here we consider the two basic and
common shapes: hexagonal columns and plates. Complex
shapes like rosettes could be modeled as a superposition of
these basic shapes with different orientations. An important
consequence of ice crystals having nonspherical shapes is their
alignment. Ice crystals falling in quiescent air tend to be
horizontally aligned, i.e., they face their broad side down. On

the other hand, turbulence in the air can disturb this alignment.
As shown by K. Gustavsson et al. (2021), only small particles
with a mean radius smaller than 10 μm are randomly oriented,
and larger particles are expected to be horizontally aligned. The
azimuthal orientation of horizontally aligned columnar particles
is assumed to be random, however, it could be possible for
wind to create an azimuthal alignment.
The optical properties of nonspherical particles are repre-

sented by the complex polarizability tensor . For axisym-
metric shapes, each component of  becomes

( ) ( )d= - +^A A n n A n n , 7ij ij i j i j

where n is the unit vector along the symmetry axis. A∥ and A⊥

are the polarizability along the symmetric and orthogonal axes,
respectively. They are calculated as
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where Δ is the depolarization factor along the symmetry axis.
The value of Δ can be analytically calculated for spheroids:
Δ = 0.53 for an oblate shape with aspect ratio of 0.5, and
Δ = 0.075 for a prolate shape with aspect ratio of 4.
Collections of particles with multiple orientations can be
modeled by averaging Equation (7) over a range of values
of n. In the case of random orientation, the polarizability
becomes isotropic with |A|2 = (|A∥|

2 + 2|A⊥|
2)/3 and

[ ] ( [ ] [ ]) /= + ^A A AIm Im 2 Im 3 for scattering and emission,
respectively. In the case of horizontal alignment, the polariz-
ability for vertical and horizontal directions are
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respectively. Here, |Av|� |Ah|. Similarly, [ ]AIm v and [ ]AIm h

are also calculated from [ ]AIm and [ ]ÂIm .
Due to the projection of the crystals along the line of sight to

the observer, when the particles are observed at elevation ò, the
intensity of vertical polarization per particle depends on the
elevation as ∣ ∣ ∣ ∣ µ +I A Acos sinv v

2 2
h

2 2 for scattering and
[ ] [ ] µ +I A AIm cos Im sinv v

2
h

2 for emission. On the other
hand, horizontal polarization depends on ò as Ih ∝ |Ah|

2 for
scattering and [ ]µI AImh h for emission. Thus, the polarization
fraction is calculated as
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where X denotes scattering or emission, QRJ,X(<0) is the Stokes
parameter for horizontal linear polarization, and
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Im Im emission .

12h
2
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2
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Here, γ is similar for scattering and emission because ε″ = 1,
and is only dependent on the crystal geometry: γ = 2.0 for both

Figure 2. Top: temperature signal from spherical ice crystals for scattering,
emission, and their sum. To get Q polarization, this is multiplied by the
polarization fraction. Bottom: effective spectral index of the summed
temperature signal between two frequency bands.
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the oblate (plate) shape with an aspect ratio of 0.5 and for the
prolate (column) shape with an aspect ratio of 4.

The polarization fractions for scattering and emission with
γ = 2.0 are similar, so the spectral index of the polarized signal
from ice will be very close to that of the unpolarized signal
given in Figure 2. Therefore, the spectral index we measure for
the polarized anisotropy power has the potential to constrain
the size of the atmospheric ice crystals responsible for the
dominant contribution to the signal.

Figure 3 shows the polarization fraction calculated from
Equation (11). The polarization fraction is minimized for
random orientation, small aspect ratio, and observations near
the zenith. For observations at the zenith, horizontally oriented
ice crystals present an azimuthally symmetric distribution of ice
with a vanishing polarization fraction.

4. Atmospheric Power Modeling

In previous studies of atmospheric temperature anisotropy by
O. P. Lay & N. W. Halverson (2000), R. S. Bussmann et al.
(2005), J. Sayers et al. (2010), and J. Errard et al. (2015), the
3D temperature anisotropy power was assumed to scale with
spatial wavenumber k as

( ) ( )µ b-P k k . 13

In the Kolmogorov theory of turbulence, the exponent of this
scaling is β = 11/3; however, in the following discussion, we
will leave β as a free parameter unless stated otherwise. In this
work, we adopt a simple model where the 3D anisotropic
distribution can be integrated along the line of sight to model
the emission as a 2D screen. We will see that this model
provides an excellent explanation of the observed spatial
scaling of power.

We treat the emission as being optically thin and coming
from a layer of thickness Δh at a height h. In this limit, the 2D
angular power spectrum can be expressed as

( ) ( ) ( ) ( )/a a a a= +n
b b- -P BT, sin , 14x y x y

2 1 2 2 2

where / a = k h sinx x and / a = k h siny y are angular wave-

numbers and nBT2 is the amplitude of the TT angular power
spectrum normalized to observations at the zenith. In previous
work, such as R. S. Bussmann et al. (2005), this quantity is
written as nB 2. Here, we adopt nBT2 to differentiate between the
amplitude of temperature and polarization fluctuations. nBT2

depends only on the properties of the atmosphere and is related
to the RJ temperature of the anisotropic emission/scattering by
water vapor/ice per unit thickness of atmosphere as a function
of frequency κν, height h, and thickness Δh of the atmospheric
layer,

( )kµ Dn n
b-BT h h, 152 2 2

and has units of mK2 rad2−β. The geometric factor of
( ) b-sin 1 accounts for the dependence on elevation of the
path length through the atmospheric layer and the physical
scale of fluctuations being probed.
In the case of Kolmogorov turbulence with β = 11/3, the 2D

angular power spectrum becomes

( ) ( ) ( ) ( )/ /a a a a= +n
- -P BT, sin 16x y x y

2 8 3 2 2 11 6

with

( )/kµ Dn nBT h h. 172 2 5 3

In this work, we measure the 1D angular power spectra from
the cross correlations of Stokes T, Q, and U time-ordered data
(TOD). We assume that the scan speed is much faster than the
wind speed and that sky can be assumed to be stationary or
“frozen.” If the sky has a 2D angular power spectrum of
P(αx, αy), the power spectrum measured by an experiment
scanning in an infinitesimally narrow strip in the x-direction is
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We have ignored the convolution with the ∼1′ FWHM
beam, as the measured signal is dominated by the much larger
power on degree angular scales. In the case of a Kolmogorov
fluctuation spectrum with β = 11/3, we have
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With Equation (19), we can use the measured SPT-3G 1D
cross spectra to constrain the instantaneous amplitude and
spatial scaling of the atmospheric temperature anisotropy
power.

4.1. Extending to Polarized Signal

The polarization fraction of the signal due to ice, pγ, depends
on the observation elevation. It is given by Equation (11) and
shown in Figure 3. In this work, we will characterize the
properties of the atmosphere independent of the observing
elevation and provide a prescription for simulating the
polarized sky at any elevation.
We parameterize the elevation-independent polarized power

amplitude as a function of frequency by nBQ 2. This quantity has
the same physical dependencies as nBT2 in Equation (17) with
the exception that only emission/scattering from ice (not water
vapor) contributes to the signal. The value of nBQ 2 depends on
both the column depth of ice crystals and very sensitively on
the distribution of their sizes. The measured Q power spectrum
will include an additional factor of ( )gp

2 to account for the

Figure 3. Polarization fraction of the signal from ice crystals with different
shapes at different observing elevations.
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polarization fraction of the signal from ice as a function of ice
crystal shape (γ) and elevation of observation (ò). In this case,
we have

( ) ( )( ) ( )
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encodes the complete dependence of the QQ power spectrum
on elevation. Similar to the expression for the temperature
fluctuation power, nBQ 2 represents the elevation independent
amplitude of the QQ power and has units of mK2 rad2−β. The
dependence on gamma is relatively soft, and we leave γ = 2
fixed. With the reasonable assumptions of γ = 2 and β = 11/3,
the observed QQ power scales with elevation as

( ) ( )
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The observed polarized power declines steeply with increasing
elevation and vanishes for observations at the zenith. QQ
power near the bottom of the SPT-3G 1500 deg2 survey at
elevation ò = 44.75 is predicted to be ∼28.4 times higher than
that near the top of the survey at ò = 67.25.

In the case of a Kolmogorov fluctuation spectrum with
β = 11/3, we have
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Equation (23) is only formally correct in the case of a Q signal
arising from polarized atmosphere; however, we define and
analyze nBU2 identically for comparison purposes.

5. Instrument and Data Set

The data in this paper were taken with the SPT-3G
instrument on the 10 m diameter SPT between the end of
March and the beginning of October in the 2019, 2020, 2021,
and 2022 Austral winter observing seasons. The SPT is located
∼1 km from the geographic South Pole, and observing
elevation, ò, is related to source decl., δ, as ò = −δ.

SPT-3G is the third-generation survey instrument on the SPT
and was deployed in 2017. The SPT-3G camera consists of
∼16,000 polarization sensitive detectors, distributed over ten
150 mm silicon wafers. Each wafer contains 269 pixels, each of
which has a dual-polarized broadband sinuous antenna. These
antennas feed filter banks that separate the signals in each
polarization into bands centered at 95, 150, and 220 GHz.
Transition edge sensor bolometers measure the incoming
power in each of six combinations of frequency band and
polarization. The pixels on the detector wafers are evenly
distributed between two polarization angles corresponding to
relative orientations of 0° or 45°. Each of these is paired with a
mirror image pixel, which, when averaged, cancels any
polarization rotation with changing frequency in the antenna.
Each of the 10 wafers has one of six relative orientations,
resulting in a distribution of detector orientation angles spaced
15° apart.

The observations used in this work cover a ∼1500 deg2

region extending from −42o to −70o decl. and from 20h40m0s

to 3h20m0s R.A. This ∼1500 deg2 survey is divided in
elevation into four 7.5-tall subfields (shown in Figure 4)
centered at decl. δ = −44.75, −52.25, −59.75, and −67.25
and covering the complete R.A. range. Each subfield is
observed in a raster-scan pattern, making sweeps in azimuth
of constant elevation. Each sweep, referred to as a “scan,” takes
approximately 100 s and covers the full azimuth range of 100o.
The telescope steps in elevation after each scan pair (one left-
going, one right-going). The duration of each subfield
observation is approximately 2 hr. During each observing
day, defined by the combined fridge hold time and cycle time,
two subfields are observed three times each. More information
on the SPT-3G instrument and survey can be found in
J. A. Sobrin et al. (2022).

5.1. Data Processing

The bolometer TOD are divided by scan and referred to as
“timestreams.” For each scan, we decompose the timestreams
into the Stokes parameters T, Q, and U for each wafer and
frequency band using Equation (24).
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Figure 4. SPT-3G subfields overlaid on a thermal dust map from Planck
(Planck Collaboration et al. 2016). Subfields 1, 2, 3, and 4 correspond to fields
centered at decl. δ = −44.75, −52.25, −59.75, and −67.25, respectively.
Each subfield is 7.5 tall and 100o wide.

8

The Astrophysical Journal, 982:15 (25pp), 2025 March 20 Coerver et al.



( )= -
T
Q
U

X Y 241⎛

⎝
⎜

⎞

⎠
⎟

Here, yi is the detector TOD, and ψi is polarization angle of the
detector. We only use detectors that have a functional
orthogonal polarization pair in the same spatial pixel.

In this analysis, we measure the atmospheric fluctuations
over a broad range of angular scales with preference to large
scales where the signal is larger. To achieve this goal, the data
are only lightly filtered to preserve signal on large angular
scales. The bolometer timestreams have an offset and linear
drift removed over each of the 100o azimuth scans. Filtering
choices are identical for the T, Q, and U timestreams. The
detector gains are matched by adjusting them to have a uniform
response to the temperature signal produced by moving the
telescope in elevation. Typically, this constrains the relative
gain of each detector to an accuracy of ∼1%. In the limit
where these uncertainties are the result of random uncorrelated
errors, we expect the leakage of temperature to polarization to
be / ~N1% 0.01%det .

The analysis presented here is based on cross spectra
between independent detector wafers in the SPT-3G focal
plane. The assumption that the atmospheric signal is com-
pletely correlated between detector wafers will begin to break
down as we probe scales corresponding to the angular
separation of wafers. The SPT-3G focal plane subtends a solid

angle of roughly 2.1 × 1.7 on the sky, so cross spectra between
detectors at the edges of the most widely spaced wafers will
begin to experience decorrelation on scales of Δθ < 2.1 or
ℓ > 87. However, for the mean cross spectra from all wafer
pairs, this decorrelation will not become significant
until ℓ� 100.
Figure 5 shows example timestreams from an observation

with significant signal in Q polarization. The signals in T and Q
are highly correlated over the focal plane but with small delays
depending on the scan direction and the pointing offset of each
wafer, which strongly indicates that the signals are on the sky.
In the U signal, on the other hand, there is no clear correlated
large angular scale structure.
We want to measure the common atmospheric signal

between wafers and minimize the noise bias contributed by
uncorrelated noise between wafers and frequency bands. This
is accomplished by computing cross power spectra between the
timestreams from the different detector wafers. We include a
total of nine SPT-3G wafers in this analysis, omitting one of the
10 wafers because of poor low-frequency noise properties. For
each azimuth scan, we calculate cross spectra between all
wafers for each of the Stokes parameters and three observing
frequency bands. This analysis is conducted in Rayleigh–Jeans
temperature units. A single cross spectrum (one scan, one wafer
pair) can be described by

{ } { } ( )G = na b F w x F w x , 25ij
i j

2
H H*

Figure 5. Example timestreams in the presence of a large Q polarized signal. The left and right panels show consecutive right-going and left-going scans, and the top,
middle, and bottom panels show the T, Q, and U signals, respectively. Each line shows averaged timestreams from each of the nine detector wafers, whose color
indicates the horizontal angular offset of the wafer from the telescope boresight. These timestreams have been mean subtracted and are insensitive to any DC
component of the temperature or polarization. The Q signal is dominated by low temporal frequencies and is much larger than U, which is expected to be zero for
horizontal polarization. The larger T signal is effectively suppressed by detector differencing. For both T and Q, the timestreams of the nine independent detector
wafers are highly correlated, but are temporally lagged due to a combination of wind speed and, to a greater extent, the motion of the telescope.
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where F denotes the Fourier transform, xi and xj denote
detector-averaged timestreams from two wafers (i, j), bν is a
band-dependent correction factor applied to convert the power
into Rayleigh–Jeans units, and wH denotes the Hamming
window function. The normalization factor a is given by

( )=
å

a
N w

2
26

H
2

where N is the length of vectors xi and xj.
For single-band cross spectra, we use the by-wafer time-

streams to calculate the cross spectrum for every possible wafer
pair (36 total). These 36 cross spectra are then averaged to
create a single cross spectrum (one each for TT, QQ, UU) for
each scan in each observation. Each scan cross spectrum ℓ bin
is given by

( ){ } /åG = G N 27ℓ i j ℓ
ij

p,

where Np is the number of unique cross spectra.
Similarly, we calculate the cross-band spectra by taking the

cross spectrum of every possible wafer pair between the two
relevant bands (72 total). For one cross spectrum (two wafers
from two frequency bands), this can be written as

{ } { } ( )G =n n n n
n na b b F w x F w x , 28ij
i jH H1 2 1 2

1 2*

where nxi
1 and nxj

2 denote detector-averaged timestreams from
two wafers (i, j) and two frequency bands (ν1, ν2), and nb 1

and
nb 2
are the band-dependent correction factors. As in the single-

band case, we average the resultant cross spectra to create a
single scan cross spectrum for each frequency band pair.

The uncertainty on each cross spectrum bin is estimated, in
the high signal-to-noise limit, to be

( )
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( )s
s

=
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-
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N N N2 1 2
, 29ℓ

k
N

ℓ k ℓ

w p w

,
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ℓ

where Nw is the number of wafers, Np is the number of unique
cross spectra, Γℓk is the cross spectrum power for bin ℓ, and sGℓ

is the measured standard deviation of the cross spectrum values
in that ℓ bin about the mean. Finally, all of the scans in an
observation are averaged further to create a single cross
spectrum for each observation. We have

( )/å= GXX N , 30ℓ N ℓ N,

where N is the number of scans in an observation, and XX
represents the QQ, UU, or TT observation cross power
spectrum. Per-observation error is estimated from the mean
variance of the scans divided by the number of scans.

6. Wind Speed

6.1. Frozen Sky Approximation

We model the anisotropic atmospheric polarization as
originating from a layer of emission at a fixed height above
the ground. In principle, this emitting layer can evolve in time
through the redistribution of water vapor and ice crystals. Time
evolution of the atmospheric emission structure at the
Chajnantor site has been studied by T. W. Morris et al.
(2022) and J. Errard et al. (2015), but is expected to be a very
subdominant effect for the observations studied here. As was
demonstrated in R. S. Bussmann et al. (2005), for the

atmospheric conditions observed at the South Pole, it is an
excellent approximation to model the atmospheric emission as
originating from a screen of emission that is moved parallel to
the ground by wind. R. S. Bussmann et al. (2005) also showed
that the wind above the South Pole was typically constant in
speed and direction over the course of a several-hour
observation. The spatial scales of the atmospheric emission
probed by a telescope scan depend on both the scan and wind
angular velocities. In the limit where the angular scan speed is
much greater than the angular wind speed, the wind speed can
be neglected, and the anisotropic atmospheric emission can be
treated as stationary. However, even low wind speeds will
result in the screen of emission moving by several degrees in
the time that the array completes a full 100o azimuth scan.
Therefore, we can treat each scan as a new and effectively
independent realization of the atmosphere.
Our goal is to measure the spatial fluctuation power of the

atmosphere. In the limit where the angular scan speed of the
telescope is much greater than the angular wind speed with
which the atmospheric fluctuations are moved by wind, the
measured angular power spectrum will reflect the true spatial
power spectrum. We refer to this set of conditions as the
“frozen sky” approximation. We will show in Section 6.2 that,
for observations at the South Pole with the SPT-3G scanning
strategy, this condition is approached but not rigorously
satisfied. When the wind speed approaches or exceeds the
scan speed, the angular scales of the azimuth scan will not
simply correspond to spatial scales of the atmosphere. Due to
the steep spatial scaling of the atmospheric power, this will
result in larger observed power for scans oriented against the
wind direction and a bias toward higher mean power computed
from the average of all scans. We will argue that this bias is
modest and well understood, and that we can interpret our
measured power amplitudes as upper limits to the true
atmospheric power.

6.2. Estimation of the Angular Wind Speed

Here, we estimate the wind speed using the temperature and
polarization data from SPT-3G, and show that the wind speed
is typically slower than the scan speed, and thus the “frozen
sky” approximation is reasonable, although not always
rigorously satisfied.
We use the T or Q timestream from each of the nine wafers

of the SPT-3G focal plane as described in Section 5.1. The
detector timestreams result from the telescope scanning over
the pattern of atmospheric emission being moved by wind. We
describe our method in terms of T, but the procedure is
identical for Q. The spatial gradient on the sky and the temporal
derivative in the detector timestreams are related as

( )

( ) ( )





= + - 

+ + 

¶
¶

v w w T

w w T

cos sin Az cos Az

cos Az sin Az sin , 31

T

t
n e x

n e y

Az

where Az is the azimuthal angle of the telescope, vAz is the
angular speed of the scan in azimuth, wn and we are the angular
speed of the wind toward north (Az = 0o) and east,
respectively, and x and y are horizontal and vertical angular
offsets from the telescope boresight. We first obtain focal-
plane-averaged timestreams from wafer-averaged timestreams
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Ti by computing
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where ( )= D DP x y1 i i is the pointing matrix, and N is the

noise covariance matrix. The time derivative ¶
¶
T

t
is then

computed from the focal-plane-averaged timestream. Finally,
we estimate wn and we from the correlation among ¶

¶
T

t
,∇xT, and

∇yT using Equation (31). We perform this estimation for
individual right-going or left-going scans, and then take an
average among scans for each 2 hr observation.

Note that this method only returns reasonable velocities
when ¶

¶t

T , ∇yT, and ∇xT are all signal-dominated. This
condition is always satisfied for T. For Q, on the other hand,
we can only measure the wind speed in scans with significant Q
signals like those seen in Figure 5. However, we are interested
in the wind velocity for the emission dominating T and Q in
every observation. To determine this, we first show that the
wind speeds measured by the T and Q timestreams in an
observation are highly correlated. This strongly suggests that
the atmospheric signals dominating both T and Q timestreams
come from a common layer in the atmosphere and will
typically move with similar angular velocities. We first select
observations with large 220 GHz Q power (>1 mK s ) and
then compute the average wind speed for all scans in each
observation. Figure 6 shows a comparison of angular wind
speed, +w wn e

2 2 , estimated from the T and Q timestreams at
220 GHz. The median wind angular speeds from T and Q are
found to be 0.52 s−1 and 0.46 s−1, respectively, with the
measured values being highly correlated.

We anticipate that large Q signals could be correlated with
high wind speed. Therefore, rather than using the median wind
speed determined from the high-Q subsample, we use the
median wind speed measured by T to characterize the typical
conditions. In Figure 7, we show a histogram of the wind
speeds measured from the T timestreams for every observation.
As anticipated, the T wind speeds are lower than those from the
high-Q observation sample and have a median wind speed of 0.
36 s−1.
All power spectrum amplitude measurements come from

observations of the lowest (δ = −44.75) subfield where the
scan speed of ( ) = v cos 44.75 0.71Az s−1 is typically faster than
the wind velocity, and the frozen sky approximation is
reasonable. The effective angular speed with which the
telescope scans over atmospheric structure on the sky is given
by

[( )
( ) ] ( )/





w w
w w

= + -
+ +

v v cos sin Az cos Az

cos Az sin Az sin . 33
n e

n e

eff Az
2

2 2 1 2

If >v v coseff Az , the measured power will correspond to
larger physical scales than implied by the telescope scan speed.
If the atmospheric power is described by the spatial scaling
P(α) ∝ α−8/3, then we can calculate the amount by which the
power is overestimated from ignoring the motion due to wind.
In a single scan, the ratio of observed power to true sky power
will be scaled by a factor ( )/ /=g v v .eff

8 3 Since our observa-
tions consist of both left (+vAz) and right (−vAz) scans, the
average for a left/right scan pair is

¯ ( )( ) ( )
( )/

/ / /

/ò= ´
D -D

D + + -g dAz. 34v v v v

v

1

Az Az 2

Az 2

2 cos
eff Az

8 3
eff Az

8 3

Az
8 3

Assuming the measured median wind speed of 0.36 s−1, we
estimate that the measured QQ and TT power amplitudes will
overestimate the true power by a factor of ¯ =g 1.48 for wind
blowing parallel to the scan direction at the center of the scan
and ¯ =g 1.24 for wind blowing perpendicular to the scan
direction at the center of the scan. Assuming the median wind

Figure 6. Comparison between the wind speeds estimated from the 220 GHz T
(intensity) and Q (polarization) timestreams for a sample of high-Q
observations. The center panel shows the 2D histogram of observations with
significant polarization signals, and the top and right panels show its projected
histograms. The upper right panel shows the histogram of the difference. The
dotted lines show the apparent angular speed of the scan for the δ = −44.75
subfield.

Figure 7. Histogram of wind speeds measured from T (intensity) fluctuations
for every observation. The dotted line shows the apparent angular speed of the
scan for the δ = −44.75 subfield. The median (solid line) and modal wind
speeds are 0.36 s−1 and 0.26 s−1, respectively. The majority of observations
have wind speeds below the apparent scan speed, validating the “frozen sky”
approximation.

11

The Astrophysical Journal, 982:15 (25pp), 2025 March 20 Coerver et al.



speed and averaging over wind direction, we expect the
reported TT and QQ power amplitudes to exceed the true
power on the sky by ∼37%. We do not correct for this bias and
present the measured power amplitudes with the caveat that
they are to be treated as upper limits to the true sky power. For
observations of the higher elevation fields, the slower scan
speeds will result in significant overestimates of the true sky
power.

7. Characterization of Temperature Anisotropy

In R. S. Bussmann et al. (2005), the authors used the
ACBAR experiment to measure histograms of nBT2 for
frequency bands centered at ν = 150, 220, and 278 GHz for
Austral winter observations at the South Pole. These
histograms have been used for detailed modeling of atmo-
spheric temperature anisotropy at the South Pole. In this
Section, we analyze our TT data identically to QQ (presented in
Section 8) and compare our results with those of R. S. Bussm-
ann et al. (2005) as a robust test of our analysis method. We
first fit the measured 220 GHz wafer TT cross spectra and show
that the spatial scaling of the atmospheric temperature
anisotropy is consistent with the predicted Kolmogorov
power-law scaling. We then measure and report the amplitude
of the TT anisotropy power in each of the three bands for every
observation. For the 150 and 220 GHz bands, we find our
amplitude histograms are generally consistent with those of
R. S. Bussmann et al. (2005) despite the differences in analysis
method and observation period. Additionally, we provide
results for the 95 GHz band that were not available with the
ACBAR experiment.

7.1. Spatial Scaling of Temperature Anisotropy

Temperature anisotropy is expected to follow a Kolmogorov
scaling with angular scale. Equations (19) and (23) predict that
the measured 1D cross spectra will scale as

( ) ( )a aµ b-P . 351

We define b = 1 − β, where b = −8/3 for Kolmogorov
turbulence.
The average 220 GHz cross spectra computed from 2 hr

observations of the δ = − 44.75 subfield are fit with a power
law using nonlinear least-squares over a range of 15 < ℓ < 100.
We express the range of the fit in terms of spherical harmonic
multipole order, ℓ = 2πα, due to its widespread use in CMB
analysis. This range is chosen to avoid the limits set by the
angular extent of the telescope azimuth scan and the size of the
SPT-3G focal plane.
In Figure 8, we present a histogram of the resultant spatial

scaling values for all observations. The spatial scaling for each
observation is well fit by a power law, and the standard
deviation of the individual measurements from the mean is
σb = 0.42. The mean value of the scaling, =bTT

mean

- 2.68 0.01, is in excellent agreement with the predicted
Kolmogorov scaling described in Section 4.
In order to demonstrate how well the observed power is

approximated by a Kolmogorov spectrum, we show the
average TT power spectrum in Figure 9. The spectrum shown
is an unweighted average of the bottom 80% of TT observation
spectra. The top 20% of observations are discarded to avoid a
few high-amplitude observations dominating the result. Error
bars for each ℓ bin in the summed power spectrum are
calculated by combining the errors for that bin from each
observation in quadrature and dividing by the number of
observations. The spectrum is fit, as above, over the range

Figure 8. Histogram of spatial scaling indices of the TT signal, determined
from the averaged 220 GHz cross spectra from 2 hr observations of the
δ = −44.75 subfield.

Figure 9. Spatial scaling of the 220 GHz cross spectra from the average of all
observations of the δ = −44.75 subfield. The vertical gray dotted lines denote
the fit range. The spatial scaling is remarkably well fit by a power law
consistent with Kolmogorov turbulence. The deviation from the power-law
scaling for ℓ > 100 is due to decorrelation caused by the finite separation of
wafers in the SPT-3G focal plane.

Figure 10. Histograms of temperature power amplitude for each observation in
each of the three frequency bands.
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15 < ℓ < 100. The errors on each ℓ bin are uniformly scaled so
that the reduced χ2 = 1 for this fit to the power-law model. The
average power spectrum spatial scaling is fit by a power law
with bTT = −2.61 ± 0.02.

7.2. Temperature Anisotropy Amplitude Distribution

We use Equation 19 to fit for the amplitude of the cross
spectrum power in the three frequency bands for every 2 hr
observation of the δ = − 44.75 subfield. We express the TT
power amplitude as the quantity nBT2, which characterizes the
amplitude of the atmospheric anisotropic emission and is
independent of both observing elevation and spatial scale.
Histograms of TT power amplitude for each observation in the
95, 150, and 220 GHz bands are shown in Figure 10. It is worth
noting that significant temperature anisotropy power is detected
in every observation regardless of the weather. The sensitivity
of SPT-3G to large-scale CMB temperature anisotropy is
limited by atmospheric noise in all three observing bands. This
robust detection of atmospheric signal makes it clear that the
temperature signal must be highly suppressed if we do not want
our measurements of CMB polarization to be limited by
temperature to polarization leakage from the atmosphere. These
histograms are used to create cumulative distribution functions
(CDFs) for the TT power measured in each of the three
frequency bands for every observation, shown in Figure 11.
Percentile values from these CDFs are given in Table 1, and a
more complete sampling of the CDF can be found in
Appendix A. Despite differences in analysis methods and
concerns about the impact of wind speed, these measurements
of nBT2 are shown to be generally consistent with the results of
R. S. Bussmann et al. (2005). In Figure 12, we show the CDFs
of BT220

2 for each of the SPT-3G observing years and find that
the atmospheric conditions are comparable for all 4 yr.

8. Characterization of Atmospheric Polarization
Anisotropy with SPT-3G

Here, we characterize the properties of the atmospheric
polarization anisotropy at the South Pole. In Section 8.1, we
qualitatively describe the signal, and in Section 8.2, we
describe its temporal behavior. In Section 8.3, we provide
evidence for the signal being horizontally polarized. In
Section 8.4, we describe the spectral behavior and show that
it is consistent with the expected combination of Rayleigh
scattering and emission from ice crystals. In Section 8.5, we

show that the spatial scaling of power is consistent with the
expectations of Kolmogorov turbulence. In Section 8.6, we
show how signals from polarized atmosphere and water vapor
scale with observing elevation. Lastly, we measure the
anisotropic polarized atmospheric power amplitude for all
observations and use these to create CDFs in Section 8.7.

8.1. Excess Noise in Q Polarization

We observe a strong asymmetry in the noise between the Q
(horizontal and vertical) and U (+/−45°) polarization states, as
can be clearly seen in Figure 13. This is a map produced from
2 hr of data with very high atmospheric polarization noise. This
map has been processed identically to the maps used in the
SPT-3G low-ℓ B-mode analysis. It is clear that the polarized
atmosphere can be a very significant source of noise.
Elevated noise in the Q timestreams (as seen in Figure 5)

manifests as a significant excess in the ratio of the measured
power spectra QQ/UU. This is true for both maps and 1D
scans. The noise amplitude from all sources other than the sky
is expected to be identical for both Q and U. In particular,
leakage of T into Q and U should be similar and, based on our
knowledge of detector gain matching, much smaller than the
observed Q signal. In the SPT-3G data, a high QQ/UU ratio

Figure 11. Cumulative distribution functions (CDFs) of the temperature power
amplitude from each 2 hr observation for each of the three frequency bands.

Table 1
Percentile Values from the Measured nBT 2 CDF and Their Comparison with the

Results from Table 2 in R. S. Bussmann et al. (2005)

Percentile (This Work) 25 50 75

[ ]/-BT mK rad95
2 2 5 3 0.68 1.5 3.3

BT150
2 4.5 11. 28.

BT220
2 16. 43. 130

Percentile (Bussmann) 27 54 81

BT150
2 3.7 10. 37.

BT220
2 11. 38. 160

Note. The SPT-3G results are upper limits because we have neglected the
effect of wind speed in their calculation. The Bussmann values represent the
27th, 54th, and 81st percentiles of the CDF from which 7% of the data was
removed due to producing bad fits to the model. The amplitudes corresponding
to these missing data were assumed to be very high, and the reported CDF
values can be taken as upper limits to the true 25th, 50th, and 75th percentiles.

Figure 12. CDFs of the temperature power amplitude at 220 GHz from each
observation broken up by year of observation.
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can exist in the absence of a high TT signal, eliminating
temperature to polarization leakage as the dominant source of
excess Q polarization noise.

The Q polarization power is highly variable in time, while
the U noise is approximately constant and can generally be
attributed to instrument noise. When characterizing properties
of the signal such as the polarization angle, frequency, and
spatial scaling, we select observations where the Q noise power
is significantly higher than the U noise power. We restrict our
analysis to the lowest subfield at δ = −44.75, as polarized
atmosphere appears most strongly at low elevation. We define a
set of “high-Q” observations, approximately 16% of the
observations of the δ = −44.75 subfield, which we will use
in the analysis described in Sections 8.3, 8.4, and 8.5. For an
observation to be categorized as “high-Q,” we require that the
scan-averaged 220 GHz QQ power in the observation summed
over the power spectrum bins corresponding to 15 < ℓ < 100
be greater than 5.9 × 10−3 mK2 rad. This cut corresponds to the
high end of the UU distribution where QQ and UU noise
diverge. In general, excess Q polarization is not detected
significantly in the 95 GHz band; therefore, in the following
Sections, only 150 and 220 GHz data are used to characterize
the polarized atmospheric signal. Note that these “high-Q”
observations are not all of the observations where polarized
atmosphere is detectable, but the fraction where we are
confident polarized atmosphere dominates the large angular
scale Q noise power.

8.2. Time Dependence of Polarized Atmosphere

S. Takakura et al. (2019) found that periods of elevated
polarized atmospheric signal last for ∼30 minutes at the
Chajnantor site in the Atacama Desert in Chile. We see similar
timescales in our South Pole data, with elevated noise levels
lasting anywhere from ∼10 minutes to an entire 2 hr
observation. Figure 14 shows an observation with QQ noise
power varying strongly with time, consistent with the expected
contribution from clouds of ice crystals. Figure 13 shows the
impact of a large time-varying Q signal on a map. There are
two important timescales to note: scan duration and observation
duration. As was shown in Section 6.2, the polarization
anisotropy can be treated as a 2D screen being slowly moved
by the wind. In general, the scan speed is sufficient that the
structure can be approximated as being fixed (“frozen”) on the

sky. However, given the large (100o) azimuth scans of the
telescope, by the time the telescope returns to the same spot, the
sky will have changed sufficiently to be a nearly independent
realization of the signal on scales up to several degrees. In this
way, the signal from anisotropic atmospheric polarization can be
averaged down in time. If the telescope scan speed is fast enough
so that the atmospheric polarization anisotropy is not measured
with high signal-to-noise in a single scan, then the atmosphere
will not significantly impact the noise in the resulting
observation maps. However, due to practical limitations on
telescope scan speed, sensitive CMB experiments at the South
Pole will generally detect the polarized atmosphere on large
scales in some fraction of the data.

8.3. Polarization Angle

Nonspherical ice crystals falling in the atmosphere will have
their largest dimension aligned to be horizontal (K. Gustavsson
et al. 2021). The theory laid out in Section 3.2 predicts that
both scattering and thermal emission from these crystals will be
horizontally polarized. Pure horizontal polarization will result

Figure 13. A ~66o × 8o map of a 2 hr SPT-3G observation that highlights the time-variable excess noise in Q. The maps for Q (bottom) and U (top) have the same
color scale. While the U map is largely featureless, the Q map has large-scale noise for portions of the observation. A 10th-order polynomial is removed from the time-
ordered data (TOD) used to produce this map. This filter removes signals with scales larger than ~10° in azimuth, including any DC component, and is chosen to
optimize sensitivity to low-ℓ B-modes (which peak at ℓ ~ 100). This is a higher-order filter than that applied to the Q/U timestreams used in most of this work, which
only have a linear drift removed.

Figure 14. QQ power on large angular scales (15 < ℓ < 100) at 95, 150, and
220 GHz for each scan over the course of a ~2 hr observation of the
δ = − 44.75 subfield. This is an extreme example that demonstrates both the
temporal variability and frequency dependence of the signal.
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in negative Q and zero U Stokes parameters. The CLASS
experiment at the Chajnantor site (Y. Li et al. 2023) recently
published measurements of polarization angle for brief periods
of intense polarized emission. They accomplished this by
measuring Q and U deviations from a constant baseline when
visible clouds were present. However, we want to characterize
the atmosphere under all conditions, particularly when
fluctuations are small. The Q timestreams we measure from
each wafer are mean subtracted and, as is seen in Figure 5,
display both positive and negative fluctuations about this mean.
From these data alone, it is not possible to determine the
polarization angle. We postulate that the fluctuations in
polarization and temperature should be at least partially
correlated. For the temperature fluctuations produced by ice,
we know that this must be the case. Therefore, we compute the
cross-correlation between Q × T and U × T for each
observation, which recovers the correlated component of each.
In the case of horizontal polarization from ice, we expect an
increase in T to be correlated with a decrease in Q (Q becomes
more negative). We can then determine the polarization angle
of the polarized fluctuations as

( )y =
UT

QT

1

2
arctan . 36⎜ ⎟

⎛
⎝

⎞
⎠

The distribution of these polarization angles for the subset of
“high-Q” observations defined in Section 8.1 is shown in
Figure 15. We find that the polarization angle is strongly
peaked at ψ = +90o, which corresponds to the expected
horizontally polarized signal. It is worth noting that there is not
a significant subpopulation of observations with ψ = 0 (vertical
polarization), as was found in the analysis of atmospheric
polarization from the CLASS experiment (Y. Li et al. 2023).
This is likely due to the fact that the scattering at the South Pole
during periods of strong polarized emission is dominated by
horizontally aligned ice crystals, while the scattering observed
by CLASS at the Chajnantor site may sometimes be dominated
by spherical water droplets, resulting in periods of vertical
polarization (Y. Li et al. 2023).

8.4. Frequency Dependence of Polarized Atmosphere

The multifrequency design of SPT-3G enables robust
determination of the frequency scaling of the polarized
atmospheric signal. A steep increase in the amplitude of the
Q signal with increasing frequency band is seen in Figure 14.
We expect the QQ cross spectrum power to scale with
frequency following a simple power law

(( ) ) ( )/n nµ aP , 37QQ
i j

1 2 2

where νi and νj are the effective band centers for the Q signals
used in computing the cross spectra, and α is the spectral index
that we wish to characterize.
To fit for the spectral scaling index, we first compute the

average per-observation QQ cross spectrum power described in
Section 5.1 over the range 15 < ℓ < 100 for the 150 × 150,
150 × 220, and 220 × 220 cross spectra. Due to the lower
signal level, we omit the 95 GHz band and exclusively use
“high-Q” observations, as defined in Section 8.1. We fit the
data in log space and assume equal error bars across bands
within an observation. The results of a fit to one observation
with very high QQ power are shown in Figure 16.
The effective band centers of each frequency band

(nominally 95, 150, and 220 GHz) depend on both the
frequency response of the receiver and the frequency spectrum
of the source we are measuring. As the source spectrum for
polarized atmosphere is theorized to lie in the range from α = 2
to 4, we calculate the effective frequency band centers
iteratively. The source spectrum is first measured by fitting
the frequency scaling of each observation-averaged cross
spectrum using the nominal CMB band centers. The resulting
source spectrum is then used to recalculate effective band
centers, and this process is repeated until the source spectrum
used to calculate the band centers and fitted frequency
dependence converge.
In the distribution of measured spectral index values shown

in Figure 17, the spectral index has a standard deviation of
σα = 0.28 and a mean value of α = 3.47 ± 0.02. The corrected
band centers corresponding to this mean spectral index are
154.3 and 228.5 GHz for the nominal 150 and 220 GHz bands,
respectively. The 150 x 220 GHz cross spectrum band center is
given by ´ =154.3 228.5 187.8 GHz.
The measured mean spectral index falls within the theoretical

range expected from the combination of Rayleigh scattering
and emission from ice crystals modeled in Section 3.2. The

Figure 15. Polarization angle computed from Q × T and U × T for high-Q
observations. The large peak at ψ = +90o corresponds to the horizontal
polarization expected from scattering by horizontally aligned ice crystals.

Figure 16. A sample 2 hr observation with high QQ power demonstrating a
PQQ(ν) ∝ να scaling consistent with polarized atmosphere. Cross spectrum
power in each band is averaged over the range 15 < ℓ < 100, and UU is shown
for comparison.
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scatter about the mean is likely due to a combination of noise
and variation in ice crystal properties. The mean spectral index
is consistent with a dominant ice crystal equivalent radius of
approximately r = 100 μm. As described in Section 3, in the
typical case of a distribution of ice crystal sizes, the observed
signal and spectral index are dominated by the largest ice
crystals. As described in Section 2.2.1, the preferred equivalent
radius r = 100 μm is similar to the upper end of the distribution
of ice crystal diameters observed at the South Pole. Periods of
significant atmospheric polarization are likely associated with
the presence of these relatively rare large ice crystals.

These results can be contrasted with those of Y. Li et al.
(2023), who used the CLASS experiment to measure a spectral
index that was consistent with Rayleigh scattering between 90
and 150 GHz, and softened significantly by 220 GHz. They
attribute this to either water vapor absorption or the presence of
ice crystals large enough that Mie scattering is appropriate for
the 220 GHz band. If such large crystals were present, it would
imply a very large scattering amplitude per column density
(IWP) of ice. This interpretation is consistent with the
extremely large polarized signals measured by the POLAR-
BEAR and CLASS experiments at the Chajnantor site.

To transform the amplitude measured in the 220 GHz band
to that expected for other frequency bands, the amplitude is
scaled by the measured power law from the effective band
center ν = 228.5 GHz,

( )n
=n

a
BQ BQ

228.5 GHz
, 382

220
2

2
⎛
⎝

⎞
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where α = 3.47. This steep spectral scaling means that the
power measured in the 150 and 95 GHz bands (effective band
centers of 154.3 and 99.0 GHz) will be smaller by factors of
15.3 and 332, respectively. The very small polarized power in
the 95 GHz band is the reason it is excluded from this analysis.

8.5. Spatial Scaling of Polarized Atmosphere

Here, we solve for the dependence of atmospheric polariza-
tion anisotropy power on spatial scale. We anticipate that the
ice crystals responsible for the QQ fluctuation power are, like
the water vapor fluctuations that dominate the temperature

signal, passively entrained in the turbulence of the atmosphere.
We expect that the QQ power measured in our 1D telescope
scans will scale with angular frequency α (note α = ℓ/2π) as

aµP bQQ, where bQQ = −8/3 for the expected Kolmogorov
turbulence of the atmosphere. As with the spectral scaling, we
carry out the spatial scaling portion of this analysis using only
“high-Q” observations as defined in Section 8.1.
For each observation, we fit the 220 GHz cross spectra

described in Section 5.1 to a power law. The data are fit using
nonlinear least-squares over the range 15 < ℓ < 100. An
example observation and fit is shown in Figure 18. The
resultant histogram of spatial scaling indices, shown in
Figure 19, has a standard deviation of σb = 0.55. The mean
value is found to be bQQ = −2.92 ± 0.04. This spatial scaling
is within 10% of both that found for temperature fluctuation
power in Section 7.1 and the predictions of Kolmogorov
turbulence.
Using the same procedure as for temperature fluctuations, we

create a high signal average QQ power spectrum from the
average of many observations. Cross spectra are selected by
taking the subset of high polarized atmosphere observations
used in Figure 19 and discarding the top 20% to avoid the
average being dominated by a small number of extremely high-
amplitude observations. QQ cross spectra from this set of

Figure 17. Distribution of QQ spectral indices for high-Q observations. The
shaded region corresponds to the theoretical range predicted in Section 2.2.

Figure 18. Spatial scaling of a sample high-Q observation with UU shown for
comparison. Data points from the cross spectra are plotted with the best-fit
power law.

Figure 19. Distribution of QQ spatial scaling indices from high-Q
observations. The dashed line marks the mean of the distribution, and the
dotted line shows the theoretical expectation from Kolmogorov turbulence.
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observations are averaged and fit to a power law in log space,
shown in Figure 20. Error bars for each ℓ bin in the summed
power spectrum are calculated by combining the errors for that
bin from each observation in quadrature and dividing by the
number of observations. The final error bars in the plot are
scaled to produce a reduced χ2 = 1 for the fit. As with the
temperature power spectrum, the spatial scaling is visually
consistent with a power law. The power-law fit yields a best-fit
index of bQQ = −2.76 ± 0.02, within 5% of the Kolmogorov
turbulence prediction.

8.6. Elevation Dependence of Polarized Atmosphere

In Section 4, theoretical expectations for the elevation
dependence of both the QQ and TT power were presented. The
TT elevation dependence is solely dependent on the geometry
between the telescope elevation angle for a given observation
and the layer of water vapor in the atmosphere. The QQ signal
has an equivalent dependence on this geometry, but there is an
additional dependence on elevation due to the orientation of the
ice crystals themselves (described in Section 3.2). Both
hexagonal platelets and columns will become aligned by
gravity to create a horizontally polarized signal that decreases
rapidly with increasing elevation angle. It is worth noting that
the derivation of the elevation dependence of the polarization
assumes that column-like crystals are randomly oriented in
azimuth about the gravitational vector. In this limit, the

polarization of the radiation from ice crystals vanishes for
observations at zenith. However, if these crystals were
preferentially aligned in azimuth angle by wind, then the
polarization at high elevation would be larger, and the decrease
with increasing elevation would be less steep.
In Figure 21, we show the measured elevation scaling of TT

and QQ atmospheric power and compare it with the theoretical
predictions. The TT data points are calculated using the median
cross spectrum power of all TT observations within each
subfield over the range 15 < ℓ < 100. Given the highly variable
nature of the polarization signal, we detect significant QQ
power in only a fraction of observations. However, it is

Figure 20. Spatial scaling of the average of high-Q observation cross spectra.
The vertical gray dotted lines denote fit range 15 < ℓ < 100. As is the case for
TT power, the spatial scaling is well described by a power law that is roughly
consistent with the prediction of Kolmogorov turbulence.

Figure 21. Scaling of measured QQ and TT power at 220 GHz with the
elevation of the subfield. The excess in both TT and QQ at high elevation is
consistent with the expected positive bias in power due to the measured median
wind speed and the decreasing scan speed with increasing elevation.

Figure 22. Distribution of positive nBQ 2 and nBU2 values for 95 (top), 150
(middle), and 220 (bottom) GHz. The number of scans with anisotropy power
(QQ) in excess of the expectation from instrument noise alone (UU) can be
seen to increase steeply with observing frequency.
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reasonable to assume that the properties of the atmosphere for
the subset of high QQ power scans will be similar for each
subfield. The QQ data points are calculated using the median
power of the highest 15% of observations in each subfield. This
restricts our measurement to the regime of significant polarized
atmosphere detection in all subfields. Figure 21 confirms the
expected decline of atmospheric power with increasing
observing elevation. We measure median QQ power to be
7.8 times higher for the δ = −44.75 subfield than for the
δ = −67.25 subfield.

The excess power compared to the model with increasing
elevation in both the TT and QQ data is likely the result of the
increasing violation of the frozen sky approximation, as the
telescope scans with a slower speed at higher elevation.
Therefore, at high elevation angle, the measured amplitudes
will be overestimated by a factor greater than that predicted in
Section 6.2. In the limit where the frozen sky approximation is
violated, the measured amplitude will depend on wind speed.
The elevation angle analysis for QQ is based on the highest-
amplitude scans, which are correlated with high wind speed
due to this overestimation effect. Therefore, the overestimate of
true sky power due to decreasing scan speed with increasing
elevation will be greater for the QQ data. Despite these
complications, the observed steep scaling of the observed QQ
power with elevation is notable.

8.7. Amplitude Histogram

In this Section, we measure the amplitude of the polarized
fluctuation power for every 2 hr observation over four winter
observing seasons. These measurements of power amplitude
are presented in the form of histograms and CDFs. We restrict
the CDFs to the highest frequency band, 220 GHz, and the
δ = −44.75 subfield where the polarized power is largest.
These results can be used to simulate an upper limit to the
impact of polarized atmosphere on a given instrument and scan
strategy operating at the South Pole with the caveat that the
observations have a duration of ∼2 hr.

Figure 23. Histogram of BQ220
2 amplitudes with a linear horizontal axis. The

top panel shows the full distribution, while the lower panel shows a zoom-in on
the lower-amplitude portion of the distribution.

Figure 24. The cumulative distribution of BQ220
2 and BU220

2 for the δ = −44.75
subfield.

Figure 25. CDFs of observation QQ power amplitudes in the 220 GHz band
for the δ = − 44.75 subfield for each Austral winter observing season.

Table 2
Percentile Values from the Cumulative Distribution Function of QQ Power

Amplitudes for Each Observation

Percentile ( )/-BQ mK rad220
2 2 5 3

25 3.5 × 10−3

50 6.4 × 10−2

75 2.0

Note. A more complete tabulation of this CDF is included in Appendix B. For
~ 25% of scans, we detect no significant polarized power and, for the purpose
of simulation, one can use the 25th percentile value as an upper limit to the true
power for those observations.
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In Figure 22, we present the distribution of positive nBQ 2

values for each observation by band. The steep scaling with
frequency is apparent when comparing QQ to the instrument
noise-dominated UU distribution for each band. The full
220 GHz distribution is shown with a linear horizontal axis in
Figure 23, including a zoom-in on the lower-amplitude portion
of the distribution. In Figure 24, one can see that the UU
cumulative distribution is only ∼12% at zero amplitude,
indicating that UU has a slight bias toward positive power. In
the absence of correlated noise, one would expect the UU
distribution to be symmetric around zero. This positive bias
could be caused by temperature to polarization leakage or other
systematic effects; however, it is small enough that it does not
affect the results of this work. The difference between the QQ
and UU curves is the result of polarized atmosphere. The QQ
power is above the 95th percentile in UU in 38% of
observations, giving a rough estimate of how often detectable
polarized atmosphere is present. In Table 2, we present CDF
quartiles for the QQ 220 GHz data power amplitudes. A more
detailed table of BQ220

2 percentiles, drawn from the CDF in
Figure 24, is given in Appendix B. We present BQ220

2 CDFs by
year in Figure 25 and show that the amplitude distribution of
QQ power is relatively constant on a year-to-year basis at the
South Pole.

To be sensitive to polarized atmospheric emission, an
experiment needs not only high sensitivity, but excellent
rejection of temperature to polarization leakage. It is worth
noting that we are measuring extremely small values of QQ
power compared to TT power. In the 220 GHz band and
δ = −44.75 subfield, the average ratio of PQQ/PTT = 6.5 ×
10−4 ± 7.3 × 10−6. This ratio is dependent on the QQ
polarization fraction and therefore falls steeply with increasing
elevation. Given the steeper frequency spectrum of scattering
from ice than emission from water vapor, this ratio is expected
to be a factor of ∼3.8 and ∼12.5 smaller for the 150 and
95 GHz bands, respectively. Careful control of temperature to
polarization leakage is needed so that leaked temperature
fluctuations are smaller than atmospheric polarization power
and instrument noise. In the case of SPT-3G, we achieve this
through precise gain matching of detectors with orthogonal
polarization sensitivity.

As previously mentioned, the aim of reporting the CDF of
BQ220

2 values is to present a quantity that characterizes the
atmosphere independent of observing elevation. These ampli-
tudes are relevant for experiments with observations of 2 hr or
longer, and intrinsically factor in time-correlation of the
atmosphere on a 2 hr timescale. These results can be used to
compare the atmosphere above the South Pole with the
atmospheric conditions at other observing sites and simulate
the impact of polarized atmosphere on planned experiments at
the South Pole.

Without a full characterization of the amplitude distribution at
the Chajnantor site, comparisons are limited to the extreme tail
of high-amplitude scans reported by experiments operating there.
Some of the polarized atmospheric signals reported by CLASS
(Y. Li et al. 2023) at 220 GHz exceed Δ|Q| > 1 KRJ. Similarly,
the POLARBEAR experiment has reported polarized atmo-
spheric signals with Δ|Q| > 0.3 KRJ at 150 GHz (S. Takakura
et al. 2019). These signals correspond to polarized power that
exceeds the largest-amplitude single scans measured in the 4 yr
of Austral winter observations at the South Pole presented here.
That being said, it is not particularly informative to compare

South Pole Austral winter conditions with the extreme tail of
observations with CLASS or POLARBEAR. Quantitative
comparisons will require a similar statistical analysis of the
conditions at the Chajnantor site.

9. Simulation of Signals from the Atmosphere

In order to simulate the impact of temperature and
polarization fluctuations on maps produced by CMB tele-
scopes, it is useful to generate realizations of the atmospheric
temperature and polarization fluctuations. Here we provide a
prescription for computing the equivalent CMB power
spherical harmonic coefficients from the measured 2D atmo-
spheric power spectrum. This can be used with standard CMB
simulation tools to make an instantaneous full-sky realization
of the atmospheric temperature or polarization fluctuations.
As discussed in Section 4, under certain assumptions, the 2D

angular power spectrum of the instantaneous combined atmo-
spheric emission and scattering signal can be expressed as

( ) ( )( ) ( )/a a a a= +n
b-P B f, . 39x y x y

2 2 2 2

Here we have written the amplitude generally as nB 2, which can
be specified as corresponding to either temperature or
polarization. In the case of TT power, the dependence on
observing elevation, ( ) ( ) = b-f sin 1 , is just the geometrical
factor described in Section 4. However, in the case of QQ
power, the dependence on observing elevation needs to include
the square of the polarization fraction and is given by
Equation (21). The CDF percentile values of nBT2 are listed
in Appendix A for all three SPT-3G observing bands. To scale
these amplitudes to different frequencies, one would need to
compute the ratio of differential emission from water vapor
between the SPT-3G bands and the new frequency. The CDF
percentile values of BQ220

2 are listed in Appendix B and need to
be scaled for other observing bands by Equation (37).
Assuming azimuthal symmetry, as in Section 4, we can write

( ) ( )( ) ( )a a= n
b-P B f , 402

where a a a= +x y
2 2 . For a small patch of sky, we can

approximate ℓ = 2πα and express the flat-sky power spectrum
as an angular power spectrum as a function of multipole
number:

( ) ( ) ( )
p

» = n

b-

C P ℓ B f
ℓ

2
. 41ℓ

2 ⎛
⎝

⎞
⎠

Adding a frequency-dependent factor ( )/ ndT dTCMB RJ to put the
RJ temperature of the atmospheric power in CMB temperature
units, we have

( ) ( )
p

» n
n
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ℓ
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2
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These spherical harmonic coefficients can be used to create
full-sky realizations of the atmospheric temperature and
polarization signal. It is worth noting, however, that these
simulations will reflect an instantaneous snapshot of the sky
and not the power in a map produced by an experiment that
maps the sky over a finite period of time while the atmosphere
drifts and changes. The polarized pattern on the sky will move
and change over the course of an observation. However, the
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final full-season map will be a weighted average, or “coadd,” of
all of the observation-by-observation maps. Thus, this signal
will average down in the final map. The impact on the final
coadded map will depend in detail on the wind speed and
instrument scanning pattern. A realization of the sky should
have an amplitude drawn from the appropriate TT or QQ CDF,
be moved with the median wind speed, and then mock
observed with the specific instrument and scan strategy. This
procedure will not reflect variations in sky power over the
course of an observation, but should produce a simulated map
with the appropriate power from the polarized atmosphere,
particularly when used to simulate the result of many
coadded maps.

10. Mitigation of Polarized Atmosphere for Power
Spectrum Analysis

In this Section, we discuss techniques that can be used to
mitigate the impact of polarized atmosphere and other sources
of low-ℓ/large angular scale noise. The techniques we describe
below were developed for a forthcoming SPT-3G low-ℓ
B-mode power spectrum analysis using data from the 2019
and 2020 observing seasons.

As described in Section 5, SPT-3G data is taken in 2 hr
observations for each of the four subfields. The data from each
2 hr observation is then binned into a subfield map, and it is
those subfield maps that are all combined to make one full-field
full-depth map for cosmological analysis. In this analysis, we
combine 3036 subfield observations from the 2019 and 2020
observing seasons into final 95, 150, and 220 GHz full-depth
temperature and polarization maps.

Each one of the 3036 subfield Q polarization maps contains
four main components:

1. CMB signal: This signal is unchanging observation-to-
observation.

2. Astrophysical foregrounds and other non-CMB signals,
including galactic dust: This signal is unchanging
observation-to-observation.

3. Detector and readout noise: This signal is different in
each observation. It is the dominant source of noise at
high-ℓ/small angular scales and is a significant source of
noise at low-ℓ/large angular scales.

4. Polarized atmosphere: This signal is highly variable and
different in each observation. This noise source is more
significant at low-ℓ/large angular scales.

The first two items in this list are the signal for which we
want to maximize sensitivity in our full-depth maps. The latter
two are noise terms. In the low-ℓ regime, polarized atmospheric
noise is highly variable with the potential to be the dominant
source of noise. We address these sources of noise by either
subtracting them from the data in an unbiased way, and/or
mitigating the impact of the excess noise through down-
weighting or data cuts.

In Section 10.1, we describe using the spectral dependence
of the polarized atmospheric signal to remove it from the
150 GHz band map for each observation. The atmospheric
signal is highly variable in time, and removing it can
significantly improve the low-frequency map noise.

Then, in Section 10.2, we describe combining the maps from
individual observations using weights based on their low-
frequency map noise. This optimizes the noise properties of the

combined maps for low angular frequencies where inflationary
B-modes may be detectable.
As will be described, the combination of these two

techniques has the benefit of reducing the large angular scale
atmospheric noise in the final coadded map without introducing
bias and allows for optimal weighting of the cleaned
observations in final full-depth maps.

10.1. Observation-by-observation Polarized Atmosphere
Subtraction

The polarized atmosphere is highly variable, resulting in
some maps with no significant signal from atmospheric
polarization and some that are highly contaminated. With
many observations, it is possible to separate the per-observation
atmospheric signal and detector noise contribution to each map
from the static CMB. Removing the polarized atmospheric
signal from the individual observation maps reduces their
large-scale noise. This avoids the loss in effective data volume
that would result from simply cutting or downweighting the
entire contaminated observation. The steep scaling of the
atmospheric polarization power with frequency means that, for
SPT-3G, this signal only contributes significantly to the 150
and 220 GHz bands. For each observation, we use the 220 GHz
band to measure the atmospheric polarization signal and then
use the known spectral scaling to remove it from the 150 GHz
band data. For this work, we choose to demonstrate atmo-
spheric cleaning on the 150 GHz band because it has higher
signal-to-noise for the CMB signal than the 220 GHz band and
is much more impacted by polarized atmosphere than the
95 GHz band. In this Section, we describe how we use the
single observation 220 GHz maps to measure and remove the
atmospheric polarization signal from the single observation
150 GHz maps.

10.1.1. Processing the 220 GHz Map to Isolate Polarized Atmosphere

As mentioned above, a 220 GHz map of one observation
contains ∼4 distinct signals—the CMB, astrophysical fore-
grounds, detector noise, and polarized atmosphere. In the rest
of this Section, we detail how to isolate the time-varying
polarized atmosphere.
Removing CMB and Astrophysical Foregrounds: To remove

CMB and astrophysical foregrounds, a 220 GHz full-depth full-
field “coadd” is created. This is a weighted average of all of the
observations from the 2019 and 2020 SPT-3G observing
seasons. The weighting is done on a per-detector basis using
the inverse of the variance of polarized noise power between
0.1 and 1 Hz. The result is a high signal-to-noise map of the
220 GHz sky, which is dominated by the CMB and
astrophysical foregrounds. To remove these constant signals,
this map is subtracted from the 220 GHz map for each
observation. The resulting difference map then contains a
realization of the polarized atmosphere and detector noise for
the observation.
Filtering Detector Noise: Next, the 220 GHz map of

polarized atmosphere and detector noise has a low-pass
Butterworth filter applied at the angular scale where the map
noise is detector-noise-dominated. This filter reduces the
approximately white high-ℓ220 GHz detector noise. Without
this filtering, subtracting the 220 GHz map would degrade the
small angular scale noise in the 150 GHz map. The resulting
processed 220 GHz map for each observation is dominated by

20

The Astrophysical Journal, 982:15 (25pp), 2025 March 20 Coerver et al.



the large-scale polarized atmospheric signal that we want to
remove.

10.1.2. Subtracting Polarized Atmosphere from the 150 GHz Data

To subtract the polarized atmosphere within an observation,
the processed 220 GHz map is scaled by a constant factor of
0.15. This map scaling factor was chosen to minimize the final
coadded 150 GHz map noise. This technique takes advantage
of the consistency of the frequency scaling of the polarized
atmosphere, meaning the optimal 220 GHz map scaling factor
will be approximately the same for every observation. This
scaled 220 GHz Q map is then subtracted from the 150 GHz Q
map. The scaling factor calculated in Section 8.4 from high-Q
amplitude scans of α = 3.47 corresponds to a map scaling
factor of 0.14. There is a negligible difference in the final
150 GHz Q map noise using a map scaling factor of 0.14
versus 0.15.

The efficacy of this process can be seen in Figures 26 and 27.
In Figure 27, the blue (Q) and green (U) solid lines correspond
to the 150 GHz map power spectra from one highly
contaminated observation before polarized atmosphere sub-
traction. At low-ℓ, the polarized atmosphere results in roughly a
factor of 20 more power in Q than in U. The blue dashed line is
the 150 GHz Q power spectrum after this cleaning, which now
has noise similar to that of the U power spectrum (green). This

is the quantitative Fourier representation of the reduction in
noise seen in Figure 26.
This cleaning is performed on every 150 GHz map where the

cleaned Q power spectrum has less power than the baseline Q
power spectrum. In practice, this process reduces the noise for
∼70% of observations. We do not perform any atmosphere
subtraction on the 95 GHz maps as the steep spectral scaling of
the signal means that the polarized atmospheric power has little
impact on the overall noise for the 95 GHz band.
Due to the mean sky subtraction and fixed frequency scaling,

this algorithm is linear and does not impact the map transfer
function, remove sky signal, or create bias. Signals fixed on the
sky are unaffected since the full-depth 220 GHz coadded map
(a high signal-to-noise map of the sky) is subtracted from each
220 GHz observation map before removing it from the
150 GHz map. This reduces low-frequency map noise without
impacting constant signals such as the CMB and astrophysical
foregrounds.

10.2. Low-ℓ Weighting in Timestreams and Maps

In addition to observation-by-observation polarized atmo-
spheric subtraction, we make three choices for these maps that
are different from other SPT-3G analyses (D. Dutcher et al.
2021; Z. Pan et al. 2023) to improve the large angular scale
noise.
Elevation Slew Gains. The relative detector gains within a

polarization pixel pair are determined by minimizing the
response of the detector difference to an elevation slew, instead
of the conventional method of matching the response between
detectors to an unpolarized astrophysical source. The measure-
ment of large angular scale polarization requires excellent gain
matching between detectors. Mismatches in frequency band-
passes or beams between detectors can lead to temperature to
polarization leakage when the gains are determined from
sources that are not beam filling or have a different spectrum
than the atmosphere. Using the elevation-slew-determined
relative gains reduces the temperature to polarization leakage
from atmospheric temperature fluctuations and results in an
∼20% improvement in large angular scale noise.
Polarization Pixel-pair Low-frequency Weights. The relative

weighting of detectors in an observation map is determined by
the inverse variance of 0.1–1 Hz power for timestreams created
by subtracting orthogonal polarization pixel pairs. The pair
subtraction removes the common-mode temperature signal so
that the weighting reflects the noise in polarization. The pixel
pair weights are determined using the noise in a low-frequency
band that approximately corresponds to the spatial scales being

Figure 26. A graphic depiction of the band-dependence and Q/U asymmetry of the polarized atmospheric signal. The left two plots are the 150 GHz U (far left) and Q
(middle left) maps of a roughly 8o × 8o cutout of a 2 hr SPT-3G observation filtered with an effective 30 < ℓ < 3000 bandpass, the same filtering as in Figure 13. The
left two plots demonstrate the asymmetry between Q and U noise for an observation. The middle two plots show that the same spatial anisotropy exists in both the
150 GHz (middle-left) and 220 GHz (middle-right) map, but at different amplitudes as demonstrated by the difference in color bar. Subtracting a scaled copy of the
220 GHz map from the 150 GHz map shows the cleaned 150 GHz Q map (far right), which now matches the noise levels of the 150 GHz U map (far left).

Figure 27. The effect of the 220 GHz subtraction on the 150 GHz Q noise
power spectrum for a map made from one 2 hr high-Q power observation. The
solid lines are Q (blue) and U (green) noise power spectra of one 2 hr
observation. The blue dashed line is the Q noise power spectrum after the
polarized atmospheric signal has been reduced by cleaning with the
220 GHz data.
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targeted in the low-ℓ B-mode analysis. This step downweights
the contributions of detectors with high low-frequency noise in
the final map.

Weighting on Correlated Map Noise. In the reduction of the
data, a “weights map” is produced in conjunction with the
individual observation data map. This map is constructed from
the scan-by-scan sum of the inverse of the variance of polarized
noise power between 0.1–1 Hz in the difference of detector
pixel-pair timestreams, and used for relative weighting between
maps. However, this weight will not accurately reflect the noise
in the map, since it does not take into account atmospheric
noise that is correlated between detectors. Once observation
maps are made, these “weights maps” are normalized to the
inverse of the map polarization power spectrum between ℓ = 50
and 250. These new scaled weights reflect the low-frequency
noise in the observation map, including correlated sources such
as polarized atmosphere. The signal-to-noise for sources on the
sky in each observation is so low that the bias incurred by
weighting on the map power is negligible. For higher signal-to-
noise maps, one would subtract the 150 GHz season mean map
from each observation map before calculating the weights.

The relative efficacy of these mitigation techniques can be
seen in Figure 28. The dashed line is the mean noise generated
from 100 random “signflips” of two seasons of SPT-3G data—
a process that separates all of the data into two equally
weighted bundles, multiplies one bundle by −1, and coadds
the bundles. This nulls the sky signal, but the noise properties
are the same as the full two-season data coadd. This dashed line
includes elevation slew gains and low-frequency inverse
variance weighting on pixel pairs. The solid line shows the
efficacy of additionally weighting observation maps on low-
frequency map noise. The dotted line demonstrates the result
using all of the above, and in addition, map-based polarized
atmosphere subtraction. These analysis choices reduce the
initial Q noise power by a factor of 7.5 and the U noise power
by a factor of 2 over 30 < ℓ < 100, leading to roughly
equivalent final Q and U noise levels, signifying a lack of
polarized atmospheric contamination, as seen in the right panel
of Figure 28. When Q and U are combined to produce E or B
maps, polarized noise power in the SPT-3G coadded 150 GHz
map is reduced by more than a factor of 5 over the same ℓ

range.

The polarized atmosphere is highly variable with a long tail
toward high-Q polarization power. With SPT-3G, a fraction of
observations see significant polarized atmospheric power on
the angular scales being targeted for B-mode searches. By
using low-ℓ map noise to normalize the map weights, we can
downweight this tail of highly polarized maps, resulting in a
significant improvement in the low-ℓ noise of the final coadded
map. However, by downweighting observation maps based on
their raw low-ℓ map noise, we lose their contribution to the
total data volume. The map-based frequency subtraction
described above reduces the polarized signal in the observation
maps before they are weighted. This makes it possible to
recover observations that would otherwise have been more
highly downweighted and include them in the final coadd. In
practice, the map-based frequency subtraction makes it possible
to increase the effective data volume by ∼20% between
30 < ℓ < 100 over that achieved by weighting on the raw map
noise.
The frequency subtraction described here takes advantage of

a specific feature of the SPT-3G detector design—copointing
multifrequency pixels. This property allows us to directly
subtract different frequency bands. However, many existing or
planned experiments such as the Simons Observatory (P. Ade
et al. 2019) or CMB-S4 (K. Abazajian et al. 2022) have not
baselined simultaneous coverage across a broad frequency
range, which is required for this style of polarized atmosphere
subtraction. At the current sensitivity of SPT-3G, map-based
frequency subtraction only improves the low-ℓ noise power by
∼20% from that obtained through map weight normalization
alone. This suggests that downweighting the relatively few
observations with highly polarized atmosphere is, at least in the
case of SPT-3G, an effective mitigation strategy.
It is important to note that the impact of atmospheric

temperature and polarization fluctuations will be largest for
signals with angular scales comparable to or larger than the
field of view of the telescope. Atmospheric fluctuations on
these scales are coherent across the focal plane and add
constructively in the resulting map. For a large-aperture
telescope such as SPT, with a field of view of ∼2o, the
polarized atmosphere contributes nearly maximally to the
degree angular scales where the primordial B-mode signal
peaks. In contrast, small-aperture telescopes will be less
affected by noise from the polarized atmosphere on the scales

Figure 28. Noise power as a function of angular scale from 2 yr (2019–2020) of SPT-3G Austral winter observations for both Q and U. The dashed line (labeled
“Base” above) is calculated from the default low-ℓ optimized maps. They are made with a 10th-order polynomial TOD filter, gain matching using elevation slew
response, and polarization pixel-pair low-frequency weights. The solid line corresponds to additionally weighting on correlated low-ℓ map noise (labeled “Relative
Map Weights” above), as described in Section 10.1.1. The dotted line demonstrates the improvement if one completes all of the above, and in addition, completes an
observation-by-observation polarized atmosphere subtraction (labeled “Pol Atm Subtraction” above). From the initial maps with the dashed curve, a 5x improvement
in polarized noise power between 30 < ℓ < 100 can be gained from these targeted polarized atmosphere mitigation strategies. The far-right panel shows the final
noise curves with all of the improvements, showcasing the equal Q and U noise.
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relevant for measurements of primordial B-modes. In the case
of BICEP/Keck, with a field of view of ∼15o, there are many
degree-scale atmospheric polarization fluctuations across the
telescope field of view. When the data is combined in a map,
the polarization fluctuations add incoherently and contribute
less noise power than the same polarization fluctuations would
for SPT. The quantitative impact of the polarized atmosphere
on a given experiment will depend on the observing site,
instrument sensitivity, and scan strategy.

11. Conclusions

Using observations with the SPT-3G CMB receiver on the
10 m diameter SPT, we have detected a highly variable
polarized signal from the atmosphere. We present an analytic
description of the polarized signal produced by ice crystals in
the atmosphere. This signal contains contributions from
Rayleigh scattering of thermal emission from the ground and
thermal emission from the ice. The spatial distribution of ice
crystals is anisotropic and, like the distribution of water vapor,
follows a Kolmogorov power law. The main prediction of this
model is a horizontally polarized signal manifesting as excess
noise in Stokes Q with a polarization angle of +90°. The
polarized signal is also predicted to be a steep function of
observing frequency and telescope elevation.

We have measured and characterized emission from the
atmosphere above the South Pole during 4 yr of Austral winter
observing. The SPT-3G receiver consists of 10 detector wafers
each with ∼1600 polarization sensitive detectors equally
distributed between three observing bands centered at 95, 150,
and 220 GHz. Each of the detector wafers in the array is used to
produce an instantaneous measurement of I (or T), Q, and U
Stokes parameters. We verify that the temperature and
polarization fluctuations move on the sky with wind at the
same angular speed and that it is an acceptable approximation
to consider the sky fluctuations as stationary for the SPT
telescope scan speed. Cross correlations between signals from
the different detector wafers are used to produce unbiased
estimates of power in T, Q, and U. Wafer cross spectra are used
to determine the spatial scaling, frequency scaling, and
dependence on observing elevation angle of both the temper-
ature and polarization fluctuation power.

We first verify our analysis method through comparisons of
TT power with measurements made by R. S. Bussmann et al.
(2005) and model predictions. The angular scaling of TT power
is consistent with the predictions of Kolmogorov turbulence,
and the frequency scaling is consistent with the emission being
dominated by water vapor. Significant temperature anisotropy
power is measured in every 2 hr subfield observation, and the
distribution of measured amplitudes is consistent with previous
measurements at the South Pole by R. S. Bussmann et al.
(2005). As predicted by the geometry of the observation and
the Kolmogorov spatial scaling, the observed TT power
decreases slowly with increasing observing elevation, ò,
as ( ) /µ -P sinTT

8 3.
We then present a complete characterization of the

polarization signal. This signal manifests as excess large
angular scale power in the QQ power spectrum, while the UU
power is generally consistent with detector and readout noise.
The spatial scaling of the QQ power spectrum is similar to that
of the TT power spectrum and the predictions of Kolmogorov
turbulence. The scaling of QQ power with frequency is very
steep with PQQ ∝ (ν)2α, where the spectral index

α = 3.47 ± 0.02 is consistent with the combination of
polarized scattering of radiation from the ground and thermal
emission by a distribution of ice crystals with a maximum
equivalent radius of ∼100 μm. The polarization angle of the
fluctuations is found to be ψ = +90o, consistent with the
expectation of the polarized signal arising from horizontally
aligned ice crystals.
As predicted by the model, the measured QQ power falls

steeply with increasing observation elevation angle. The QQ
power measured at elevation ò = 44.75 is a factor of 7.8 higher
than that observed at ò = 67.25. This decline is softened by bias
in the high elevation angle measurements due to wind speed
effects, significantly decreasing the measured ratio from the
predicted ratio of 28.2.
The amplitude of the polarized signal is highly variable, and

we only detect it in a fraction of observations, even at the
highest observing frequency (220 GHz) and lowest-elevation
(44.75) subfield. We present histograms and CDFs of the
measured 220 GHz QQ power amplitudes for every 2 hr
observation of the δ = −44.75 subfield for four Austral winter
observing seasons. These results can be easily scaled to other
observing frequencies and observing elevations.
We show that, because the amplitude of the polarized

atmospheric signal is so highly variable, the impact on the
sensitivity of an experiment can be greatly reduced by
downweighting or cutting the small fraction of observations
that detect significant polarized atmosphere. In addition, we are
able to make use of the consistent steep spectral scaling of the
polarized signal to clean the 150 GHz SPT-3G maps by
subtracting a scaled version of the 220 GHz maps. This makes
it possible to recover the fraction of contaminated maps that
would otherwise be downweighted. These combined techni-
ques reduce the polarized noise power by a factor of 5 between
30 < ℓ < 100 in the SPT-3G data set.
Future experiments could be designed to mitigate the impact

of the polarized atmosphere by observing over a broad
frequency range to improve spectral subtraction, distributing
detectors between several independent telescopes observing
independent sky, and scanning telescopes faster so that
fluctuations are imaged with lower signal-to-noise. However,
we demonstrate that simply downweighting the fraction of
observations with significant polarized atmosphere is an
effective mitigation strategy for SPT-3G.
The results presented here can be used to simulate the impact

of polarized atmosphere on millimeter-wavelength observa-
tions of the CMB at the South Pole for any combination of
instrument design, observation strategy, and analysis choices.
We anticipate that this will be particularly useful to current and
planned experiments seeking to measure inflationary B-mode
CMB polarization. We encourage similar quantitative studies
of polarized atmospheric power at other CMB observing sites,
in particular the Chajnantor site in the Atacama Desert, in order
to facilitate detailed simulations and site comparisons.
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Appendix A
nBT2 CDF

We present nBT2 CDF percentile values (Table 3) for use in
modeling taken from the observation CDF shown in Figure 11.

Table 3

nBT 2 CDF Upper Percentile Limits for the Three SPT-3G Frequency Bands

Percentile ( )/-BT mK rad95
2 2 5 3 BT150

2 BT220
2

5 0.30 1.5 4.9
10 0.37 2.2 7.2
15 0.47 2.9 9.8
20 0.57 3.6 12.
25 0.68 4.5 16.
30 0.80 5.6 20.
35 0.94 6.6 24.
40 1.1 8.1 29.
45 1.3 9.4 35.
50 1.5 11. 43.
55 1.7 13. 53.
60 2.0 16. 65.
65 2.3 19. 79.
70 2.7 23. 98.
75 3.3 28. 130
80 4.1 36. 160
85 5.3 47. 210
90 8.5 70. 340
95 19. 140 740
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Appendix B
nBQ 2 CDF

We present nBQ 2 CDF percentile values (Table 4) for use in
modeling taken from the observation CDF shown in Figure 24.
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2 Upper Percentile Limits
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Note. Below the 25th percentile, there is no significant detection of polarized
atmosphere, and conservative estimates should assume the 25th percentile
value for the rest of the distribution.
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