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Abstract

An analysis method for reliability assessment of repairable mechanical systems is presented
in the context of the Hot Srip Mill section of a large steelworks. The reliability analysis
process is defined and operated using a three level modelling procedure, each of which
functions within a different time base, thus enabling the timely identification of potential
deviations in reliability performance. The main modelling approach deployed is based upon
the Power Law Process, which is embedded within an automated analysis tool. The efficacy
of each of the deployed modelling process is determined by the application of appropriate
statistical tests. The results from this process are used to enable an in depth analysis of why
the reliability performance of the system under review has changed. A practical application
is presented with reference to two strip coilers that operate within the Hot Srip Mill. The
approach is however generic and would be applicable to any large scale mechanical
repairable system.

Keywords: Hot strip mill, repairable mechanicgétem, Power Law Process analysis.

1 INTRODUCTION

The need for more efficient manufacturing systeras resulted in greater emphasis being
placed on the quality of the processes. This hadymed a realisation of the need for higher
levels of plant availability and better maintaimadchinery and managed processes. Meeting
these requirements places great emphasis on thgasecand timely assessment of the
reliability of such plant. Many of these systems eomplex repairable systems operating in
difficult conditions and exhibiting various modes failure and performance deterioration
[1]. In this context a repairable system is defiasd'a system that, when a failure occurs can
be restored to an operating condition by some rgpaicess other than replacement of the
entire system” [2]. This definition is applicable the entire steelworks plant in which this
research was undertaken and to its subsystemsh vaine predominantly mechanical with
electrical or hydraulic drives and electronic cohtwhich are installed in areas such as the
Hot Strip Mill considered in this paper. The divgrsin the operating conditions and
consequently the failure modes arising in this plarsuch that the assessment of reliability

can only realistically be based upon analysis bytipte statistical models. This paper



considers some basic approaches to reliability mindewith an emphasis on its use as a
process management tool.

Reliability monitoring is practised throughout irsdity, often through its association
with process availability. However the greater epth analysis needed to consider the
reliability of what are often large and complicategpairable systems remains a relatively
unexplored area. When deployed such approachedlyusedy upon the provision of
specialised knowledge for their efficient use. Tpggper presents an approach that uses easily
understood reliability engineering tools that candmbedded within a process management
system for continuous utilisation by non-expertbefe are few if any readily identifiable
examples of the continuous application of religpilimodelling techniques to large scale
repairable systems within the steel making secatdras such this research is considered to be
timely. In this case the approach is developedufgpert the operation of the Hot Strip Mill
with consideration of a pair of strip coilers whigperate within it.

The aim of this work is to construct a modellingheique which can continuously
analyse and monitor the reliability status of nplétiprocess systems. It has been previously
identified that attaining robust data relating &stpreliability performance can be problematic
in part due to the tendency for the discarding afuaulated data. One of the problems is
data availability; since most systems were custaitt laccess to the legacy of data they
contain can be limited. This situation is becomiegs troublesome with the move towards
application independent databases equipped withedddal procedures which support data
acquisition and standardisation.

Repairable systems may be large and complex amuh afbnsist of a number of
subsystems each with their own reliability charasties. This presents a challenge when
assessing the reliability and performance of theral system and many different analysis
models have been developed to cover all types df systems. Their application requires
knowledge of statistical methods; often an iteetpproach is required to identify the most
suitable model. These iterative processes can fieutti and time consuming and require
considerable expertise. Once a model is establighgegossible that factors such as changes
to the operating environment mean that reliabdhgracteristics of the systems and hence the
applicability of the applied model can change. Seebnts need to be flagged up for further
analysis and model development, as is the case théhdeployed system used in this

example.



The reliability analysis method (RAM) outlined hemneis predominantly automated and
is facilitated by applying the Power Law ProcessRPreliability analysis model [3]. The
challenges and limitations of applying the PLP tfug analysis of several similar repairable
systems has been recently considered [4] and ted fa@ more research across a wider
industry base was identified. The provision of saapport is the basis of the following work
in which steelworks operational data is used toa®strate that changes and trends in system

reliability status can be easily identified.
2. THE STEELWORKSPLANT

The steelworks occupies a site which covers ovemty square kilometres and contains
assets valued at several billion pounds. The pksplit into four manufacturing sections
which form a sequential operation. These sectiorspaedominantly stand alone and are
considered as separate business units. They ardHdavy End” where the main focus is
primarily iron making. The next section is the “Staaking” which processes the primary
iron through electric arc furnaces and supportimgrmal process vessels with the output
being cast slabs. These are passed into the thattbs, “Hot Strip Finishing” which forms
the cast slab into rolled coils through the Hot®BMill. This process accounts for the major
deformation within the steel. This is the sectioithim which the research described in this
paper was conducted and it is depicted in Figurehg. coils produced can have two further
routes, either straight to the customer or for Ifiwarking in the “Cold Strip Finishing”
section.

INSERT Figure 1 Hot Strip Mill Production Process.

The steelworks encompasses the latest steelmaletigpdologies using a mixture of
plant. Some sections are largely unchanged sineesith’s inception. Some sections have
been modified or indeed have been installed aspresesses have been introduced. Each of
the four manufacturing sections contains multipfgerating processes with constituent
machines being replaced as and when necessarye$tk is that some operating systems
can contain machines and operating units with aahiages ranging from as new condition
to several decades old. This means that it is dlnmpossible to calculate the actual
operating age of any system and correspondinglly ahg system installed is expected by

default, to last several decades as a minimum.



3. RELIABILITY ANALYSISOF REPAIRABLE SYSTEMS

Before presenting a brief review of the reliabilityalysis of repairable systems it is useful to
define two important terms. In this context a trexah be defined as “a steady increase or
decrease over time in a reliability quantity ofeirgist” and a pattern is taken to mean “any
deviation from a stable state or condition resgltirom some assignable cause” [5]. Both
terms are used in the following sections.

Two of the most common models for the analysis efairable system failure
processes are the renewal process (RP) and theamogeneous Poisson process (NHPP).
The RP considers that following a perfect repadr slgstem is returned to “as good as new”
condition. In practice in repairable mechanicaltsys most standard maintenance reduces
the failure intensity but does not leave the systasngood as new”; hence the result is an
imperfect or minimal repair [6]. The NHPP assumuest the system is subject to minimal
repair and is returned to the same state as itb@tse repair. There is a significant volume
of research related to the selection of appropnabeelling and analysis methods. This has
been well considered in a review by Lindqvist [lhavfollows the evolution of imperfect
repair models proposed by Kijima [7] from an initteefinition by Brown [8] to the method
he develops in his own work. Other research ia #nea includes that reported by Krivtsov
[9] who considered how to expand the NHPP analysthods from the usual Weibull Power
Law distributions to incorporate other life databysis methods.

It has been suggested that the homogeneous Pagissoass HPP and NHPP are
actually specific cases of the generalised rengwatess and can be used in repairable
system applications [10]. Crow [11] has also adskdshe problem of imperfect repair in the
general renewal process analysis method. He predaseways of calculating the “virtual
age” of the system; the first assuming that the regair is returned to full operating status
and the second that all previous repairs are retuta full operating status. The problem of
distinguishing between the extremes representedhbyRP and NHPP has been further
investigated [12] with resolution suggested usimg trend renewal process (TRP), of which
the RP and NHPP are identified as special casgs [13

In many repairable systems one of the main aints idetect trends in failure data
which occur over time. Methods used for testingéhgends include graphical and statistical
approaches [13]. These approaches include the neetheployed in this research, which are
considered as they are applied in section 4. Thesels may be monotonic indicating an
improving or deteriorating system, or a non-mon@auch as a bathtub curve or a cyclic

trend. Testing the statistical significance of appatrends in failure intensities and hazard



rates offers the potential for assessing the efiée@geing or learning in the operation and
maintenance of industrial facilities [14]. Anotheass of models based on the trend renewal
processes can be used to accelerate the intemaldf the renewal process to represent

cumulative wear [12].

Having briefly reviewed the most commonly deployathlysis method it has been
shown that with appropriate care the NHPP family sapport repairable systems analysis.
The decision was therefore taken to build a rditgbanalysis method based upon the PLP.
This is a special case of the NHPP that is widslgdufor the analysis of repairable systems
within the reliability community. It was seen apractical choice for the steel manufacturing
environment. The PLP is the most popular processetnohich was introduced in 1974 and
has formed a major part of this field with incorgibon into military handbooks and other
reference materials [3]. It is easy to use and rgtded and lends itself to many practical
applications [15, 16]. The PLP analysis technicgueidely used for the analysis of repairable
systems due to its ability to analyse systems whrehimproving or deteriorating [6, 17]. It
has been applied in the context of repairable systdhat are not returned to “as good as

new” condition after the replacement of a singlenponent [18].

To demonstrate the suitability of this choicesipbssible to consider next the manner
in which PLP based approaches have been applign teeliability analysis and performance
assessment of repairable mechanical systems. gweof the reliability of repairable
mechanical systems identified a limited humberracpcal examples. They include work by
Weckman et.al using the PLP in an approach to rnindget engine life [19]. This work
suggested that the model’s accuracy depended goanigine’s maintenance scheme which
included the mandatory removals of the engine baped elapsed time and use rather than
deterioration. The paper highlights the difficudtief identifying the true failure parameters of
any system and the relationship between the cadmileeliability measures and deployed

maintenance strategies, operating policies and efsociated factors.

The reliability of service water pumps in a nuclgdant was considered in an
investigation using the rate of change of pumpufail[20]. The approach deployed two
variants of the NHPP models, the log linear andRbE, as comparative methodologies. The
conclusion presented suggested that the developptbach could adequately map the
variations in failure rates occurring due to peigosting and maintenance activities and it
was suggested that it may be used to survey ageiaghanisms and to assess the

effectiveness of maintenance actions.



The use of a NHPP model for analysing the religbdf an overhead contact line in a
railway system has been reported [21]. It was assumhat the system operated with
“negligible” repair time and was subject to an imipet repair scenario; the overall
degradation of the system continues despite tHaaement or repair of its constituent parts.
The paper was mainly concerned with the deployragah appropriate “goodness of fit” test
and provided a detailed example of how and why sactool may be deployed. This
consideration needs to be applied to all such iiesvif the results of the modelling are to be
effectively utilised; it is applied in this way section 5 of this paper.

A method applying NHPP models to failure data oisdi from a major car
manufacturer has been reported [22]. This demadestréghe use of trend testing and
considered methods of estimating the intensity tioncusing the application of goodness of
fit tests. The paper concluded that the NHPP maeded appropriate for this data. The
application of the PLP was also applied to asdessdliability of gearboxes and generators
operating within onshore wind turbines [23]. Thepeach was found to indicate lower
levels of performance than anticipated. The worko aéstablished a framework for the
subsequent acquisition and utilisation of failuegfprmance data.

Consideration of this and related research confirrttee conclusion that the PLP
approach is suited to the application being comettleThis was further confirmed with a
concurrent review of the specialist software intiiga that the PLP is the main analysis
method used for repairable systems.

4 RELIABILITY ANALYSISMODEL

This research was performed to identify and develapethodology suitable for repairable
systems installed in a challenging manufacturingrenment. This research has led to the
development of the RAM method described in thisgpa@/hilst not using unique reliability
analysis methods this is presented as a novel agprto formatting standard reliability
analysis models to analyse and monitor repairagiems deployed in a long term
manufacturing scenario. This is a “common sens@r@h to improving the condition of
manufacturing assets (machinery) through long teromitoring and analysis. The concept
adopted in this work was that the deployed appreemhld be used by plant operatives, who
will be responsible for a range of technical andntegance functions. These engineers will
posses expertise in their relative areas but mag hiaited knowledge of reliability analysis.
It was thus important that the analysis method hbe simple to operate and require

minimal training. The analysis of previous reseamid testing indicated a need for a



methodology capable of accurately tracking and tooinig plant reliability, as indicated by
factors such as the time between failures of thétiphei systems which will be operating
simultaneously.

The developed approach which utilised analysithefacquired data on three levels is
shown in Figure 2. The proposed custom built amalysodel combines three separate
analysis methods, each of which is based on cumai@bility analysis techniques, with
modifications where necessary. These methods agid dpplication to the case shown in
Figure 2 are outlined in sections 4.1, 4.2 ando# iBis paper.

INSERT Figure 2. RAM Method 1,2 and 3 indicators

The three reliability analysis methods have beamsttacted using standard uniform
reliability analysis methods and time increment®tider to maintain compatibility between
analyses carried out in any operating area; howtnesystem was constructed to apply the
three models in combination with additional statedt analysis methods. The basis of this
approach is to first deploy the reliability anak/snethod to model the systems reliability
performance, This provides the capability of calting the time between failures of all
systems at a chosen point in time and the developofea monitoring function which plots
the individual and combined reliability measuresietiner positive or negative, relative to
specified time increments. In providing these fesgut was intended that the system would
be capable of performing a “comparative analysis”dreas of plant over time and between
sections of the plant which are operated predontiywander the same conditions.

A goodness of fit statistical test is then appliedeach systems failure data set to
identify if the RAM method is suitable for the ajgaltion. If the goodness of fit test does not
give an affirmative result it is possible to splite failure data set into subsets and, by
applying further iterations of the test to theskbssis, to allow the identification of the portion
of the failure data that could be influencing theemall goodness of fit test result. In effect
this method can thus provide a means of allowirnrgttie analysis of the cause of the non-
applicability of the PLP and the associated changeliability performance. Further details
on this methodology are supplied in section 4.1sewion 5.3.

The deployed approach, shown in Figure 2, will namine effect of any changes that
could occur following the replacement of a pargneént or subsystem of a section of the
plant. It will also monitor and help the identifizan of the causes of significant differences

between items of similar plant in different locatibut under the same operating regime.



Overall the integration of the monitoring of indival sections of plant would thus contribute
to knowledge regarding asset management acrossntire plant. The operation of each
analysis method and the applied goodness of t& tasd trend testing facilities deployed will

now be considered in the following sections.
4.1 Method 1: Instantaneous Mean Time Between Failures (IMTBF)

Method 1 is the main reliability analysis methodiathuses PLP to model current reliability
and to support a predictive mechanism. The acceptedsure Instantaneous Mean Time
Between Failures (IMTBF) is used to analyse coneplidta sets, from a selected starting
point to the current date. It is deployed here haracterise the long term trend in time
between failures, using the Power Law Process aisatyethod and is depicted in Figure 2a.
Analysis of system performance is normally undestawith reference to the IMTBF.
This method is a special case of the NHPP that askslure intensity function which is

given by:

u(e) = AptF1 (1)

The estimate of the failure ratecan be made:
N

A==
B

(2)

Pﬂ

and for the process shape fagfoirom:

N

B:Z:]’LlL—rl[le] (3)

Where: X is the age of system #t failure, T is the system operating time ahdis the

number of failures within this time span.

The Instantaneous Mean Time Between Failures cavalaated from:

1

The Method 1 operating algorithm was constructedappply Equations 1 to 4 to
establish IMTBF, which is used to identify the aalértop-level reliability trends for the

plant, area or system under consideration; it fothmes long-term reliability monitoring



method. This is intended to identify the plant lesystem reliability trends which indicate
whether the area under review is undergoing ovewdiability growth or deterioration.
Experience indicates that data sets accessed $yatialysis method may at times not be
deemed to be behaving as defined by the PLP. €hisife casts doubt on the efficacy of this
type of analysis when used as a stand-alone tabliradeed is one reason for their limited
application. This is an unavoidable and expectskl when accessing large data sets over a
significant timescale with the type of range of geg parameters and outside influences
seen by these manufacturing systems.

This feature was detected in this work by deployamgyembedded the Cramer von
Mises (CvM) “goodness of fit test” which has beeaven to be suitable for use with the PLP
method [22&24]. The Analysis system supports thehr application of this method by
allowing a goodness of fit test to be carried oa tlata to determine if the PLP can be
correctly applied to the system over the period emndtview; in this case the analysis
operated continuously from week “0” to the currdate. Loss of “fit” clearly indicates some
change in reliability performance and thus will heb identify discrepancies in the data
which indicate the occurrence and location of sgecauses (if any) which could have
affected the system.

To further confirm the statistical significance thie examined systems the Military
Handbook Test, which has been identified as beintalde for trend testing with a PLP
[3&25], is also incorporated into the RAM methodgyo This provides a further check on the
veracity of the IMTBF analyses by either correlgtor disputing the calculated result. This
comparison allows the identification of any tremishe system’s performance. These trends
may be associated with changes in the operatingrga@meent or maintenance practices.
Approaches enabling such considerations have bemmopsly reported. These include the
use of a generalized non-stationary NHPP modekétieduling preventative maintenance
[26]. The need to identify the occurrence of bebarvichanges has also been considered with
the deployment of a segmented point process m@&¥gl [ The application and benefits
arising from the approach deployed in Method 1haf paper is considered in section 5.

4.2.Method 2: Incremental Mean Time Between Failures (INCMTBF)

Method 2 was developed using the application of RIbRAlysis applied over four week
operating periods, with data being added increntigniehe results are presented in terms of

a new performance measure created by the authocsenhental Mean Time Between



Failures (IncMTBF). This is used to track the madigerm time between failures and
identify medium term trends in the system’s operati

This was derived from the RAM analysis methodolegtablished in Method 1. It is
calculated in hours using algorithms that are agased on Equations 1 to 3. For consistency
the same starting date is adopted as for MethoAlthough this method uses the same
calculation algorithm as Method 1 it is appliedydifferently. The intention is that for any
required period an overall IMTBF can be broken dowto incremental assessments of
INcMTBF to demonstrate when significant events ol The systems breakdowns can be
analysed from time zero (0) incrementally for e&mir week (672 hour) operating period.
The analysis process continues by incrementallyngddata acquired for each four week
period to the existing data set until the requivegek number (normally the current, or a
selected date) is reached.

This forms the main analysis tool of this whole mggh. If an engineer wishes to
consider the effect of the performance of the systiering any given week period they can
do so by comparing the IncMTBF value for the penigdto and subsequent to the week in
guestion. The basis of Method 2 is that the additbd data for any particular week that
results in the PLP method being shown to be nodomgpropriate can be identified and
further analysis as to the cause of this behawaoabled.

The IncMTBF was developed using the same equatsnthe PLP but with some
modifications to represent the different applicatroethod. The Failure intensity function is
given by

Uinc(£) = A;;tPi? (5)

The estimate of the failure rale can be made:

A N;
Tiﬁl
and for the process shape fagfofrom:
A N;
;= N—lT (7)
S In g

Where:X; is the age of the system, is the number of failures arid the time span at thé&

failure. The Incremental Mean Time Between Failwas be evaluated from:



IncMTBF =

Hinc (t) (8)

The method operates by calculating the IncMTBF esiiiom the start of data collation
up to the system operating timB).(It is calculated at 672 hourly incremenis £ 672, 1344,
2016 toT) thereby allowing engineers to compare the diffees in reliability performance
arising between each 672 hourly operating peridais Teliability tracking method was
intended to be beneficial to engineers locatedatHic areas of the plant by allowing them
to visualise and identify the reliability trends thfe area under their control. The response
speed of this analysis method to disturbances tabkshed behaviour is a considerably
shorter term than can be provided by the applinatioMethod 1; this is a useful function in
the timely identification of trends and failure f@ahs.

The application of this approach can be illustrdbgdthe deviation in the calculated
reliability values seeming to arise around Weekift&igure 2b. Applying this method the
INcMTBF can be calculated from week 0 up to anduidiong week 36 (giving a value of 97
hours) and compared to the INcCMTBF resulting fréra &nalysis of the week 0 to week 40
data (giving a value of 83 hours), which indicadedrop in the system’s reliability indices.
Continuing the analysis for one further incremeising week 0 to week 44 (giving a value of
103 hours) it would seem that performance has beastablished, if not improved. The
critical point to be considered here is whethes tiehaviour relates to an actual deviation in
performance or to some random fluctuation. The andw the question may be found by
considering the statistical significance of the Fh&del being applied to this data at both this
(Method 2) and the higher (Method 1) level. Thiastrates the main benefit to be gained
from the application of this integrated methodolobiere it was determined that no loss of
statistical significance occurred when the longntdMTBF was analysed thus suggesting
that some random event may have affected the sy3teennature of this event may then be
explored by considering the information made awddy the third element of this approach.

The method therefore supports the appraisal of mmederm reliability by monitoring
and tracking time between failures and identifyithg trends in the system’s reliability
performance and the current status. This informatiay also be useful for monitoring the
longer-term effects of process improvements, machipgrades or any other changes to
operating parameters. This feature will be useftienv constructing a business case for

improvements, such as machine upgrades and insasgethe impact of changes in



maintenance strategy, allowing engineers to focushe worst performing systems in their

section of the manufacturing facility.

4.3.Method 3: Tracking Mean Time Between Failures TMTBF

Following the reasoning for introducing Methodt2vas recognised by the authors that an
even shorter time-base analysis method was reqtorétentify the magnitude of the short-
term deviations in reliability performance. It whslieved that this short-term reliability
analysis method would be of particular use to eswgis responsible for the day to day plant
operations and for the measurement of the effautis® of maintenance strategies and
remedial actions taken to counteract machine feslurhey require immediate access to the
specific data sets relevant to their section of glet. The aim was to provide access to
appropriate reliability data information to alloWweim to visualise and quickly identify the
current status of the area under examination. Télisbility tracking method would be
expected to continually track the performance altmlvathe engineer to access any time
period from data installation.

The developed reliability analysis, Method 3, wasdal on the standard Homogeneous
Poisson Process (HPP); this analysis method isrgina@pplied to represent the systems
reliability performance in terms of the Mean TimetBeen Failures (MTBF) reliability
indices. It was recognised that the data sets waaired to be statistically identical and
independently distributed for the HPP analyses owktto be robust [28], a proviso that
cannot normally be met with repairable machineesystdue to their interdependency [17].
However as this analysis method is intended more @smparative method between systems
and is not expected to be statistically robustatbsumption was made. In this application the
reliability tracking method is required to accessfarm time increments to allow the
continuous monitoring to be an effective comparismethod. For this reason it was decided
that a four-week operating period based on theipusly defined week number increments
would be used to ensure continuity with analysistidds 1 and 2. To make a clear
distinction from the usual MTBF the derived RAM &rs#s approach designated as Method 3
used a new variable, Tracking Mean Time Betweetufes (TMTBF) as the main operating

measure. The estimate of the failure rate usirgyfthiction is:

A N+1

Amop = T )



WhereN = number of failures anti= operating time (taken as 672 hours)

The new TMTBF measure, which is simply the reciptoaf 1,,0p can be acquired
within the individual four week operating segmenihe modification shown in Equation 9
is to allow TMTBF to reach a maximum of 672 hoursew the breakdown level equates to
zero. TMTBF is used to monitor the short term tibvetween failures and identify the
magnitude of the changes in the system’s status @vieur week operating period. This
method can be illustrated by examining Figure 2ate changes in the systems performance
from week 36 (TMTBF = 224 hrs = 3 breakdowns) teelwvd0 (TMTBF = 67.2 hours = 10
breakdowns) and week 44 (TMBTF = 672 = 0 breakdgwnkis analysis indicates that a
problem arose in the period under considerationt teused an increased level of
breakdowns. Given the complicated nature of thetglas could be due to many factors such
as the introduction of a new process, new opemtdhe failure of other equipment in the
plant. The occurrence on zero failures in the feifg period is also worth noting as it could
be due to more closely supervised operation foligwa repair or to the non-operation of the
plant. This again illustrates the efficacy of tmgegrated method as the nature and details of
such a cause may be fully investigated. The faat the integration of this method will
ultimately be across the whole steel works alloarseiven greater knowledge acquisition as
cross system analysis becomes possible.

The main purpose of this analysis was to focusatte on the operating periods which
exhibit poor TMTBF reliability indices. This can lised to indicate to the area engineer the
section of the process which requires prompt atenOperators may also use this indication
to instigate any repairs or modifications neederktarn the system to “normal” and measure
the effect of such actions. The timeliness of sachtions obviously depends upon the
responsiveness of the analysis method to such recmes and this is a critical factor in
justifying the application of this research. Toili¢éate this important feature the continuous
tracking feature built into the analyses allows iieeessary further monitoring of the systems

response following such actions.

5 RELIABILITY ANALYSISMODEL APPLICATION

The RAM system was developed as a tool that camsbd by engineers on a week to week
basis to monitor plant performance. It is very Ijkthat the initial steps in the process of
assessing reliability changes will be initiatedngsMethod 3. The potential medium term
consequences will then be analysed using Methodf@é the overall affect on long term



reliability analysis will follow using Method 1. Aexample of the application of how these
three methods can be built upon using this appreakkimow be presented in the context of

the performance of the Strip Coilers, one of whgckhown in Figure 3.

INSERT Figure 3 The Steel Strip Coiler

These are massive rotational devices which windfithiehed steel strip around a
central mandrel into coils of standard sizes refatytransference to further processing
stations. There are several such coilers instatidtie steel plant under review and the two
considered here are labelled as Coiler 4 and CbiléFhese two Coilers are of identical
design, age and construction and are placed ineariseries configuration with Coiler 5
situated directly behind Coiler 4. They are intathti® operate sequentially and are designed
to be fully utilised when the process line is opiegat full capacity. The same time period,
from Week 0 to 156, is considered in the applicatod each of the three Methods. The

failure data used in this analysis is included m@x 1 to this paper.

5.1  Application of Tracking Mean Time Between Failures (TMTBF)

The reliability analysis system Method 3 is baspdruthe HPP model and uses the modified
TMTBF measure as defined in Equation 5. It was bgesl to identify short term reliability
changes affecting a sub-section of the plant tthéurenable the effective management and
maintenance. In this context the two coilers regmésa typical application; they are
repairable mechanical systems which can be sutgeuoultiple failure modes each of which
can result in complicated repair or replace maguter actions. They are also elements
within the Hot Strip Mill, which is itself part dhe Steelworks. Their reliability thus impacts
at all levels of operation within the works and gldobe assured using whatever means
possible.

It can be seen from Figure 4 that Method 3 is qukeact to any changes in a
system’s condition and allows a comparison of tikife behaviour displayed by this system
and is therefore useful for short term monitoriftgis also evident that long term trends
cannot be determined using this method, thus yusgfthe integrated approach that utilises
two higher level methods.

In this case the TMTBF behaviour for Coiler 5 showrfFigure 4a indicates that it
experienced a significant number of breakdownsnduithe period Weeks 108 to 140 (Zone 1

Figure 4a) with a minimum TMTBF value of 67 houFfiere was considerable improvement



in Weeks 148 to 156 (Zone 2 Figure 4a) when thelevalses to 336. In both cases an
investigation may be justified seeking the caudesuch responses. The short time base of
the calculation of the TMTBF used in this methodame that it has a sensitive response to
disruptions, including events such as the operatiogpage periods in Week 104 and can be
expected to react similarly to changes in perforreafollowing repair or maintenance
actions. It is also capable of indicating the lo§slata reporting functions in time for their
restoration prior to any significant informatiorsses.

The application of this method can be further thated by the analysis of Coiler 4
behaviour shown in Figure 4b. It can be recognibed Coiler 4 also appears to undergo
several different patterns of behaviour. The feeguhat can be identified from this graph are
the major variations in the recorded TMTBF duritgyinitial first 52 weeks (Zone 3 Figure
4b) and a very poor reliability performance in theeks prior to Week 144 (Zone 4 Figure
4b) with the TMTBF reaching a lowest value of 1t The consideration of the possible

causes of this behaviour is presented in secti®é&ow.

INSERT Figure 4 Output from Method 3 Tracking Méame Between Failures

Overall the method allows an informed opinion todoawn regarding the operational
status of the system from within the specific pleaations. It is clear that the method does
not provide any real long term indications of periance, such as trends. As such trend

related data, such as the cumulative failure peréoice are not included.

5.2 Application of Incremental Mean Time Between Failures (IncMTBF).

This method deploys the PLP model developed in &mpm 1 to 4 to monitor reliability
using the incremental assessment of performandatass added for each 672 hour period to
produce a new measure; INcCMTBF. Since this meith@gplied sequentially over the entire
period being considered it is presented in comlonatvith the assessment of cumulative
failures, which are recorded with the IncMTBF aswh in Figure 5a, which presents the
analysis of Coiler 5. It should be noted that iis ttease the cumulative failure reached 135
during the displayed period. The application of\MCgoodness of fit test indicated that the
PLP was a “good fit” to the entire Coiler 5 datd, seiggesting that the method could be
deployed in the assessment of current and potep#igbrmance of the system. When
reviewing the overall analysis of this system i &8 seen that there were major fluctuations

in performance being recorded up to Week 40. THastations did not result in the loss of



statistical significance of the model being appleud thus could be said to be arising due to
random variations rather than to a significant ¢geam overall behaviour. After this period

the system performance is represented as predottyigigteriorating at a slow uniform rate.

INSERT Figure 5 Output from Method 2 Incrementalavidime Between Failures

This RAM analysis (Method 2) indicates a potentredthod for visualising trends in
the failure data sets, as can be seen in the meitmimprovement in system performance
which is captured within this graph. This can besirated by again considering Zone 1 on
Figure 5a which shows a peak in IncMTBF of 541 koun addition more moderate
deviations in system performance can be visualisedhe graph. For example, the
performance deterioration trend changing to an an@ment trend depicted between Weeks
44 and 57 (Zone 2 Figure 5a) and the reliabilitpiovement trend depicted between Weeks
80 to 104 (Zone 3 Figure 5a). Again it may be ndted this behaviour did not cause a loss
of statistical significance of the applied modetlahus the application of the method and
claimed deterioration and subsequent improvememenformance was justified. It will be
shown later that the response rate of this analygthod is considerably faster than the
application deployed in Method 1; this is a usdfuction in identifying trends in failures at
a level that can be combined with Method 3 to aliovdepth performance analysis.

The benefits of this method can be further supplolig the analysis of Coiler 4
shown in Figure 5b, from which it can be easilyogused that this system appeared to
experience different patterns of behaviour. Theyaimreveals a predominately improving
trend from Week 20 to 68 (Zone 4 Figure 5b), fokalby a slowly deteriorating trend (Zone
5 Figure 5b) and a severe deterioration trend fieek 136 (Zone 6 Figure 5b). It was
concluded that the major discernable trends iruff@d in this system indicated the overall
deterioration of operational performance. This dan confirmed when comparing the
decrease in INcCMTBF with the increase in cumulataieires, which reach 254 by the end of
Zone 6 of Figure 5b. This analysis method’'s fluttua with the relevant incremental
breakdown numbers recorded during each reportingrval allows it to be useful in
identifying performance trends in the operatingtesrys The CvM test was applied and that
this data set was not statistically significant.eTéssumption can be made that there are
special causes in this operating system, which Ineaynked to the overall operating strategy,

operator influences or changes to machine condifitis diagnosis of which special cause



was present was determined in conjunction with dpelication of Method 1, which is

outlined in the next section.

5.3  Application of Instantaneous Mean Time Between Failures (IMTBF).

This method deploys the PLP model developed in &mpug 1 to 4 to monitor reliability
using the assessment of the conventional IMTBF aread he representation of the Coiler 5
IMTBF analysis is given in Figure 6a. The goodnefsit tests for this system indicated that
this data set was statistically significant withCaM calculated value of 0.20 against the
maximum allowable value of 0.22. The Military Haodlx test applied to this data confirmed
that this was the case with the calculated valuegothe same as the required value (214).
This confirmed the veracity of the applied modetl éimat the application of the Method 1 is
valid for this data set.

It can be seen that the system is undergoing al\stéeterioration in its reliability
status from the start of this data logging exercises “negative” reliability growth situation
is identifiable by the steady rise in cumulativéuie@s, with 135 recorded failures over the
three year period. This indicates that the modellzadeployed to detect that improvements
are required to reverse this performance trend.

The trend indentified in Figure 6a appears to heeaed in Figure 6b. However,
assessing the statistical significance of Cdlléailure data for the same period produced a
very different result. The CvM test returns a chted result with a value of 1.22 against the
allowable value (0.22), indicating that in this eahe application of the method is not
statistically significant. Once again this findimgs confirmed by the Military Handbook test,
with a calculated result of 401 against the reqguivalue of 430. Even though Coiler 4
experienced a higher number of cumulative fail{&s1) over the three year period this is a
surprising result given that the two systems areeftical design and operate within very

close proximity to each other.

INSERT Figure 6 Output from Method 1 Instantanellesain Time Between Failures

Figure 6a indicates that Coiler 5 experienced anoat linear consistent rise in
failures over the three year operating period, stiigure 6b for Coiler 4 shows periods of
significant deterioration, for instance between W20 to 24 (Zone 1 Figure 6b), with a
second period of deterioration in the system paréorce occurring between Weeks 132 and

144 (Zone 2 Figure 6b). A possible explanationtfos behaviour is that during this period



the coiler experienced severe difficulty with theoat guide controlling the entry of the strip,
with twelve stoppages assigned to it during a tieg period. It is possible to consider that
these stoppages could have been reduced to origlfauthis judgement cannot be applied
retrospectively without further information. Furthssues arise in the data recording scenario
in that these failures were recorded as multipkeieshof 3, 5 and 4 in each case. It is again
possible to consider that such stoppages should beagn recorded using one entry. In all
some 24 possible cases of multiple entries wererded for Coiler 4 with 14 for Coiler 5.
This will have an adverse effect on the statistsghificance of the accumulated data set.

These deviations in Coiler 4 failure patterns afeatvcaused the goodness of fit
(CvM) test to report that the data was not staadly significant and therefore the analysis
may be initially viewed as “not fit for purpose”.hi6 would normally invalidate the
application of PLP based reliability assessmentk @edictions; it is also one of the major
reasons why such techniques should not normallgdpdied in this context. However this
“negative” result can be viewed as being a posiiigit in this approach because it can be
used to trigger deeper analysis. Further examinatiothe failures of these two identical
systems indicated IMTBF figures that were in thgoraf approximately 2:1 with Coiler 5
experiencing an IMTBF value of 152 hours at the ehdhe reporting period (Week 156)
whilst Coiler 4 returns an IMTBF value of 82 hodms the same period. The PLP has
described the deterioration as occurring with afaum steady state decline in reliability
growth. When examining the relative changes in datiwe failures on both systems it is
relatively simple to identify the main differendestheir performance.

In this case consideration of the cumulative fadurcan identify where outside
“special causes” such as the Coiler throat prob&r data recording scenarios outlined
above have influenced the apparent performancéefsystem. Further research into the
operation of the mill indicated that these chanigethe respective failure rates were also a
reflection of the working pattern placed upon Qo#leby the operating process. As Coiler 4
is situated in front of Coiler 5 it is easier taelit all manufactured product onto this Coiler.
This appears to have been the strategy employ#usroperating period; it was found that
Coiler 4 was the designated coiling unit and haastteken on most of prescribed steel
coiling activity during the observed periods andswiaerefore operating under different and
more severe working conditions.

These results are indicative of the widely différeperating regimes which can be
imposed on two identical systems which were origyndesigned to operate at similar work

rates. The corresponding effects of a disparaté vead on their failure patterns are mirrored



in their respective goodness of fit tests. The tamlthl analysis methods proposed in this

reliability model are intended to enhance the gbitif the deployed analysis system to

identify if any special causes are impinging on sistems operation as they arise during the
period rather than with the benefit of hindsight.

6 DISCUSSION

In undertaking the review of research to suppas work it was identified that there are
no readily identifiable long-term applications efiability modelling techniques suitable for
repairable mechanical systems being applied withiie world-wide manufacturing
environment. One of the main reasons for this ésdisparity of the repairable systems under
review and the range of operating conditions segnthese systems over a long-term
manufacturing period. This means that many of théure data sets produced are not
statistically significant, a factor which makes tfalure data sets unsuitable for many
analysis techniques. The RAM method can be appieeduch systems and has been
engineered specifically to meets these requiremdinis research has shown that the three
level analysis approach used does work in thesescaisd will react to changes in system
operation.

This is a novel approach to the reliability anadysf repairable systems. It is the authors’
opinion that this feature has been one of the megmstraints on the wider application of
reliability analysis techniques for repairable sys$ to date. The analysis methods are
integrated to form a single system and it is thtotige combined use of all three that a
measured response to a change in the system’siliglistatus may be constructed. The
nature of the analysis and monitoring achieved/mesistic, with the end result being more
significant than just the combination of the thneethods. The authors therefore consider that
this has the potential to become an important ackaent of reliability research.

It has been shown through the initial investigadioh the data sets under review that not
all of the results of the reliability analysis mduohgy are proven to be statistically significant.
Through the use of the installed goodness of §itsté is possible to identify the significant
data sets and thus isolate the data that lie autsidthe anticipated behaviour and by
association the incidents causing the change iabigty. This allows the engineer to apply
his experience and knowledge of the machinery terdene the root cause responsible for
the loss of significance. This can lead to theailhestion of a countermeasure such as a change
to the operating pattern, an upgraded machine wise® failure recording method. Further

system analysis such as a reliability centred reasrtice (RCM) activity may be required if



there is no obvious reason identified. It is intethdhat successful implementation of these
countermeasures can be monitored and confirmeldebgie¢ployed methods.

The use of a uniform analysis method is additignddelpful in allowing the
calculated reliability analysis figures to perfoencomparative analysis. This can highlight,
as in the cases of Coiler 4 and Coiler 5, the diffees in working patterns and their
corresponding effects on system reliability. Itesognised that there are alternative analyses
methods that may be more suitable for the religbionitoring of certain process areas.
However the inclusion of additional analysis methachpinges on the ability to perform
cross comparisons between separate systems.

However for this reliability modelling method to brily effective there remains the
considerable requirement of manipulating of thelym®s methods to ensure the simplicity of
operation with the capability to provide readilemifiable analysis results whilst supporting
the ability to perform a deeper investigation itite analyses to withdraw root causes etc. In
this implementation this is facilitated through ttenstruction of a semi- automated analysis
model. The main goal of this research was to iflerahd construct a reliability analysis
model which can be utilised across the whole stedsvplant. The model is expected to be
transferable to alternative operating areas withrtiinimum of modification and access the
operating sections own failure recording databasHse derived RAM system was
constructed using as a series of linked spreadsikedtbooks within which visual basic
macros performed the required operations. The RA®Mesn performed the analysis of the
failure data sets following the three methods aetli in this paper. It was applied to other
areas in the plant as required; the system in teffeted as a template to accommodate the
model’s future application to all other businessaat

The model was designed to be operated from a fpamel which controls the
application of the analyses and the operating nuetlogies needed. The process starts by
initialising the acquisition from the database afure information relating to the Steelworks
area under consideration; the front panel intetexgthe main database and is populated with
the relevant failure data sets and transfers thihé RAM system for the calculation of the
reliability values. Each calculated value is transdd back to populate the front panel
workbook. This process continues until all data $etve been analysed and the workbook is
fully populated with all of the required reliabjlitvalues. The program then automatically
populates several reliability monitoring spreadsh@ath the requested reliability indicators.
Additional detail can be obtained through operatindetailed analysis macro which enables

multiple graphical representations of the systeailare performance and applies goodness of



fit tests to indicate if the selected failure da# is statistically significant. This process is
automated but is instigated by the engineer unkiegahe assessment.

The calculated results for the IMTBF, IncMTBF antMTBF analysis methods are
sequenced in three rows which are relevant to epenating area, as shown in Figure 7
which depicts the area of RAM output for the CaileFhe Front Panel controls all programs
operation through the embedded buttons or drop d@bles, which initiate the relevant
macros when operated. It is designed to allow thekgheet examiner to easily identify any
major deviations in the systems operational rdiigbstatus. The cell formatting is in the
form of a “traffic light” system currently instalieacross the plant. The control parameter is
set at +/- 5%, with identified reliability improveats flagged in green and reductions in red.
The results for the three analysis methods areepted in columns which are constructed
relevant to the four-week operating period. Theaenirworksheet is designed to contain ten

years data analysis results covering the periad ffdeek 0 of 2007 up to Week 52 of 2016.

INSERT Figure 7 Extract from a populated Front Payeksheet for Coilers 4&5

The process mimic worksheet for the section inclgdhe Coilers is shown in Figure
8. This was constructed so that the engineerirf§tald view a one page schematic view of
the current reliability status of the operating gass at the hot strip mill. This schematic
includes all of the operating areas within this ofanturing unit. These are predominantly
presented in a series arrangement with the supporices depicted as running parallel to the

main manufacturing process.

INSERT Figure 8 Process Mimic with area IMTBF rbllay summaries

Situated underneath the icon depiction of each @rézcated a reference box which
displays the relevant time between failures fort tn@a when the sheet is activated. This
worksheet contains three drop down tables whiabwathe process mimic to be updated as
required, all time between values in the processimiadhere to the same colour code
arrangement installed in the front panel worksh&kts diagram is intended to be used as a
comparator to other manufacturing areas. This is\aiutionary development in the use of
calculated system reliability values. This diagraaiti allow high level engineering staff to
compare the overall reliability figures of one meawiuring area against a competing process
or even competing manufacturing plants. This cadsist senior management in identifying



a maintenance strategy which will be cost effectaral could improve overall process
efficiency.

The importance that the integration of this infotima offers to plant management
cannot be overstated. Whilst it is possible tonattea global plant wide approach to asset
management the nature of the behaviour of numesgsiems and sub-systems make this a
very complex task. The timely provision of detaileeiformance and failure information is
vital and the deployed system can play an importafgé in making such information
available at all levels. The integration of thidomrmation in a single system can focus
attention on under (or indeed over) performing aeéh a view to tackling real problems
and making real improvements. Not least of thetattes of this approach is the data capture,
analysis and testing that it supports, thereby xengothe load for such tasks from
maintenance staff and allowing them to concenttae efforts where the most return can be

achieved.

7 CONCLUSIONS

The RAM system was developed to monitor plant wadegormance. This was to be
based upon the construction of a historical refegeto the processes reliability behaviour
from previous operations. This information was thten be the basis of a reliability
monitoring method indicative of system changes agntifying apparent trends in the
system’s behaviour. The model and system enginegreslipport it has been shown to

operate effectively and will:

* Identify the effect of different operating condit®on similar machinery.

* Identify performance differences between differenichines performing similar
tasks.

» Identify discrepancies in maintenance regimes dair tcorresponding effects on
similar machinery.

» Identify the differences in OEM quoted reliabilfigures and the calculated machine

reliability indices obtained through the machineisrking life.

The analysis model works in a retrospective mamaner it must be recognised that,

due to the limitations of the statistical significe requirements, the analysis model should



not be used for reliability performance predictisnmust be accepted that, for reliability
prediction the model can only be applied if the dyess of fit test indicates statistical
significance for the whole data set from model ptms. Even under such conditions it is
necessary to monitor the performance of the systescount for special causes of failure.

The application of this analysis model to additiosections within this steelworks
will allow this comparative aspect of the analysisdel to be expanded. This will allow the
identification of the most suitable machinery ahd most effective operating parameters for
specific applications. In addition the most effeetimaintenance regimes can be identified
and develop to allow a “best practice” regime teehgineered.

This three level RAM approach will allow manufadtgy facilities to identify trends
in reliability data and any disruptive influences their manufacturing processes. This
approach utilises advanced spreadsheet capabilitiesimplify the reliability analysis
techniques. The automation of the reliability as&yspreadsheets allows long term
monitoring of reliability trends which can confiran disprove any remedial actions. This will
confirm that the root cause of failures has beemtifled and the correct remedial action
installed. The installation of a short term anaysiethod into the RAM method will expand
the use of these techniques into the toolkit ohpkngineers and facilitate their use by the
engineers in their day to day operational toolbblxis is an investigative approach to data

analysis that is not currently used within the nfaoturing environment.
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Annex 1. Coiler Failure Data

Coiler 4 Breakdown data
Hours to Breakdown

730.4 776.2 776.4
2564.1 25751 26154
28953 2937.6  2939.1
3917.3 39923  4088.2
6272.4 63749 6517.2
7767.4  7876.2  8245.9
10954.1 11680.9 11838.0
12545.5 12856.4 12947.1
14249.8 14291.7 14311.9
15007.0 15069.6 15199.2
17916.8 17998.7 18012.6
19409.3 19585.8 19833.2
20233.1 20267.7 20386.5
222455 22281.7 22283.2
22906.0 22953.3 22999.7
23231.0 23209.0 23240.4
23351.3 233739 23387.2
23784.1 23939.3 23944.3
242325 243154 24349.9
25760.8 25885.7 25886.2

Coiler 5 Breakdown data
Hours to Breakdown

263.4 1128.2 1393.9
5327.8 5304.6 5305.2
7441.7  7761.0 7863.0
9378.5 9890.1 10102.2
13078.5 13125.4 13420.3
14101.4 14092.8 14094.0
8727.7 17971.0 17971.2
19361.6 19406.9 194135
21379.2 21365.1 21826.0
22724.6 23009.8 23015.5
24084.9 24404.5 24469.4

923.4
2626.2
3105.6
4248.8
6520.3
8312.8
11887.7
13293.1
14314.3
15205.8
18347.7
19843.3
20498.2
224245
23012.7
23245.7
23398.0
23946.8
24636.9
26039.2

1561.4

5764.1

7875.6

10102.5
134225
14614.1
18269.7
19470.2
21886.3
22994.8
24899.2

1149.8

2635.0

3117.7

A777.7

6520.8

8313.3

11967.8
13293.6
14430.7
15244.3
18588.1
19825.3
21103.2
22435.6
23027.1
23268.4
23504.1
23947.6
24717.4
26016.8

1562.8

5892.8

7914.4

10959.0
13451.9
15199.1
18301.1
19596.1
22020.2
23159.5
25760.8

1130.6

2726.4

3130.9

4833.6

6522.4

9229.2

11971.0
13607.4
14455.0
15603.4
18690.2
19826.5
214145
22419.3
23193.9
23277.3
23515.8
24022.2
24788.4
26146.6

1779.8

6132.6

8091.1

11195.4
13593.7
15548.6
18306.8
19736.5
22417.4
23159.8

1512.6

2728.0

3131.3

4893.6

6524.6

9422.8

12158.2
13634.3
14583.2
15893.0
18706.0
19858.0
21439.0
22422.6
23197.1
23279.1
23499.9
24000.3
24841.3
26266.2

1983.3

6222.1

8117.7

11361.7
13607.0
15570.9
18391.0
19766.7
22443.8
23188.7

1660.1
2731.8
3286.1
5289.0
6538.6
9463.7
12249.4
13636.9
14584.0
16044.1
18900.1
19872.6
21777.0
22472.5
23222.3
23259.2
23601.4
24058.3
25045.7

2131.0

6324.9

8153.3

11782.2
13737.9
15557.0
18415.1
19861.9
22445.1
23295.9

2089.2
2789.7
3359.0
5289.3
6573.9
9518.7
123525
13637.3
14600.3
16046.7
18946.9
20084.0
22129.9
22483.0
23223.9
23261.7
23611.1
24116.2
25096.5

2131.1

6495.4

8264.6

11786.9
13731.0
16065.9
18424.0
20506.6
22502.1
23732.7

2144.0
2815.6
3363.2
5542.5
7655.3
9571.6
12398.9
13687.8
14614.4
16079.2
18949.8
20064.8
22130.4
22613.4
23225.9
23317.3
23672.3
24118.0
251511

3271.0

6983.3

8530.7

11851.8
137335
16288.2
19018.3
20567.3
22569.6
23769.0

2208.9
2867.7
3477.4
6041.1
7689.6
9965.2
12413.0
13907.3
14813.5
16293.4
19039.8
20157.0
22131.2
22722.5
23228.2
23335.4
23793.9
24172.2
25571.8

5027.2

7323.9

8727.7

11876.9
13774.4
16293.2
19029.6
20820.9
22613.8
23801.8

2296.2

2880.0

3744.3

6168.3

7734.2

10023.8
12492.6
14240.8
14868.0
16478.1
19260.2
20229.2
22132.2
22724.8
23229.2
23338.7
23806.6
24209.5
25575.0

5287.6

7324.4

8868.2

12393.6
14082.2
16426.1
19330.9
21044.9
22645.2
23978.8

2368.2

2862.2

3856.8

6245.8

7759.0

10313.1
12496.7
14248.2
14858.7
16479.2
19327.9
20230.4
22238.9
22852.8
23230.0
23340.3
23807.2
24196.5
25729.6

5288.9

7415.8

8868.4

12394.3
14086.5
16479.1
19336.2
21145.9
22645.8
24080.6



