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Abstract

Cardiff University

THE ADSORPTION AND REACTION OF KETONES ON THE
SURFACE OF GROUP 10 METAL CATALYSTS,
A DENSITY FUNCTIONAL THEORY STUDY

by Rajinder K. Mann

The hydrogenation of ketones over cinchona modified transition metal surfaces is an
important step in many applications in heterogeneous catalysis, such as the production
of unsaturated alcohols from a-p unsaturated ketones. In the gas-phase simple ketones,
such as acetone, do not have a significant population of the enol isomer. Even so
deuterium exchange studies clearly point to the involvement of the eno! form in
hydrogenation catalysis over some group 10 metals.

Two different aspects of the nature of the intermediates involved in the model
enantioselective hydrogenation reaction are investigated in this work. In Chapter 5, a
combined semi-empirical and ab initio conformational analysis of cinchonidine reveals
four stable structures of the alkaloid, two Open and two Closed forms. The reaction
energies for the formation of the diastereomeric complex between protonated
cinchonidine conformers and the s-cis and s-trans isomers of ethyl pyruvate and butane-
2,3-dione are used to predict the relative concentrations of these intermediates. For both
reactants, the complex involving the Open(3)H" structure with the s-cis conformation of
the reactant, favouring the pro (R) lactate and hydroxybutanone are optimised to be the
dominant intermediates formed in the hydrogenation reaction, providing theoretical
enantiomeric excesses of 33% and 98%, respectively.

In Chapters 6 and 7, periodic density functional theory calculations are used to
examine the chemisorption of formaldehyde and acetone as model keto groups for the
pyruvate on (111) surfaces of Pd and Pt. To test computational methods the adsorption
of ethene on Pt(111) is investigated. The CASTEP program is found to overbind the
ethene molecule to the surface. The corresponding adsorption energies are
overestimated by between 10 and 20% when compared to analogous data generated
with the VASP code. The overestimation is caused by the use of ultrasoft
pseudopotentials generated at the local density approximation level. Reliable
adsorption data for the chemisorption of formaldehyde and acetone is obtained with the
VASP program, which uses pseudopotentials based on the projector augmented-wave
model. The relative energies suggest that the Pt surface is more reactive than the Pd,
and that the adsorption of the enol isomer of acetone is thermodynamically stable
compared to the keto form. Small activation barriers for the favourable modes of
chemisorption are calculated.
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Chapter 1

An Introduction to Catalysis and the Design
of New Catalytic Systems



“Many bodies...have the property of exerting on other bodies an action which is very
different from chemical affinity. By means of this action they produce decomposition in
bodies, and form new compounds into the composition of which they do not enter. This new
power, hitherto unknown, is common both in organic and inorganic nature...I shall call it

catalytic power. I shall also call catalysis the decomposition of bodies by this force”.

J. J. Berzelius, Edinburgh New Philosophical Journal, XXI, 223, (1836).
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century, which marked the origin of the term catalysis in a scientific context. Originally
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postulaied to aescribe a numoer of experimental observations such as the discovery ot

ammonia decomposition by metals (Thenard, 1813) and the rate of decomposition of

reactions to proceed via the surface of solids that possessed some form of “catalytic
force”. In so, creating a whole new branch of chemistry and philosophy.

A multitude of studies have been conducted since the postulate in an attempt to try
and understand catalytic phenomenon Z.e. materials which accelerate chemical reactions
by reducing the activation energy, £, (figure 1.1), with the most influential work

achieved in the early to mid twenticth century.

A

Ea without a catalyst
2, with a catalyst

Energy

Products

.

Reaction Coordinate

Catalytic systems can be split into two broad categories (1) homogeneous; where all
o r [~ T/ <
the reacting partners are present in one phase, usually the liquid phase. A diverse range

of dissolved homogeneous catalysts are known for example, Bronsted and Lewis acids
and bases, metal complexes and ions, organometallic complexes, organic melecules and

natural and artificial enzymes. Nowadays, the terminology “homogeneous catalysis”

often refers to catalysis with organometallic and coordination complexes. Over the past

‘)
w

e |
our decade

I~

this has lead to a large number of industrial applications such as the
processes of oxidation of ethene to ethanal, ester condensation to polyesters, and the

hydrosilylation of alkenes etc, (details of which can be found in other wotks on this

topic [1]). (2) Heterogeneous catalysis; where the cata

ys d reaciant are in differer

)
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phases. Since the beginning of the twentieth century this form of catalysis has been the
mainstay of bulk chemical manufacture and processing [2].

A third branch of biological (enzymic and living cell) catalysis exists where enzymes
aid biological reactions by providing sites in which a reaction between two biological
molecules can easily occur. As the process is very much sensitive to the shape of the
enzyme and how accessible the active site is to the reactant species efc, reaction
temperature plays a governing role. Unlike traditional industrial catalysts, enzymic
activity reaches a maximum at a given temperature (typically close to the temperature of
the organism that is using the enzyme) with selective action greater than solid surfaces.
Much of today’s biological catalysts are considered to be analogous to heterogeneous
systems.

All three types of catalysis are evident in modern day industrial applications e.g. the
most recognisable heterogeneous catalytic process of the hydrogenation of vegetable
oils using Ni supported silica for the production of margarine [3], the homogeneous
process of hydroformylation of alkenes to aldehydes essential for the manufacture of
solvents, detergent and plasticiser alcohols [4] and the enzyme usage of malic acid
dehydrogenase for the improvement of fruit juices and wines [5]. It appears that
heterogeneous catalytic systems with their advantages of separation from the product
over homogeneous (despite its enhanced reaction control) are more economically viable
for large-scale industrial use. For enzymic catalysis, product separation occurs via
specific biochemical pathways.

Industrially, the most important aspect of catalysis is the ability of the catalyst to
provide the required products with high selectivity and with the minimisation of the
production of wasteful, unwanted side products. In particular, chiral products should
ideally be produced with high enantioselectivities. A particularly challenging aspect of
selectivity is the need to produce chirally selective catalyst systems that will allow the
production of a single enantiomer of a desired product. As a result, bench-level catalyst
performance has been researched for several decades with efforts directed towards
improving the activity and lifetime of the catalyst through the gradual refinement of
catalyst formation and reaction conditions.

In recent times the pressure to adopt cleaner technologies has increased the urgency
for the chemicals industry to revise their synthetic routes so as to achieve optically pure
products via atom-efficient and green methods. Of course, all three branches of

traditional catalysis are affected by such demands, however, heterogeneous catalysis
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poses difficulties in the sense that few reactions are known which provide high optical
yields, let alone are the principles that govern enantioselectivity at the solid surface
completely understood.

Heterogeneous catalysis mainly used for the production of fine chemicals is the
prime concern of this thesis. At present, new heterogeneous systems are being based on
homogeneous, transition metal catalytic complexes with tailored ligands as they have
shown exceptional powers of selectivity.

Experimentally, enantiomeric excess (ee) is used to gauge the utility of a catalyst in
terms of the amount of the preferred chiral product produced compared to that of the

opposite enantiomer. The ee of a reaction is defined by the equation:

P, |-|P,
ee={ X ‘S}XIOO (Equation 1.1)

-
P ]+ [P

where [Pgs] stands for the concentration of the product in its R or S enantiomer.
Enantiomeric excess is always quoted as a positive percentage, and so this equation is
appropriate for the case when the R enantiomer is favoured.

Although very cheap acids and bases are fit to catalyse the majority of modern
synthesis reactions, more demanding catalysts based on metals and oxides of various
kinds are required for complex products. Such materials possess very high surface
energies that are therefore very active towards many catalytic reactions. For the
synthesis of fine chemicals, precious metal catalysts are used and often drastic measures
have to be taken to amend the limited reactivity of the elementary metals [2]. The
active sites of most heterogeneous catalysts involve the mounting of the pure metal onto
a suitable support such as alumina or silica oxides as this helps to reduce the rate of
sintering of metal particles [2]. With metal surfaces prepared in this way it is extremely
difficult to achieve chiral selectivity in heterogeneous catalysis, as they possess no
inherent chiral qualities [6]. In principle, chirality can be induced by adsorbing a chiral
substance known as a modifier onto the active phase of a conventional supported metal
catalyst [6].

Nowadays, catalyst modification is a strategy that is applied widely in heterogeneous
catalytic hydrogenation. The addition of organic modifiers to either the catalysts or to

the reaction mixture is known to enhance the selectivity and activity of the system [7].
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However, in reality modification has only been successful for a limited number of
reactions because of the high substrate specificity of certain catalysts i.e. a particular
combination of a metal and a modifier is enantioselective only for a rather narrow class
of starting materials [7].

Historically, over half a century ago Lipkin and Stewart were the first to report the
effects of modification by treating Ni catalyst with glucose and Pt catalysts with
cinchonine (CN) [8]. Since then a number of modified metal catalysts have been
examined for a variety of reactions [2] and among those the first to be catalysed by a
heterogeneous chiral catalyst with high and reproducible optical yields was the
hydrogenation of B-ketoesters. The best system of this type and certainly the most
reviewed is the modification of Ni with tartaric acid [9]. The second most popular
reaction with great industrial relevance is the enantioselective hydrogenation of a-
ketoesters using Pt catalysts modified with cinchona alkaloids [10-13].

Due to the major advances in several fields essential for catalysis such as surface
analytical instrumentation, surface science, organometallic chemistry, theoretical
techniques, solid-state chemistry, material science and reaction engineering detailed
mechanistic studies of these systems have emerged [14-16].

With a change in attitude towards the design of solid catalysts from the purely
traditional empirical routes towards rational methods, a clear understanding of the above
systems on both the macro and microscopic levels is essential to guide the rational
design of future enantioselective heterogeneous hydrogenation catalysts open to a
variety of starting reagents. At present, the well established hydrogenations of - and
a-ketoesters over modified group 10 metals stand as good starting points and model
systems for similar research ventures within the catalysis community.

Unlike empirical methods, rational design of a catalyst not only requires the
knowledge of the reaction mechanism but also an understanding of the control of the
crucial structural and chemical properties of the solid catalyst under reaction conditions.
To help facilitate this new concept of design, analytical techniques have developed to
characterise catalyst surfaces under reaction or near reaction conditions to reveal the
nature of adsorbed surface species and their concentrations, whereas, isotope tracers and
dynamic techniques can distinguish between catalytically important and spectator
species. Surface science techniques based on particle scattering, spectroscopy and

diffraction can essentially provide data to help gain insight into the molecular-level
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understanding of the elementary processes on which catalytic reactions are based.
Whereas, recent advancements in molecular modelling, particularly quantum chemical
techniques at the ab initio and semi-empirical levels have broaden the scope of systems
to be investigated and is now used as a valuable tool in aiding the understanding of
molecular interactions relevant to catalytic processes and catalyst design.

The general consensus for the reaction mechanism of a heterogeneous catalysis can

be summarised in a few simple steps, as illustrated below (figure 1.2).

Step 1 Reactant + Catalyst
|

Step 2 Reactant/Catalyst
L

Step 3 Product/Catalyst
|

Step 4 Product + Catalyst

Figure 1.2: Flow chart for the steps involved in a reaction catalysed by a heterogeneous catalyst. Figure

obtained from reference 17.

It is commonly assumed that the reactant molecules absorb at active sites onto the
surface of the catalyst. This adsorption is accompanied with the formation of weak
bonds between the reactant molecules and the catalyst, which ultimately causes the
other bonds in the reactant molecule to be stretched and weakened. The weakened
structure is then converted to another complex, which in essence is the product attached
to the catalyst. Eventually, the complex breaks down to release the product molecule
leaving the catalyst surface free to interact with another reactant molecule.

For enantioselective heterogeneous catalysis the problem in the mechanism lies in
the origin of selectivity, at present, as discussed in Chapter 2, section 2.2.11 it is
debatable as to whether the preferential favouring of one chiral diastereoisomer

complex over the alternatives is thermodynamically or kinetically controlled.
1.1. Research Aims

This research project was part of a large collaborative effort involving a team of

industrialists and academic co-workers under the PI-IMI (Process Industries, Innovative
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Manufacturing Initiative) programme [18] to develop and enhance existing trickle bed
technology for heterogeneous catalysis using silica supported Pt for hydrogenation
reactions, with the aim of scaling up from the bench to the industrial level. Although,
the experimental side of the project is tackled in parallel to this work at Cardiff [19], the
specific role of this computational study is to expand the current scope of knowledge
concerning hydrogenation reactions with a view to understanding enantioselectivity, in
particular focussing on the nature of chemisorbed intermediates on transition metal
catalysts.

With reference to the model hydrogenation reaction of a-ketoesters into product (R)-
and (S)-lactates over cinchona modified Pd and Pt catalysts, mechanistic models have
identified the importance of the keto group to interact with the modifier to promote
selectivity and induce a rate enhancement [15,16]. However, these models neglect the
concept of the hydrogenation of the pyruvate to be activated via an adsorbed enol
species, despite them being characterised and confirmed on the catalyst surface [20-22].

The simplest tautomerism to be modelled is the keto-enol equilibrium of acetone
(figure 1.3), and the energetics of this system will help confirm whether or not this is a
viable route for the hydrogenation of oa-ketoesters. The information gained will
hopefully prompt further investigation into the role of the eno/ and enolate species as
possible transition state intermediates in hydrogenation reactions and thus refine
existing mechanistic models, for which new modifiers and heterogeneous

hydrogenation catalysis are modelled upon.

Q OH
)J\
D
H 3C C H 3 HzC C H3
Keto tautomer Enol tautomer

Figure 1.3: Keto-enol tautomerism for acetone.
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Hydrogenation of Pyruvates and Butane-
2,3-dione Using Cinchona Modified Group
10 Catalysts and Related Systems
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2.0. Introduction

As highlighted in the previous Chapter, the explicit nature of enantioselective
hydrogenation reactions is of interest to this research to improve existing industrial
methods. In this section, a general review of the experimental observations as well as a
discussion regarding the origin of enantioselectivity in terms of a valid mechanistic
model for the hydrogenation reactions of a-ketoesters over cinchona modified Pt and Pd
surfaces will be addressed.

Computationally, it is expensive to simulate the catalytic adsorption of these large
molecular systems and so this research focuses on the chemisorption of smaller
component systems of the pyruvate reaction. Since experimental evidence suggests that
the keto group is hydrogenated in the a-ketoesters, the systems of interest include
formaldehyde and acetone intermediates. For the latter species, it is well known that a
keto-enol equilibrium exists, and so the literature is assessed to clarify the behaviour
and adsorption mode in both keto and enol form on the low index surfaces.

Although, steady progress is being made to expand the scope of the cinchona
modified Pt catalysts [1-3], at present one of the new systems showing promising ees is
the butane-2,3-dione [4]. Since a theoretical approach is considered in this work, details
of the experimental results for the reaction are considered here.

Finally, to identify an appropriate computational method to investigate the effect of
chemisorption of the adsorbates mentioned above, we will consider the interaction of
ethene with the (111) surface of Pt in future chapters, since literature reference
calculations are available for comparison [5]. As this study plays a significant role in
this research, with the results validated against the available thermodynamic data, it

seems appropriate to briefly discuss the general literature concerning this system.

2.1. A Brief History into Enantioselective Catalysis

For enantioselectivity to be achieved under metal-catalysed conditions, it is essential
that the reactions take place in a chiral environment. During hydrogenation,
conventional metal catalysts lacking chiral environments will yield enantiomers in
racemic mixtures only, thus to induce enantioselectivity a chiral environment maybe

achieved by one of two methods. The first of which, involves supporting a metal

12
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complex active phase on a chiral support with the second, involving the adsorption of a
chiral modifier onto the active phase of the metallic catalyst.

In the early 1930s, Schwab pioneered the first approach by examining the optical
yields from metals supported on cleaved quartz surfaces; unfortunately these
enantiomeric yields were very poor [6,7]. Seven years later, Lipkin and Stewart
introduced the reactions of Raney Ni modified by glucose and of Pt modified by the
alkaloid CN [8]. Reasonable optical yields were achieved and so Lipkin and Stewart
were successful in demonstrating the potential for catalysis modification for
enantioselective reactions. In 1956, with the use of Schwab’s technique, a group of
Japanese chemists working on Pd/silk catalysts were able to sustain relatively high
enantioselectivities (ees 66%) for the hydrogenation of carbon-nitrogen and carbon-
carbon double bonds in a number of complex molecules [6-11].

However, more recently the second method of catalysis modification has come into
the foreground. For example, extensive studies by Blaser and Miiller [9] in which fifty
or so enantioselective catalyst reaction combinations were screened, forty of them
resulted in higher ees for hydrogenation reactions with the use of modified
heterogeneous catalysts rather than the conventionally metal supported systems.

At present, three main groups of chiral modifiers or auxiliaries: alkaloids, a-hydroxy
acids and a-amino acids dominate the known heterogeneous catalytic enantioselective
hydrogenation chemistry. Despite the vast range of chiral compounds, only a few of
them are effective in heterogeneous catalytic systems. The most well known examples
include the asymmetric hydrogenations of B-ketoesters by Ni catalysts modified by
optically active acids such as tartaric acid and amino acids [12-18] and a-ketoesters
hydrogenated over cinchona modified Pt and Pd catalysts as well as Pd-vinca alkaloid
systems [19-22]. The work of this thesis is generally focussed around the possible

adsorbed intermediates involved in the latter reaction.

2.2. The Hydrogenation of a-Ketoesters over Alkaloid Modified Pt Catalysts

2.2.1. The “Orito” Reaction

In 1978, Orito, Imai and Niwa investigated the enantioselective hydrogenation of

methyl pyruvate (MtPy) using a Pt/C catalysis modified by the adsorption of the
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alkaloid cinchonidine (CD). Under conditions of 70 bar pressure and room temperature
with ethanol as solvent [23] R-(+)-methyl lactate was achieved in excess only when CD
or quinine (QN) was used as the modifier. When switching to the alternatives CN or
quindine (QD) [24] the S-(-)-lactate was preferentially produced. The reaction scheme
below (figure 2.1) illustrates the hydrogenation of MtPy catalysed by cinchona modified
Pt catalysts as observed by Orito et al. [23,24].

CDor QN

HaC CHs Hy, PUC

0 CNorQD
Methyl Pyruvate

(S)-Methyl Lactate

Figure 2.1: Summary of the “Orito” reaction. Refer to figure 2.2(1-2), for structures of the modifiers
and related alkaloids.

Elaborating on their initial findings and extending their range of enantioselective
hydrogenation reactions, the group was further able to demonstrate that under a variety
of polar and non-polar solvents the related ester ethylbenzoylformate readily converted
to R-ethylmandelate with the Pt/CD system [25,26]. Work continued on this reaction
until 1982 [24-26] with their published papers focussing on various aspects of the
reaction, some of which are highlighted here.

The exact experimental procedure used by Orito et al. [23,24] involved a number of
steps starting with (i) the reduction of the Pt/C catalyst, followed by (ii) the
modification of the catalyst by immersion in a 1% solution of the alkaloid modifier, (iii)
washing and finally (iv) the transfer of the modified catalyst to the high pressure
reactor. The sensitivity of the optical yields obtained (defined as % R and % S and vice
versa depending on the choice of modifier) were found to depend on experimental
variables such as the origin of the catalyst support, the reductant used to activate the
catalyst, the temperature of catalyst activation, the solvent and, of course, the exact

nature of the alkaloid used in the reaction mixture.
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2.2.2. Renewed Interests in the “Orito” Reaction

A sudden surge of interest in the “Orito” reaction, with respect to optimising the
yields and understanding the origins of selectivity came about in the 1990s, with
continued efforts still reported today. At present, there are clearly three leading
catalysis groups working on the system: the British group directed by Hutchings [27] in
collaboration with Wells [28] and co-workers (original work conducted in Hull,
England with recent contributions from Cardiff, Wales) and the collaborative effort
between the Swiss colleagues Blaser [29] and Baiker [30] and their co-workers based in
Basle and Zurich, Switzerland. Each of these groups have studied the effects of the
enantioselective hydrogenation of a-ketoesters over a range of reaction variables under
experimental conditions similar to those reported by Orito et al. [23-26].

In an attempt to understand the reaction mechanism so that the concepts developed
could be extrapolated to other enantioselective reactions their efforts are based on
studying the reaction rates and product ees. To accomplish this, the latest studies
incorporate catalytic amounts of supported Pt on silica (SiO,) [31-36] or alumina
(Al,03) [37-41] in the presence of catalytic amounts of cinchona alkaloids under a range
of experimental conditions e.g. substrate concentrations, temperature, H, pressures
(ranging from 10-100 bar) and solvents (of different polarities). The effects of these

reaction variables on the hydrogenation reaction are discussed below.

2.2.3. Cinchona Modifiers

To date all of the major cinchona alkaloids have been used as modifiers. Common to
these structures (figure 2.2, alkaloids (1-3)) are the two heterocycles, the quinuclidine
and the quinoline ring. The QN (figure 2.2(1b)) and QD (figure 2.2(2b)) structures
differ from CN (figure 2.2(2a)) and CD (figure 2.2(1a)) through the methoxy group on
the quinoline ring. The major alkaloids are differentiated by their configuration at Cg
and Co. Each alkaloid possesses four chiral centres with those at C3 and C4 being

common to all of the cinchona alkaloids [42-44].
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Figure 2.2: Structures of cinchona maodifiers, (1a) and (h): CD and ON, (2a) and (b): CN and OD, (3a),

—

(6) and (c): HCD, methoxy and desoxy alkaloid. For CD, forsional angles labelled 1, (C;-C,-Cy-Cy), 1,

(C;-Co-Cs-N) and t; (Cy~-Co-Cs-Cy) govern the conformation of the alkaloid. Figure obtained from

v

reference 435,

A definite relationship exists between the alkaloid used to modify the Pt catalysts and
the product enantiomer formed, generally both CD and QN give rise to the (R)-a-
hydroxyester in excess whereas CN and QD favour the alternative (S) enantiomer [24]
(refer to figure 2.1). However, when MtPy is hydrogenated over modified Pd (4% Pd
on Fe;0;) at 293K and 10 bar pressure, the ees observed are smaller and in the opposiie
sense to the corresponding reactions over Pt [41]. On Pd metal CN gives rise to the R-
product in excess while CD gives the S-product [41]. For the Pd/aiumina system
modified with simple derivatives of CD the same results are observed i.e. lower ees
with the (S)-product favoured [46,47].

Only two of the chiral centres, those determined at Cg and Cy are thought to be
involved in the enantioselection process whereas that at Cs; is most definitely not. If this

site is ignored, then structures 1 and 2 (figure 2.2) i.e. CD and CN are mirror images.

e

The actual configurations of the “active”™ chiral sites Cg and Cy are the same in QN and

Not only does the modifier provide the chiral environment for the catalyst to
encourage reaction enantioselectivity but also its presence, compared to unmodified Pt

the only suitable modifiers to provide the appropriate chiral environment on the Pt and
Pd catalyst, although their simple derivatives have been reported to yield small ees such
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as certain ephedrine derivatives [40]. The use of 10,11-dihydrocinchonidine (HCD,
figure 2.2(3a)) has been reported in a number of cases to be more selective yielding
higher (R)-a-hydroxyester ((R)-lactate) ees than CD [33,40]. Additional studies have
revealed that ee is not influenced by the presence of a Cy methoxy group (figure
2.2(3b)) [48] suggesting that hydrogen bonding to the substrate via the OH group does
not occur. However, product ee was found to decrease significantly on removal of the
chiral centre at Cy (figure 2.2(3c)), indicating that the presence of oxygen on Cy is in
fact beneficial to the reaction [48].

Kinetic studies of EtPy hydrogenation have indicated that not only is the enantio-
differentiation, ed (the process of obtaining product enantiomers) induced but also the
rate acceleration, ra, which is defined in this case as the acceleration in reaction rate of
the hydrogenation process. For the pyruvates the ra is found to alter from a factor of
10-100 under the presence of a cinchona modifier compared to an unmodified reaction
[32,40].

2.2.4. Modifier:Catalyst Ratios

Generally, for experiments in which the modifier:catalyst ratio has been varied a
maximum ee and reaction rate is observed when a given amount of catalyst is modified
by small amounts of alkaloid. The addition of further amounts of modifier was found to
have very little or no effect on the rate or the enantioselectivities [35,40]. Under the
conditions of these studies the modifier adsorption was discovered to be reversible.
When CN is added to a CD/Pt catalyst the yield of the (S)-lactate is found to increase as

the reaction proceeds [49].

2.2.5. Catalyst Morphology and Supports

When considering the properties of the supported Pt catalyst, proper Pt dispersion
[38], support material [40,50] and pore size distribution [51] are important. A number
of different supports have been reported to be effective for the enantioselective
hydrogenation, the majority of work conducted by Wells er al. have been with the well
characterised EUROPt-1 (6.3% Pt/SiO,) [36] system whereas Baiker and Blaser opt for
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the original PYC and Pt/Al,O; catalysts [37,40,52]. Other successful approaches
include the use of zeolites [50] and polymer-stabilised colloidal Pt [53,54].

To investigate the performance of catalyst specification on pyruvate hydrogenation
Blaser and co-workers prepared a variety of Pt/Al,O3 catalysts using different Pt and
alumina sources under a range of impregnation methods and reduction procedures.
Under their experimental conditions they concluded that there is no direct correlation
between the metal surface area of the catalyst and the overall performance in
hydrogenation [37-39,40,52], although catalysts with either low dispersions or large
metal particles were found to provide the highest ees [39]. This dispersion versus ee
relationship is the basis of the template mechanism (to be discussed later) proposed by
Wells et al. [55].

2.2.6. Solvents

Solvents are important because they can influence the catalytic behaviour by
affecting the solubility of reactants (a-ketoester and hydrogen), as well as their
interaction with the modifier, a-ketoester and Pt surface. Solvents with a dielectric
constant (g;) in the range of 2-10 are found to be most applicable to the reaction [37].
Acetic acid (g, = 6.2) and toluene (g, = 2.3) are the most suitable solvents, as the former
affords an ee reaching over 95% under optimised conditions [56,57]. Under acetic acid
conditions the quinuclidine N-atom of the CD is found to be protonated [58]. Although
the use of alcohols, such as ethanol and propanol (g; ~ 30) can afford reasonably high
ee, they tend to be avoided because under the presence of basic modifier the solvents

undergo side reactions leading to the formation of an undesired hemiketal [59].

2.2.7. The Mechanistic Debate for a-Ketoester Hydrogenation

Despite the great wealth of data accumulated over the years the exact mechanism for
the reaction is still unclear especially the nature of the interactions responsible for the
observed ra and ed steps [32,33,45,55,60-65]. However, it is generally thought that the
reaction of the adsorbed species at the catalysed Pt cinchona modified surface governs
the inducement of these effects. A number of models to help predict a plausible

mechanism for the reaction have been proposed, and these are based on two different
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proposals for the interactions responsible for the ra and ed steps. The first involves the
modifier-active phase (Pt) interaction and the second envisages modifier-substrate
interactions taking place in the liquid phase.

Earlier concepts namely the template [32,33] and the ligand acceleration models
[60,61] favoured the modifier-metal interaction but failed to discuss the exact chemical
nature of the interactions. Advancing on these theories and accounting for the shortfalls
of the existing models Augustine et al. proposed another model, which again was based
on the Pt-modifier interaction [55]. However, with the aid of computer modelling
Margitfalvi et al. over the last ten years or so have been able to perform molecular
mechanics calculations to reinforce their contrasting opinion as to the nature of
interactions controlling the ra and ed steps. Based on experimental evidence obtained
in earlier studies [49,64-67] they suggest that the ed step occurs via the formation of a
weak substrate-modifier complex in the liquid phase.

Generally, the mechanistic models have been tested by the systematic variation of the
reactant and modifier structure and more recently by theoretical calculations as there is
a lack of in situ spectroscopic data. The models tend to focus on the aspects of chiral
induction and tend to neglect the occurrence of hindering side reactions, which are well
documented [68]. The proposed mechanistic models for enantioselectivity are briefly

discussed below.

2.2.8. The Template Model

In 1990, Wells and co-workers proposed that the enantioselectivity observed in the
hydrogenation reaction over cinchona modified Pt was due to the formation of an
ordered array of CD molecules on the Pt surface, producing an array of chiral template
sites for adsorption of the reactant [32]. However, adsorption studies on single crystal
Pt surfaces later revealed that it was impossible to accommodate the assumed ordered
array [55]. Although, recently scanning tunnelling microscopy (STM) studies by Ravel
et al. have illustrated the adsorption of ordered structures of chiral hydroxy and amino
acids on Cu [69].

As more and more experimental data became available, the original template model
was continuously refined, in the last version (1994) the authors discarded the
importance of the ordered array and proposed the formation of a 1:1 complex in which

the reactant interacts with the modifier [55], (the basis of all other models). In this
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approach they assumed an N-H-O type H-bond interaction between CD in its most
stable Open(3) conformation and the s-frans pyruvate ester, as illustrated in figure 2.3.
The half-hydrogenated state under solvents such as toluene can also be sufficiently
stabilised by the chiral base [70] and bond polarisation due to the H-bond may explain

the ra.

Open conformer of CD

Figure 2.3: Reaction intermediate proposed by Wells for the heterogeneous enantioselective
hydrogenation of EtPy over CD modified Pt. Note that the Pt surface (not drawn) lies below the complex.
Figure obtained from reference 68.

2.2.9. Augustine’s Model

A completely different approach involving the edge-on adsorption of CD via the
quinoline N atom was proposed by Augustine in 1993 [45]. This was later changed to a
parallel adsorption mode with respect to the Pt surface. The active site for the
hydrogenation reaction was assumed to be a coordinatively unsaturated metal adatom
[71]. In both the earlier and latter model a “bidentate” complex was proposed in which
the CD and the a-ketoester stabilise via the formation of a six-membered ring, (figure

2.4).
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Open conformer of CD

Figure 2.4: Reaction intermediate proposed by Augustine for the heterogeneous enantioselective
hydrogenation of EtPy over CD modified Pt. Note that the Pt surface (not drawn) lies below the complex.
Figure obtained from reference 68.

In this arrangement, the lone pairs of the quinuclidine N and O atom of CD interact with
the C atoms of the keto and ester carbonyl groups of the pyruvate ester, respectively.
Feasibility for this complex was argued in terms of the ability of alcohols and amines to
react with activated ketones via nucleophilic attack at the carbonyl group.

However, one of the major limitations of the model is that it cannot interpret the
enantioselectivity observed when the chiral N-base modifier is protonated, i.e. the good
ee achieved when for example, CD is replaced by CD-HCI [72], or the result of an even
higher ee on methylation of the Co-OH group of CD (as in the case of O-methyl-CD
(MeOCD) or O-methyl-HCD (MeOHCD) [68,73]). This is because interaction between
the “bidentate” complex and either of these modifiers would be sterically hindered.

The importance of the proposed active sites for hydrogenation i.e. unsaturated corner
atoms and adatoms are also questionable when considering the yields achieved with
colloidal Pt (consisting of small particles) [54,74,75] or with the extended flat surfaces
of heat treated Pt/alumina [76,77].

2.2.10. The Shielding Model

In this model the 1:1 complex between the a-ketoester and the modifier is envisage
to occur in solution via an electronic interaction involving the aromatic ring of the CD
with the m-orbitals of the reactant [78,79]. The complex adsorbs on the Pt surface via
the unshielded side of the reactant (figure 2.5) resulting in the preferential formation of

one predominant enantiomer, and is thus termed the “shielding” model.
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Figure 2.5: Reaction intermediate proposed by Margitfalvi for the heterogeneous enantioselective
hydrogenation of EtPy over CD modified Pt. Note that the Pt surface (not drawn) lies below the complex.
Figure obtained from reference 68.

The desired geometry of the complex, one in which a simultaneous activating
interaction occurs between the quinuclidine N of the modifier with the carbonyl C atom
of the pyruvate ester, can only be achieved with the CD existing in its closed
conformations. The activated complex is thought to be hydrogenated either via an Eley-
Rideal [65] or Langmuir-Hinshelwood type mechanism [80].

Although it is highly feasible for the reactant and the modifier to interact in solution,
the complex cannot control or direct the enantioselection on the Pt surface.
Unfortunately, this model contradicts a number of experimental observations such as:
(i) it cannot interpret the high ee observed once the quinuclidine N atom of CD is
protonated. (ii) Account for the observation made by Bartok and co-workers [81,82] in
which no ee was lost for the EtPy hydrogenation when the modifier was fixed in an
open conformation, or explain the 76% ee afforded by the a-isocinchonine, which
primarily exists in an “anti-open” conformation [83]. The shielding model states that
only the closed conformations of the cinchona alkaloids can provide the ed, whilst the
open forms give rise to the racemic product mixtures. (iii) On a kinetic basis the model
is invalid as cited by two independent studies [84,85]. (iv) The model also fails to
adequately interpret the ra observed in the presence of trace amounts of chiral modifier
[86]. For example, Margitfalvi et al. achieved 56% ee to (R)-lactate with a pyruvate/CD
molar ratio of 1.5 x 10°, and a ra of 5.5 compared to the unmodified reaction [87]. The
low modifier concentration (6.8 x 10 M) limits the concentration of the proposed CD-
pyruvate complex in solution. The adsorption rate of the reactant-modifier complex is
expected to be very low. This is thought to limit the overall hydrogenation rate

assuming a Langmuir-Hinshelwood mechanism [80]. To obtain the observed 5.5 fold
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ra, the intrinsic reaction rate should be higher by a factor of 8 x 10> compared to the

unmodified reaction, an unrealistic scenario.
2.2.11. Baiker’s Model

The two-step, two-cycle mechanism of Baiker ef al. is at present the most widely
accepted approach [86]. Originally, the group’s efforts were carried out in parallel with
Wells’ work and during the period of 1993-1994 a model for the enantioselection in
acetic acid (AcOH), the best solvent for a-ketoester hydrogenation was devised. Under
this solvent the quinuclidine N of the CD is found to be protonated, reinforced by
theoretical calculations [59]. A complex involving the protonated quinuclidine N of the
CD interacting with the kefo-carbonyl O atom of the pyruvate ester was proposed
[62,88]. The diastereomeric transition states in AcOH [89] were later shown to be
similar to those predicted by Wells ef al. for aprotic solvents [55] (figure 2.3). In these
complexes the attractive interaction between the reactant and the modifier arises from
the N-H-O H-bond. In AcOH a direct interaction between the protonated CD and the
reactant can occur whereas under ethanol and toluene a half-hydrogenated state of the
pyruvate ester is formed first before the modifier interacts [86,90].

Molecular modelling calculations preformed in 2000 showed how both MtPy and
EtPy could interact with the quinuclidine N of CD in either its s-cis or s-trans
conformations via a bifurcated H-bond [91,92] (figure 2.6). The latter complex (figure
2.6(a)) thought to yield the (R)-methyl lactate upon hydrogenation was found to be
energetically less stable but more reactive than the former complex (figure 2.6(c)). The
92% ee was accounted for by the calculated energy difference of 7.5 kJ mol™! between
the two complexes. This was found to be in good agreement with experiment.
Analogous to this, the 0.8 kJ mol energy difference between the s-cis complexes
(figure 2.6(b) and (c)) in favour of the pro (R) structure was thought to correspond to an
ee of 17%, in contrast to experiment. For MtPy, the hydrogen-bonded complexes
involving the s-cis conformer were predicted to be more stable than the corresponding
s-trans complexes.

The effect of solvent by applying a reaction field method, was found to reduced the
energy differences between the various complexes. At this stage the s-cis MtPy was

found to complex with the protonated CD with the reactant forming a bifurcated
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hydrogen bond to the quinuclidine H involving the oxygen atoms of both carbonyl
groups. For the pro (R) complex the average hydrogen bond distances to the keto
groups were found to be shorter and hence more likely to be hydrogenated than the pro
(S) complexes and the alternative s-trans MtPy. Further calculations highlighted the
fact that the complexes are relatively flexible with the effects of repulsion between the

MtPy and the “anchoring” quinoline ring of CD influencing ed.

Open conformer of CD: s-trans pyruvate

(b) (©

Open conformer of CD: s-cis pyruvate Open conformer of CD: s-cis pyruvate

Figure 2.6: Reaction intermediates proposed by Baiker for the heterogeneous enantioselective
hydrogenation of EtPy over CD modified Pt. (a) Most reactive diastereomeric complex, (b) least reactive
and least stable complex and (c) most stable complex, as modelled in reference 91 and 92. Note that the

Pt surface (not drawn) lies below the complexes. Figure obtained from reference 68.

The general mechanism (figure 2.7) incorporating the model assumes that the active
chiral sites associated with the adsorbed CD ([CD],;) are formed by adsorption of the
cinchona modifier on the Pt surface. EtPy from the fluid phase adsorbs reversibly on

these sites in its two enantiofacial configurations forming the diastereomeric
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intermediate complexes [Eth—CD]fd and [Eth—CD]gd (of type figure 2.6), which

upon hydrogenation afford the (R)- and (S)-ethyl lactate (EtLt), respectively. The

question as to whether the enantioselectivity is thermodynamically (stability of
[Eth—CD]fd versus [Eth—CD]‘z 4) or kinetically controlled (different activation

energies of hydrogenation of intermediate complexes) has not been definitively

answered yet.

“_
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[EtPy-CDI, [CD],, [EtPy -CD] g4
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(S)-EtLt (R)-EtLt

Figure 2.7: Two-step, two-cycle mechanism suggested for the enantioselective hydrogenation of EtPy
over CD modified by Pt. The [CD],y represents an active chiral site on the Pt surface formed by

adsorbed CD, and [Eth—CD]fd and [Eth—CD]§ 4> represent diastereomeric intermediate

complexes formed by interaction of chiral sites with EtPy, affording (R)- and (S)-ethyl lactate (EtLt),
respectively, upon hydrogen addition. Figure obtained from reference 86.

Blaser et al. [84] suggested that for the hydrogenation on the unmodified catalyst,
leading to racemic product mixtures, addition of the first hydrogenation is rate
determining whereas for the hydrogenation to the major enantiomer occurring on
modified chiral sites, the rate-determining step is the addition of the second hydrogen.
Albeit this scenario may be feasible, its experimental verification is still lacking. A

major constraint of the kinetic studies available is that they do not allow any

conclusions concerning the structures of the intermediate complexes [EtPy - CD]fd and
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[Eth—CD]‘z 4> Which may be assumed to resemble the structure of the corresponding

transition states leading to (R)- and (S)-products, respectively.

However, theoretical studies have shown the mechanistic model to be successful in
predicting experimental ees for EtPy hydrogenation using chiral modifiers other than
the cinchona alkaloids [86]. At present, the model is being used as a tool for searching
new modifiers and reactants and is gaining credibility within the catalysis community.

In summary, the latest models proposed by Wells and Baiker agree that the
enantioselective step depends on a surface 1:1 complex formed between the modifier
and the reactant. These diastereomeric complexes will clearly be affected by the
dominant conformations of the modifier and reactant present under reaction conditions.
In the following sections we examine results, both experimental and theoretical, from

work addressing these aspects.
2.2.12. Conformational Behaviour of Cinchonidine

As illustrated in figure 2.2(1a), three functional parts of CD can be distinguished, (i)
the quinoline conjugated ring, (ii) the asymmetric region embracing Cy and Cg, and (iii)
the bicyclic substituted quinuclidine part joined by a single sp> carbon atom to the rest
of the molecule. The most important degrees of freedom are the two torsional angles,
11: C3-Cy-Cy-Cg and t;: C4-Co-Cg-N, as these determine the relative orientation of the
quinoline and quinuclidine moieties. The flexibility of the bridging bond between
atoms Cy and Cg allows the molecule to take up two types of conformation: the closed
and the open form. The terms “Open” or “Closed” are used to indicate whether the
quinuclidine N points away or towards the heteroaromatic moiety.

A number of computational studies using a whole range of methods varying from
empirical potentials to ab initio calculations have investigated the conformational
behaviour of cinchona alkaloids. In particular, the detailed analysis in the two-
dimensional conformational subspace, t; and 13 (C4-Co-Cs-C7) (refer to figure 2.2(1a))
of the potential energy surface (PES) of the CD molecule at the semi-empirical Austin
model 1 (AM1) [93] and parameterised model 3 (PM3) levels [94] of Aranda et al. [95],
located nine different minima corresponding to nine conformers of CD, as shown in
figure 2.8. The different forms were distinguished by the direction of the lone pair

orbital of the quinuclidine nitrogen. Of these conformers, three were assigned as the
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Closed forms (prefixed C) whilst the others were distinguished as the Open structures

(prefixed A and B).

gn,
(%7

The most stable conformer in the AM1 method was the Open AZ structure found to
correspond to the conformation found in the crystallographic experiment of Margitfalvi
and Tfirst [78]. This structure assigned to the Open(3) conformation was more stable
than the closed conformers C3 and C2 which in turn were more stable than the Gpen(4)
conformer A3. The energy values for these four conformers were calculated to be
within an 8.4 kJ mol ™' range.

In contrast to this, the PM3 method accompanied with small differences in the

calculated energies gave a different order of stability compared to the AM1 method as
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calculated PES for interconversion between the nine minima with the AM1 method.
Although some barriers between them were found to be relatively high, it was
discovered that two different minima could be connected through barriers as low as 12.5
kJ mol™ [95].

(a) (b)

Relative Energy (kcalimol)
Relative Energy (kcal/mol)

-120 -80 -40 0 40 80 120
C,-C,-C,-C,'(%) C,-C,-C,-C,'(°)

-180 -140 -100 -60 .20 20 60 100 140 180

Figure 2.9: (@) AMI relative energy (kcal mol") as a function of the Cs-Co-C,~C;. torsional angle. The
graph represents the pathway interconverting conformers Al, A3 and A2 and conformers C1, C3 and C2.
(b) AMI relative energy (kcal mol) for interconversion along the C2, A2 and B2 pathway and along the
Cl, Al and BI pathway. The maxima in the curves do not represent true transition states (see text 95).
For atom numbering and definition of the torsional angles refer to figure 2.2(1a). Figure obtained from

reference 95.

In analogy to this, Margitfalvi et al. [78] calculated an energy map for CD by
changing the same dihedral angles as above (11 and 13) using the extended molecular
mechanics (MM+) forcefield to reveal the same nine conformers. Of these only three
stable conformers were found to exist the two closed and one open. The other
conformers were unstable and an energy barrier of roughly 4 kJ mol™ was calculated to
convert them into other more stable conformers.

These predicted interconversion barrier values of 12.5 and 4.0 kJ mol” coincide well
with the range quoted in reference 49 for the four stable conformations Closed(1)
(figure 2.8, C1), Closed(2) (figure 2.8, C2), Open(3) and Open(4) (figure 2.8, A3),
which were found to possess similar internal energies with the transformation barriers
of between 2-14 kJ mol™ [49]. The conformers in this study were modelled using the
alternative approach whereby rigid quinoline and quinuclidine parts were geometry
optimised in the forms believed to represent the lowest conformations of CD.
Computationally, all four conformers of CD are expected to be present under

experimental conditions.
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As with the gas-phase modelling of CD, theoretical methods have been applied to
investigate the effect of solvent on the stability of the conformations in solution. Biirgi
and Baiker [96] employed a continuum self-consistent reaction field solvent model
(related to the Onsager reaction field model [97]). Under HF 6-31G** theory, it was
found that the Closed conformers in particular, were preferentially stabilised relative to
the Open(3) conformer when going from the gas-phase to polar solvents, whereas the
Open(4) was hardily stabilised at all. The inclusion of diffuse basis functions had no
prominent effect on the stabilisation, however when density functional theory (DFT)
was employed the same stabilisation trend from gas-phase to polar solvents was
discovered to be slightly less prominent, amounting to about 2.9 kJ mol”. In reference
to this work, the same conclusions were drawn from the lower level, semi-empirical
study of Aranda et al. [95], which used the conductor-like screening model (COSMO)
as specified in the work of Stewart ef al. [98]. With both the AM1 and PM3 method the
influence of water (polar solvent) was found to stabilise the Closed conformers within
an 8.4 kJ mol™ relative energy range compared to the more stable Open conformers.

To further extend the analysis of CD conformers under solvents, it is possible, by
calculating the change in Gibbs free energy (AG), to estimate the relative populations of
each at room temperature. In reference 96, the authors illustrated how nuclear magnetic
resonance (NMR) techniques can be used to gain quantitative values for the populations
of the different conformers of the CD by measuring the >Jusuo coupling constant. At
room temperature the measured coupling constant 3JH3H9(exp) is averaged over the
populations P of the different conformers in solution 3JH8H9(exp) = 2P 3JH8H9(i). The
coupling constant (3JH8H9@)) for the different conformers is then obtained by using the
calculated t; dihedral angles from DFT or HF calculated geometries and substituting
them into the Karplus equation, which is modified for substituent effects [99]. This
method suggests that only two conformers dominate the solution phase in contrast to
nuclear Overhauser enhancement spectroscopy (NOESY) experiments showing three
conformers to be present at room temperature. With the relevant dihedral angles
calculated at theory level HF 6-31G**, the authors were able to determine the
population of conformer Open(3) and sum the populations of the Closed conformers in

different solvents, as illustrated in table 2.1.
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Solvent &  Jusus Popens) Pclosed
Benzene 2.28 5.0 0.58 0.42
Toluene 2.34 4.1 0.70 0.30
Ethyl Ether 4.30 4.0 0.71 0.29
Tetrahydrofurane 7.60 4.7 0.62 0.38
Acetone 20.7 6.4 0.40 0.60
Ethanol 24.3 3.5 0.77 0.23

Dimethylformamide 36.7 7.0 0.33 0.67
Dimethyl Sulfoxide  40.0 7.5 0.27 0.73
Water 78.5 7.2 0.30 0.70

Table 2.1: Vicinal Jyso coupling constants for CD and derived population of conformer Open(3) in
different solvents. For Open(3) *Jusus is calculated as 1.7 Hz and for Closed(l) and (2), respectively,
3 Jusuo is calculated as 9.6 and 9.4 Hz. In the determination Of P.iosea a value of 9.6 Hz was used. The
accuracy of the measured coupling constants is about 0.1 Hz, except for the measurement in water where

the uncertainty is a little higher because of poor solubility of CD. Data obtained from reference 96.

Comparison of this data with the enantioselectivity in the hydrogenation of
ketopantolacetone over CD modified Pt showed a correlation of the concentration of the
Open(3) conformer with the observed ee data. This helped to explain the striking
dependence of ee on the solvent used in the reaction which is found to be near 80% in
low dielectric constant solvents, such as toluene, and falls to practically zero in more
polar solvents such as formamide. In this way, the calculations clearly identified the
Open(3) conformer of CD as an important factor in obtaining high enantioselectivities
in these reactions. Note that similar behaviour is observed in the case of EtPy
hydrogenation over CD modified Pt in an earlier study dating back to 1994 [59].

Other factors, apart from solvent effects are also known to influence ee and the
fraction of Open(3) CD in solution. It has been reported that the addition of small
amounts of water to apolar solvents such as toluene generally act to decrease the ee and
the concentration of Open(3) by about 10% [100]. Generally, lower reaction
temperatures yield higher ees and in turn are found to favour the Open(3) form over the
others [33,40,89,101]. When CD is protonated at the quinuclidine N the ee increases
and this appears to be due to the conformation of the CD, i.e. the stabilisation of the
Open(3). This is indicated by the decrease in the *Juguo coupling constant and loss of
the cross peak between the H; and Hg in the NOESY spectra [56,100]. The changes in
the spectra are thought to occur from the initial structural change of the conformers on
protonation. This is reinforced by ab initio methods, which illustrate the stabilisation of

the Open(3) upon protonation [102]. For the enantioselective hydrogenation of EtPy in
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which the CD was substituted by deoxyCD, both theoretical calculations and the NMR
spectra illustrated the destabilisation of the Open(3) with respect to the Closed(1),
which resulted in a loss of ee from 79% to 44% [103].

To further support the role of the Open(3) conformation of CD, Bartok et al. [81]
have recently demonstrated that high ees can be achieved by using rigid (Cg-Co rotations
prohibited) open conformations of cinchona alkaloids, a-isocinchonine and a-

isoquinidine.

2.2.13. Adsorption Mode of Cinchonidine

As emphasised in the proposed mechanistic models (section 2.2.7), the two most
feasible adsorption modes of CD are (i) via the aromatic n-bonding system of the
quinoline ring, resulting in a flat adsorption parallel to the Pt surface and (ii) via the
quinoline N lone pair, causing the quinoline ring to be tilted or even perpendicular to
the surface.

Based on the considerable evidence available i.e. near-edge X-ray absorption fine
structure (NEXAFS) studies [104], hydrogen-deuterium exchange experiments (H/D)
[31] and comparative catalytic behaviour studies of 2-phenyl-9-deoxy-10,11-dihydroCD
(PDHCD), a CD derivative arylated in 2-position at the quinoline ring, and 9-deoxy-
10,11-dihydroCD (DHCD) [105], it appears that the most likely adsorption mode of
CD, especially at low coverages is the planar adsorption.

Regarding the latter study, it was found that PDHCD could not adsorb onto the
surface through the quinoline N atom because the bulky phenyl group at C, afforded
steric hindrance. However, it was possible for the modifier to adsorb via the n-bonding
system of the quinoline ring. Since the same ed effects were observed for both
modifiers as in the case of CD and CN, the study supports the argument that parallel
adsorption of the quinoline ring to the Pt surface is favourable under reactions
conditions. However, it should be noted that at present there is a lack of direct data

concerning the adsorption modes of CD under reaction conditions.
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2.2.14. Conformational Behaviour of a-Ketoester

By altering the dihedral angle O=C-C=0, Mt- and EtPys as with all a-ketoesters can
adopt either the s-cis or s-trans conformations. A combined infrared spectroscopy (IR)
and ab initio study by Ferri and co-workers [92] investigated the conformational
behaviour of a number of a-ketoesters under different solvents. Their results indicated
that the s-cis/s-trans energy difference for EtPy is small and that the torsional angle
around O=C-C=0 is extremely flexible. At room temperature it was found that both
geometric isomers coexist with the s-trans conformer predominate under apolar solvent
conditions. In polar solvents, the fraction of s-cis EtPy becomes comparable to that of
s-trans EtPy. Experimentally, it was found that as solvent polarity increases so does the
stability of the s-cis EtPy as it has a larger dipole moment than the corresponding s-
trans EtPy. The relative abundances of the s-trans EtPy in solvents of different polarity

as taken from reference 86 are presented in table 2.2.

(a) (b)
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Figure 2.10: Geometric isomers of EtPy: (a) s-trans and (b) s-cis.

Dielectric Constant ()  AE (kJ mol") % s-trans

1.0 (vacuum) 1.62 93.9
2.2 (carbon tetrachloride) 1.03 85.0
8.9 (dichloromethane) 0.42 66.9
37.5 (acetonitrile) 0.22 59.0

Table 2.2: The dependence of the relative abundance of the s-trans EtPy on solvent polarity. Relative
energies calculated from AE = E.5) — E(.irang. DFT calculations were performed at the theory level
B3PW91 with a 6-31++G(d p) basis set. Data obtained from reference 86.

The fraction of s-cis EtPy observed was found to increase as the dielectric constant
increased, this is because higher dipole moment conformers are stabilised by solvent as

predicted by the Onsager model of solvation [97]. The Onsager model is a
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computational method, which allows systems to be studied in solution. The solvent is
modelled as a continuum of dielectric constant and the solute is placed in a cavity
within the solvent. The Onsager model is a dipole-induced dipole model. Stabilisation
of the s-cis EtPy is also achieved with alcoholic solvents where hydrogen bonding
prevails. With regards to this it was found that the s-cis conformations with larger
dipole moments than the s-trans EtPy, favour in terms of energetics the intermolecular
interactions with charged species such as R3N"-H.

Even though s-frans EtPy has been found to be the most stable isomer under the
preferred solvents used in enantioselective hydrogenation i.e. acetic acid and toluene,
the stability of the s-cis EtPy in the diastereomeric complexes has not been excluded.
The relative stability of the s-cis and s-trans conformers could also be affected by the
presence of the Pt surface upon adsorption as interaction of the molecule’s dipole
moment with its image charge could play a prominent role. This dipole induced dipole
interaction is expected to be much stronger for s-cis EtPy than s-frans EtPy as it

possesses a larger dipole moment.

2.2.15. Adsorption Mode of a-Ketoester

The essential functionality for bonding of the Mt- and EtPy is the presence of the two
carbonyls groups. Bonding can thus arise from either donating the O atom lone pair or
via the m-electron density from the conjugated double bond of the C=O groups. Binding
in the former mode usually occurs with the C=0O group orientated in an upright position
with the C=0 group tilted with respect to the surface. Whereas with the n-bonding
mode, the C=0 groups have a tendency to lie parallel to the Pt surface.

Over the last few years a number of spectroscopic and surface science techniques
have been applied to investigate the adsorption of the model Mt- and EtPy reactants on
low index surfaces. Recently, an IR study revealed a s-cis-bidentate species orientated
perpendicular to a Ni(111) surface to be most stable, with the adsorption stabilised
through O lone pairs of the MtPy [106].

A combined X-ray and ultraviolet photoemission spectroscopy (XPS and UPS) study
focussed on the binding of EtPy on a Pt(111) surface [107]. The results highlighted the
fact that EtPy is predominantly bonded to the Pt surface through its lone pair upon
chemisorption at low temperatures, as the highest occupied molecular orbital (HOMO)
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lone pair orbital was stabilised by roughly 0.7 eV with respect to the other orbitals.
This lone pair bonding was observed not only in the fully saturated chemisorption layer
but also far below the saturation. As a result the lone pair adsorption of EtPy was found
predominantly in its tilted mode.

To gain direct information concerning the orientation of adsorbed EtPy in the
presence and absence of hydrogen, an in situ X-ray absorption near-edge structure
(XANES) study was applied [108]. From the resonances of the angular dependent shift
of n* and o*, the coexistence of differently adsorbed EtPy was deduced. It was found
that depending on the hydrogen and EtPy pressure, different angular dependencies were
observed on the C and O K-edge spectra. When hydrogen was excluded from the
system the mean tilt angle of the molecular plane of chemisorbed EtPy with respect to
the surface was determined as 72°, verifying the O lone pair bonding mode in either a
perpendicular or tilted orientation as deduced from the XPS and UPS studies [107].
However, under an atmosphere of hydrogen, the mean tilt angle was measured at the
reduced value of 58°, significantly demonstrating the tendency of EtPy to move toward
a parallel adsorption mode under these conditions. Two explanations are feasible to
account for these changes in the adsorption geometries of EtPy, firstly, the change from
lone pair bonded to n-bonded EtPy maybe directly influenced by coadsorbed hydrogen
or there is simply a change in the relative abundance of the two EtPy species, both of
which are always present.

As emphasised earlier, EtPy can easily adsorb as its s-cis and s-trans conformers. Of
the two, it seems as though the s-cis conformer would most likely be favoured to bond
via the lone pair model, as the bidentate species in which both carbonyls interact with
the metal surface would be stabilised. Currently, insight into the adsorption behaviour
of EtPy suggests a tilted adsorption mode and as a consequence it is difficult to assess
the structure of the CD-EtPy diastereomeric complex.

In summary, the experimental results have clearly indicated two different adsorption
modes of EtPy, i.e. the lone pair and n-bonded states to be present at low temperatures.
The population density of these adsorbed species as well as the conformation of the
EtPy are expected to depend on various factors such as surface coverage, temperature,
and the presence of coadsorbed species. This implies the likelihood of several

structurally and energetically different adsorbed complexes to exist.
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The general conclusions drawn from these experiments point towards a rather
complicated adsorption mode for either Mt- or EtPy. In particular the presence of
hydrogen affects the preferred adsorption mode and it can be expected that solvent and
CD will also have an influence. As a result further in situ information is required.
Despite this, in order for catalytic hydrogenation of the a-ketoesters to occur, the C=O
group must have access to the activated hydrogen on the metal surface and for this to be
feasible the ideal geometry of the substrate needs to be as flat as possible as emphasised
by the models proposed by Wells and Baiker (sections 2.2.8 and 2.2.11).

2.3. The Hydrogenation of Butane-2,3-dione over Cinchona Modified Pt Catalysts

Parallel to the efforts of investigating the hydrogenation of a-ketoesters over
cinchona modified surfaces, Vermeer et al. [1] in 1993 investigated the enantioselective
hydrogenation of butane-2,3-dione (figure 2.11, structure 1) to (R)- and (S)-3-
hydroxybutan-2-one (figure 2.11, structures 2). The reaction was found to occur in
dichloromethane, toluene, acetone, and ethanol as solvent. An ee of 38% was achieved
when using a 6.3% Pt/silica catalyst modified with CD in CH,Cl, at 273 K and 10 bar
pressure, which dropped to 8% in ethanol [1].
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Figure 2.11: The hydrogenation of butane-2,3-dione, illustrating the calculated rate constants predicted

by Studer et al. Reaction scheme obtained from reference 4.

35



Literature Review: Chapter 2

The possibility that the ees could be optimised by varying the reaction conditions as
with the a-ketoester system, lead to an renewed interest in the system in the late 1990s.
Studer er al. [4] were one of the first groups to work on the substrate, and draw
comparisons against the a-ketoester system. Using a catalyst, which afforded high
enantioselectivities for pyruvate esters (i.e. 5% Pt/Al,O3;, JMC type 94 (Johnson
Matthey Catalyst [109]), pretreated for 2 h at 673 K with H,) [56] the effect of several
reaction parameters was investigated and reported [110]. As with a-ketoesters, the
enantioselectivity was strongly affected by the choice and concentration of modifier
type, as well as the solvent, whilst the effects of H, pressure (25-135 bar) and
temperature (273-298 K) were negligible. The highest ees obtained in this study (ee =
50%) were with the HCD in toluene solution, however, most importantly as conversions
reached > 80% the ee continued to rise with the reaction progressing to give the
corresponding diols (figure 2.11, structures 3), something which Vermeer et al. failed to
notice [1] for toluene but cited for dichloromethane [111]. Thus, it was concluded that
the butane-2,3-dione hydrogenates in a two step process first to 3-hydroxybutan-2-one
and then to butane-2,3-diol.

With the use of a kinetic model (for details refer to original publication [4]) that
assumed the reactions of 1 or 2 to be first order in the substrate and in the catalyst at
constant pressure, the rate constants for the individual steps in the reaction scheme,
illustrated in figure 2.11, were predicted. The model devised not only adequately
described the measured data but confirmed Vermeer et al. ’s view that the hydrogenation
of butane-2,3-dione is a ligand accelerated reaction as observed for several a-keto acid
derivatives [73].

The hydrogenation can be summarised as follows: (i) the first stage of the reaction
shows a modest enantioselectivity (50% ee) and (ii) kinetic resolution is responsible for
the increase in ee (up by 35-40%) of the hydroxybutan-2-one during the second step of
the reaction, as kgs is significantly larger for the modified than for unmodified catalysts,
while kgs, krr and kss remain virtually unchanged. This results in the (S)-3-
hydroxybutan-2-one disappearing quickly whilst the meso-butane-2,3-diol begins to
dominate, as well as gradually increasing the ee of the two chiral diol molecules in
favour of the (R, R)-butane-2,3-diol.

Shortly after this publication, Slipszenko et al. [112] published a similar study in

which the reaction in dichloromethane at 268-298 K and 10 bar pressure over Pt/silica
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modified by CD and CN was investigated. In contrast to Studer’s work [4] they found
the reaction to proceed in three stages rather than two. About 85% of the butane-2,3-
dione was converted to 3-hydroxybutan-2-one in the first step, with 15% forming three
higher molecular weight products by hydrodimerisation. The overall ees recorded were
similar to the previous communications [1,4,111], however with CN, the initial ee in the
hydroxybutanone was 10% in favour of the (S) form. The second stage is analogous to
that quoted by Studer et al. [4] with the same Kkinetic effects giving rise to the ees in the
remaining hydroxybutanones (in the range of 62 to 89% for (R) and 30% (S)) whilst the
minority enantiomer converts preferentially into the corresponding diol. However, the
additional third stage sees the three dimers slowly converting by hydrogenation,
dissociation, followed by a further hydrogenation into the butane-2,3-diol. Dimer
formation was found to occur only in a modified dichloromethane system. As with the
hydrogenation of a-ketoesters, the butane-2,3-dione reaction proceeds to a racemic
mixture in the absence of a cinchona modifier.

Generally, the behaviour of butane-2,3-dione hydrogenation is in many cases similar
to the reaction of pyruvates over cinchona modified surfaces. Each reaction step is zero
order in diketone and first order in hydrogen, implying that the former is strongly and
the latter weakly adsorbed. The calculated activation energy for the butane-2,3-dione is
comparable at 30 kJ mol™ to that for the pyruvate hydrogenation (38 kJ mol™) [33]. In
both reactions, CD favours the (R)-product whilst CN induces enantioselectivities in
preference of the (S)-product, however, increasing the temperature above 300 K can
result in the loss of activity and enantioselectivity. Unlike the pyruvate reaction, for
which the single stage hydrogenation is normally rate-enhanced over modified catalysts,
the diketone hydrogenation is not. In addition, the ee for the diketone hydrogenation is
not conversion dependent over the first 20% or so of reaction as found for the case of
the pyruvate reaction [32,37,113,114]. However, the ee in the diketone reaction is
dependent on the amount of alkaloid used in the modification step [112] whereas in the
pyruvate reaction maximum ee is achieved with low concentrations of the modifier [35].
These differences imply that the diketone is more strongly adsorbed on the Pt surface
than the pyruvate and could easily displace the alkaloid, as investigated by Slipszenko
etal [112].

So far mechanistic work is limited and at present the observed enantioselectivity in

the conversion of butane-2,3-dione to 3-hydroxybutan-2-one in the first stage of the
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reaction is thought to follow the same model proposed for the pyruvate model [55]. As
an analogous modelling study for the 1:1 interaction of the diketone with CD and CN in
their appropriate lowest energy states illustrates from the calculated interaction energies
that the selective enantioface adsorption of the reactant occurs within the vicinity of the
adsorbed CD and CN [115].

2.4. The Adsorption of Hydrogen on Pd and Pt Surfaces

Hydrogen is a chemically reactive gas, which adsorbs dissociatively onto most
transition metals with heats of chemisorption between 30 and 60 kJ mol™ (per atom).
Due to its small size hydrogen is capable of adsorbing not only onto the surface but also
by penetrating deep into the metal causing a strong perturbation of its electronic
structure. For most metals such as Ni and Pt this perturbation results in a relaxation of
the surface lattice only but for others such as Pd the hydrogen can adsorb into the bulk
structure forming PdH via the process of surface reconstruction. A combination of
temperature programmed desorption (TPD) methods [116] and H/D exchange reactions
[117] have illustrated the presence of sub-surface H in Pd.

The adsorption energy at the low coverage limit of hydrogen on Pt powders has been
measured by microcalorimetry to be 45 kJ mol" [118]. Thermal desorption
spectroscopy (TDS) studies show that the heat of dissociative adsorption of H, over
Pt(111) is about 83 kJ mol? [119-121]. Low-energy electron diffraction (LEED)
experiments show the formation of an ordered p(1 x 1) hydrogen layer on Pt(111) and at
low H coverages an adsorption of 38.6 kJ mol™ is measured with TPD [116,122,123].
The observation of a relatively low electron energy loss spectroscopy (EELS) frequency
for H on Pt(111) has been interpreted as implying a central position for absorption
(atop) [116,122,123]. The electronic structure of H adsorption on Pt(111) has been
studied by UPS, an adsorbate-induced peak at 7.3 eV (prior to background noise
subtraction) below the fermi level (£r) represents the H chemisorption, implying a
significant redistribution in the d-band region [124,125].

Results of low energy recoil scattering experiments [126] point towards the stable
adsorption of hydrogen in the face-centred cubic (fcc) hollow site on Pt with a bond

length of 1.78 + 0.08 A. This is found to agree well with the later study of Lui et al.
[127] whose quantitative analysis of the Pt(111)-(1 x 1)-H surface with low energy ion
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channelling using 5 keV Ne" ions as a probe (sensitive to low coverages of adsorbed
hydrogen) showed the same preferential population of the fcc sites with a height of 0.9 +
0.1 A above the first-layer Pt atoms and a corresponding Pt-H bond length of 1.9 + 0.1
A. These values are in excellent agreement with measurements of Umezawa et al.
[126,128,129].

The result of the occupation of the fcc hollow site on Pt surfaces is also consistent
with theoretical calculations of Feibelman and Hamman [130] which predict the energy
of the fcc site to be 19.3 kJ mol” lower than that of the hexagonal close-packed (hcp)
site. With the use of periodic DFT calculations (p(2 x 2) unit cell, 3-layer slab, 330 eV
cutoff, 5 x 5 x1 k-point grid) Desai et al. [131] reported an adsorption energy of 86 kJ
mol™” for hydrogen adsorbed in a fcc hollow site on Pt(111), found to be in good
agreement with the value of 83 kJ mol™ over a quarter-monolayer surface coverage
reported by Hoffmann et al.[132] as well as the TDS data referenced above. An
analogous study by Watson et al. [133], (p(2 x 2) unit cell, 5-layer slab, 300 eV cutoff,
5 x 5 x1 k-point grid) calculated the H-fcc hollow site adsorption (46.0 kJ mol™) to
more stable than the corresponding kcp site (43.4 kJ mol™) which in turn was similar to
both the atop and bridge adsorptions.

For Pd(111), LEED detected the formation of a p(1 x 1) layer of adsorbed H on the
surface with heats of adsorption measured at 86.8 kJ mol” [116,122,123]. Further
diffraction data from Felter et al. [134] suggested that hydrogen is stabilised by the fcc
hollow site with a Pd-H distance of 1.78-1.80 A. An adsorption energy of 43.4 kJ mol’
has also been measured on the surface with hydrogen coverage at &= 0.3 by TDS [116].
UPS studies of H on Pd(111) [124,125] show an adsorbate-induced peak roughly 6.5 eV
below Ef, implying a smaller redistribution in the d-band region compared to the
analogous case above for Pt(111).

As with Pt(111) the stability of the adsorption sites for the preference of the fcc over
the hcp hollow site was predicted by the DFT simulations of Paul and Sautet [135] and
Lovvik and Olsen [136] who used Slater orbitals and a plane-wave pseudopotential
method respectively. The same trend was also observed in the periodic simulations of
Watson et al. [133] over 3- and S-layer relaxed Pd(111) surfaces. In each case a
difference of 3.1 and 4.6 kJ mol” in adsorption energy was calculated between the two
H adsorbed sites, the actual adsorption energies for the fcc hollow sites are 47.9 and

50.1 kJ mol™ respectively.
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2.5. The Adsorption of Ethene on Pt Surfaces

Experimentally, i.e. a combination of vibrational spectroscopy methods has found
ethene to adsorb molecularly in a non-dissociative manner onto metal surfaces in two
very different and stable modes at different temperatures. The first being a n-bonded
species coupled to a single metal site (figure 2.12(a)) and the second, a di-c bonding
bridged between two surface atoms (figure 2.12(b)). When the temperature is above
240 K the di-c ethene molecules are found to fragment and decompose into ethylidyne
(CCH;) intermediates which, unlike the n and di-oc modes, interact via a geometry

where the C-C bond is perpendicular to the surface.
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Figure 2.12: Surface bonding configurations of ethene: (a) w-bonding and (b) di-o bonding. M =

surface metal atom.

A range of TPD estimates of the activation energy for the desorption of ethene have
been reported from as low as 37.6 and 71.4 kJ mol” [137] to as high as 202.6 kJ mol™!
measured by collision-induced desorption by Szulczewski and Lewis [138]. The
general reactivity of ethene on the Pt(111) surface was assumed to be responsible for the
degree of variation of the desorption values as not all of the experiments are measuring
the desorption of the same surface species. However, such studies have implied that the
thermally induced desorption involves a number of steps principally where the breaking
of Pt-C bonds occur to leave a m bonded species which then later desorbs.

Microcalorimetry has also been used to determine the heats of adsorption for ethene
on various Pt metal surfaces, such as the (111) [139] and the (110) [140] as well as Pt
powders [118,141]. For the (111) plane, at a temperature of 300 K, only the adsorption
of ethylidyne was resolved at 174 kJ mol™, whereas on the (110) surface both the n and
di-c adsorptions were identified with respective adsorption energies of 120 and 136 kJ

mol™. With regard to the Pt powders the adsorbed ethylidyne species was once again
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observed at 300 K and with a drop in temperature to about 173 K a mixture of both di-c
and n adsorbed ethene followed with an adsorption measuring 120 kJ mol™.

Theoretical cluster calculations using the extended Hiickel theory [142,143] and
atom superposition and electron delocalisation molecular orbital methods [144] have
shown that the di-o adsorption mode is favoured over the n configuration. Although the
adsorption values of 56 (x mode) and 197 kJ mol”! (di-o mode) do not correlate with the

experimental energies, the trend observed is consistent.
2.6. The Adsorption of Aldehydes and Ketones on Pd, Pt and Related Surfaces

Adsorbed aldehydes or ketones are key intermediates for the general metal-catalysed
synthesis reactions of oxygenate products from CO and H; as well as the reverse of this,
the decomposition of alcohols on a metal surface. The destructive adsorption of
alcohols and ketones on Pt metals in aqueous acidic mediums for the oxidation of
alcohols is well documented [145,146]. For a-ketoesters and small chain primary
alcohols on Pt/Al,O;5 this can also occur in the absence of acid.

In the context of the a-ketoester hydrogenation, the first step of this side reaction,
involves both the (R)- and (S)-product lactates being dehydrogenated to the
corresponding aldehyde, which then proceeds to decarbonylate to the appropriate
structures (figure 2.13(a)). This is also common for the a-ketoester degradation, which
results in strongly adsorbed C,H, 0O, fragments (figure 2.13(b)). The high CO coverage
of Pt/Al,O; detected by Fourier transform IR (FTIR) when the catalyst is flushed with
Ar saturated with ethanol or EtPy supports the series of reactions in figure 2.13 [147].

N =, P o (CiHy)aq + Hyg + COyy

@ R OH Pt R o

®) O = (CHOu+ Hyg* CO

o)

Figure 2.13: Destructive adsorption of primary alcohols and EtPy on Pt. x, y and z indicate that the
composition of the adsorbed hydrocarbon fragments is unknown. Reaction scheme obtained from

reference 68.
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Generally, especially under low temperature conditions, aldehydes and ketones are
found to chemisorb non-dissociatively to metal surfaces in two distinct adsorption
geometries as illustrated in figure 2.14. The first, termed either nl or endon, involves
the molecule standing up with the C=0O bond making a large angle to the surface plane
and binding to the surface via the oxygen lone pair (figure 2.14(a)) whilst the second 112
(di-o) adsorption mode has the molecule lying flat, with both the carbon and oxygen
binding to Pt atoms (figure 2.14(b)). A number of different experimental

characterisation techniques have reported these two adsorption modes [148-151].
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Figure 2.14: Surface bonding configurations of keto groups: (a) 1’ (O) (endon) and (b) 1/(C,0) (di-a). R

= H or CHj to give formaldehyde and acetone, respectively. M = surface metal atom.

For adsorbed acetone or hexafluoroacetone the n' geometry has been identified on
Pt(111) [152-154] whereas both species, although with a large preference for the n?, are
present on Pd(111) [149] (to be discussed in detail later), Ru(001) [152] and Rh(111)
[155]. At low temperature this coexistence of the nl and n2 adsorption is also preferred
for aldehydes such as acetaldehyde or propanal on Pd(111) [148,150], Rh(111)
[156,157], Ru(001) [158], Ni(100) [159] and Pt(S)[6(111)x(100)] [160].

2.6.1. The Adsorption of Formaldehyde

Experimentally, it is very difficult to characterise the adsorbed species of
formaldehyde on transition metal surfaces such as Pt(111) [161,162], Pt(110) [163],
Pd(111) [148], Rh(111) [151] and Ni(110) [164] because the molecule decomposes or
polymerises quickly. However, the n? coordination of formaldehyde has been identified
on the Ru(001) surface [165,166]. Although, modification of the above surfaces with
an oxygen adatom overlayer saw the preferential adsorption of the ' mode.

With the use of TPD experiments, Abbas ef al. [161] have estimated the adsorption
energy of formaldehyde on Pt(111) to be about 52 kJ mol”, this is in excellent
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agreement with the analogous adsorption found on the Pd(111) surface (51 kJ mol™) by
Davis and Barteau [148].

Often in the literature, analysis of formaldehyde adsorption is referenced in terms of
intermediate species in the decomposition process of methanol, which is known to
adsorb at low temperatures on Pd and Pt(111) [150,167]. Note that the
desorption/decomposition of methanol follows the steps highlighted in figure 2.13.
High-resolution electron energy loss spectroscopy (HREELS) experiments conducted
by Davis and Barteau [150] provided evidence for the adsorption of formaldehyde in the
n? configuration. TPD experiments have shown that desorption of molecular methanol
occurs at 200 K, suggesting that molecular species are present following adsorption at
170 K. At 170 K, the HREEL spectrum indicates the presence of the 1> species. The
vibrations of the 1> formaldehyde are clearly recognisable after the surface is annealed
to 240 K, the characteristic CO stretch is observed at 1420 cm™. An analogous
vibration was observed at 1435 cm™ following CD;OD adsorption and annealing the
adlayer to 260 K. The dehydrogenation of > formaldehyde to COqq) is completed at
temperatures above 300 K and the assignment of this w(CO) vibration to the 1’
formaldehyde agrees with the assignments for other n°® adsorbed carbonyl compounds
on Pd(111) [148,149]. The presence of the > formaldehyde is further verified by the
replacement of the 705 cm™ peak for the CH3OH derived adlayer with the 710 c¢m™
peak following the adsorption of CD30D. With reference to spectra for acetone [149]
and aldehydes [148] adsorbed on Pd(111), this loss was assigned to the 7(CO) vibration
of the carbonyl group of 1’ formaldehyde.

A theoretical approach to examine the interaction of formaldehyde on a flat and
stepped (111) surface of Pd and Pt has been reported by Delbecq et al. [168,169]. For
the flat surface, adsorption geometries of several different modes as illustrated in figure
2.15 were investigated. To represent the (111) extended surface planes, semi-spheric-
like clusters i.e. Pdsg and Pty9 were used. Extended Hiickel calculations incorporating a
correction procedure for the edge effects were employed to obtain the energetics of
adsorption.

For Pt, both the n' and n? geometries were found to be plausible on the surface, with
the latter more strongly adsorbed (46.0 vs. 95.8 kJ mol™?). In addition to these
geometries a third species termed n'pz (bridge (figure 2.15(b)) was found to be
stabilised on the Pd surface more so than the n' endon mode (47.3 vs. 43.1 kJ mol™),
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however, as with Pt the n2 was found to be predominant at 133.1 kJ mol’ (refer to

figure 2.15(e) for analogous Pt geometry).
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Figure 2.15: The modelled adsorption geometries of formaldehyde on a Pt(111) surface as investigated
by Delbecq et al. The final column gives the corresponding adsorption energies, calculated from —
(E(cluster + adsorbed H,CO) — E(cluster) — E(free H,CO)). (c) and (f) are endothermic energies
representing unstable adsorptions. Note that chemisorption must be exothermic since a spontaneous
process requires a negative change in Gibbs free energy (AG). As the translational freedom of the
adsorbate is reduced when it is adsorbed, the change in entropy (AS) is negative. Therefore, in order for
AG = AH — T AS to be negative, AH, the change in enthalpy must be negative and the process exothermic.

T represents temperature measured in K. Figure obtained and adapted from reference 168.
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For the stepped surface only Pt was investigated by Delbecq et al. [169]. To
generate terraces, half of the first layer of a 114 atom cluster (Pt;14) with a core of 49
atoms was removed to construct a [n(111)x(100)] step. A stepped Ptgs(111) cluster was
obtained by this operation and three different adsorption sites for the n' and "
formaldehyde were considered on this cluster, (1) the Pt;;4(111) surface which is
restored on moving away from the step edge and (2) and (3) the angle of adsorption of
the molecule on the step, at 0° and 20°.

As with the Pty calculations, the di-o n2 adsorptions had lower energy than the
endon n' modes, the corresponding adsorption energies for the stepped Pt surface were
measured as follows: (i) on Pt;4, 38.9 vs. 95.8 kJ mol", (ii) on Ptgg with 0° tilt, 45.6 vs.
106.7 kJ mol™, (ii) on Ptog with 20° tilt, 48.1 vs. 114.2 kJ mol™!. The adsorption energy
is calculated to be larger on the step site than it is on the (111) terrace. Generally, since
catalytic surfaces are very rarely flat, a number of studies have reported stronger
adsorptions for aldehydes and ketones on a step than on a flat surface [169].

The results correlated well against experimental data. TPD identified the
intermediate of the decomposition of formaldehyde on Pt(111) into CO and H, lying
parallel to the surface, thus, implying that the first adsorption mode is the 1’ species
[161]. This adsorbed geometry is generally perceived as the precursor to dissociation of
aldehydes or ketones on a surface [148-153,155-157,170].

At higher surface coverage, there are a low number of sites available for dissociation
and so formaldehyde adsorbs in the n' top geometry (figure 2.15(a)), because only a
small number of metallic atoms are required and so accommodates dense packing. The
adsorbed n' then initiates polymerisation and decomposition, forming products such as
CH,4, CH3-OH, or methyl formate, which are different from those of the low-coverage
reaction [162]. Moreover, in the study of methanol decomposition on Pd(111), a n?
form of adsorbed formaldehyde has been spectroscopically observed [150].

Common to each study above is the marked effect surface adsorption has on the
geometry of the formaldehyde. The previous work of Delbecq et al. [168] paid great
attention to the analysis of orbital interactions involved in the adsorption geometries in
figure 2.15 on the Pt surface. Hybridisation of the atom sites from sp’ to sp’ was found
to be optimum for the n (figure 2.15(d)) and di-o (figure 2.15(¢)) formaldehyde
coordinations. For the n’p!,n'p? mode (figure 2.15(g)) only partial hybridisation of the

carbon atom was observed as this is a hybrid involving both the n? and n' geometries.
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Aldehydes on Pd(111) have also been reported to display this high distortion in the
molecular adsorption geometries on coordination with the surface [148,151]. Compared
to the gas-phase formaldehyde structure the C=0O bond (1.21 A) is lengthened to 1.35 A
(Chapter 6, section 6.2, table 6.4) and typical of those found in organometallic
complexes (C=0 bond length 1.40-1.41 A) such as Pty(1,5-CsH;2),m2(CF3),CO [171]
and in (Cp2ZrX),(HRCO) or (Cp2-Zr(72CH,0)); [172]. In the former, the hybridisation
of (CF3),CO is total to sp°.

The stabilisation of formaldehyde on a metallic cluster is reported to be achieved by
a significant contribution of back-donation of electron density from the metal surface
into m* CO orbitals of the adsorbate [168], in a fashion analogous to that of
organometallic complexes [173]. The resulting sp’ hybridisation lowers the n* CO
orbital energy and in turn increases the two-electron interaction, which ultimately drives
towards a strong distortion in which the geometry is fully hybridised.

A periodic approach to modelling the n? formaldehyde species in context of the
intermediate formed from dehydrogenation of methanol over Pt(111) is presented by
Desai et al. [131]. Gradient corrected, periodic DFT calculations (p(2 x 2) unit cell, 3-
layer slab, 330 eV cutoff, 5 x 5 x1 k-point grid) illustrated the preferential binding of
formaldehyde in the di-c mode on the Pt(111) surface, as suggested by Delbecq and
Sautet [168]. In the optimised structure, the C=0 bond is orientated parallel to the
metal surface with the Pt-C and Pt-O bonds nearly the same length (2.12 and 2.06 A,
respectively), while the hydrogen atoms are directed away from the surface. The
adsorption energy for the n? formaldehyde is calculated at 49 kJ mol”, in good
agreement with the TPD estimates [161]. As a comparison the same calculations were
performed over the Pd(111) surface, the di-c adsorption energy was calculated at 54 kJ
mol™ closely resembling the Pt value. Once again the calculated adsorption energy is in
excellent agreement with the experimental TPD values. For formaldehyde, it appears
that in the gas-phase it is a closed shell, stable species that interacts weakly both with Pd
and Pt.

2.6.2. The Adsorption of Acetone

Although, the catalytic hydrogenation of acetone over metals has been studied

extensively [174] the interaction of the substrate, particularly with the clean surfaces has
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received much less attention. In an early UPS study by Liith ef al. [175] the interaction
of acetone with polycrystalline Pd films was found to lead to decomposition to adsorbed
CO at 300 K. At lower temperature (120 K) decomposition was inhibited and an
intermediate surface-bound molecular specie was detected, with coordination to the
surface via the oxygen lone pair electron orbital (figure 2.14(a)). At the time, IR studies
of acetone adsorption on dispersed metals such as Co and Ni [176,177] were found to
be contradictory.

To date, ultrahigh vacuum (UHV) surface science studies [149,153,155,178] of
acetone adsorption on metal single-crystal surfaces (exception of Ag, to be discussed
later) point towards two dominant adsorption states, the n' and n’ geometries (as
discussed above, figure 2.14), similar to those found for the adsorption of
formaldehyde.

Much of the principle work regarding the adsorbed species from acetone adsorption
on Pt(111) surfaces has been conducted by Avery and co-workers [152,154,179].
Initially, HREELS and TDS was used to probe the clean Pt surface for adsorbed acetone
species at 120 K. The two structures, the n' and n2 were characterised and determined.

TDS illustrated the presence of the more weakly bound, nl(O) acetone at 185 K and
at high coverage which corresponds to an adsorption energy of 48.5 kJ mol”'. At low
coverage the desorption of a second minority species (n%(C,0) acetone) in conjunction
with some decomposition to CO,, H, and an adsorbed hydrocarbon, [C,H,], (fragments
a and x indicate that the composition is unknown) occurred in the region of 220-240 K.
A small amount of second layer acetone adsorption was observed as implied by the tail
on the multilayer acetone spectrum, and this was detected to desorb at 35.6 kJ mol™,
found to be comparable to the latent heat of vaporisation of acetone from the liquid state
(32.0 kJ mol™ [180]).

EELS was used to determine the bonding configuration of acetone in the two
monolayer states. The more strongly bound minority form of acetone (determined by
TDS) showed no EELS bands due to skeletal modes, although methyl stretching,
deformation and rocking modes associated to side-on bonding (i.e. n*(C,0)) were
observed. However, at 160 K the acetone multilayer (for which a weak, EELS n(CO)
mode was seen) desorbed to reveal the EELS bands of the monolayer state. The EELS
spectrum for the weakly bound species displayed a characteristic carbonyl stretching

band (A; symmetry) red-shifted by 80 cm™, together with two B, skeletal modes viz.
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vas(CC) and 3(CO). The spectrum indicated weakening of the C=0 bond as a result of
bonding through the O atom, implying an endon adsorbed geometry (n'(O)
configuration), with the Pt-O-C bent most probably in the molecular plane. Similar
band assignments for this form of adsorbed acetone are observed in a range of inorganic
acetone complexes of the type [((CH3)2,CO)sMJ** [181].

The n' form is most associated with the well defined close packed regions of the flat
(ideal) Pt(111) surface whereas the n2 species have been proposed to adsorb on low-
coordination step sites, as a result of the accidental probing of the EELS beam [179].
Similar species have been proposed to exist on the Ru(001) and Pd(111) surfaces
[149,152,182].

For the hydrogenation of acetone over Pt, the importance of the different reactivities
of the above species has been discussed by Sen and Vannice, in which the observed
400-fold enhancements in turnover frequency with certain supports is thought to be
attributed to the presence of sites favouring an > configuration [183].

To explore the 1> mode identified by Avery [179], reflection absorption infrared
spectroscopy (RAIRS), HREELS and TDS was employed by Vannice et al. to further
characterise adsorbed acetone on a clean Pt(111) surface as well as acetone coadsorbed
with hydrogen on this surface [178]. All of the RAIR spectra peaks were resolved as
expected from liquid-phase IR spectra and gave very similar peak positions for all the
multilayer acetone bands as assigned by Avery [179]. The characteristic C=O stretch
frequency for the n' monolayer state was red-shifted to 1638 cm™. The 1> species with
its C=0 bond parallel to the surface as reported for Pt(111) [179], Ru(001) [149,152]
and Pd(111) [182] was not so clearly defined on the defect-free Pt(111) surface.

Desorption energies close to those predicted by Avery [179] were calculated at 52.3,
48.1 and 33.5 kJ mol™ for the 112, n' and multilayer acetone species, respectively.
However, a second desorption peak at 199 K was resolved from the ' peak at 184 K
and was associated as with Avery’s work [179] with the more strongly bound n’
adsorbed state of acetone. For this surface, decomposition of acetone did not occur
during the desorption process.

Both the RAIRS and HREELS spectra also indicated the presence of the n?’ in
addition to the n' phase on the monolayer, unlike Avery’s EELS spectra [179]. It was
found that as the multilayer phase develops the initial n' species gradually disappear,
with the associated 1638 cm™ peak removed at temperatures below 200 K. At this stage
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the methyl peaks (1086, 1360, and 1428 cm™) were found to strengthen in intensity
whilst new weak bands thought to represent m?’ species in different configurations
[149,152,179] appeared between 1500 and 1610 cm™. These latter bands have also
been reported for the dissociative adsorption of isopropyl alcohol to give adsorbed
hydrogen and acetone [184].

In which case, TPD experiments demonstrated that 2-propanol undergoes selective
dehydrogenation on a clean Pd(111) surface to produce acetone, which further desorbs
or decomposes (as with the methanol case) to the decarbonylate products as in figure
2.13 [185]. HREEL spectra were able to confirm the presence of both molecular 2-
propanol and stable isopropoxide intermediates. Although the exact presence of the 112
acetone on the surface between 200 and 230 K could not be confirmed directly from the
vibrational data (normal modes being obscured by the isopropoxides), annealing the
surface to 240 K (decomposition of isopropoxides) resulted in a loss appearing at 1450
cm’ (similar to Vannice et al.’s [178] peak) and was assigned to the v(CO) mode of n2
acetone. The frequency of this vibration is also in agreement with that of n° acetone
species produced by acetone adsorption on Pd(111) [149]. Further annealing of the
surface to 300 K resulted in the disappearance of the vibrations of n? acetone, consistent
with TPD experiments that showed acetone desorption at this temperature [185].

Both HREELS and TPD have identified the adsorption of acetone on Pd(111) in two
forms [149]. The first mode corresponds to an adsorption energy of 69.0 kJ mol™ and is
associated to a 1> geometry, whilst the second is assumed to be the ' mode with an
adsorption energy of 48.1 kJ mol”. Conversion of n' to the n? state has been shown to
occur rapidly on Pd(111) above 200 K [149].

Theoretically, in parallel to the adsorption of formaldehyde Delbecq et al. [169] also
investigated the energetics of acetone on the corresponding Pt and Pd(111) surface
clusters. On the flat Pty surface both the n' and n® species were possible with
adsorption energies measured at 46.0 and 25.5 kJ mol”'. However, on Pd an additional
third mode, n' uz (analogous formaldehyde structure, figure 2.15(b)) in which the O
atom of the acetone bridges with two different surface atoms was found to be preferred
over the endon 1! geometry (47.3 vs. 43.1 kJ mol™). The di-o was stabilised with an
adsorption energy of 79.9 kJ mol™.

For the stepped Pt surface, binding of acetone to the step site was found to be larger
than on the (111) terrace, following the same trend as displayed with formaldehyde
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[169]. The binding energy of n' acetone on the Pt; 4 terrace was measured at 38.5 kJ
mol” with the corresponding 1> less strongly adsorbed (20.9 kJ mol™). In this
approach, the preferred adsorption mode for acetone is the endon nl geometry, in

contrast with formaldehyde and in agreement with the experimental data [152,179].

2.6.3. The Keto-Enol Tautomerism of Acetone and the Adsorption of the Enolate

Acetone is known to undergo keto-enol tautomerism, a rearrangement of a proton,
which results in another isomeric structure termed the enol to form. The enol is an
unsaturated alcohol (figure 2.16). The isomers are rapidly interconverted and the
equilibrium between them under normal conditions strongly favours the kefo isomer
(99.999%). Even in such one-sided equilibria, evidence for the presence of the minor
enol comes from the chemical behaviour of the compound. The tautomeric equilibria
can be catalysed by either acids or bases and so in principle could be evident in the o-
ketoester hydrogenation, depending on the solvent used. However, reaction of the
enolate ion with an electrophile is known to remove it from the equilibrium, i.e. shifting
the keto-enol equilibrium towards the formation of more enol, and so could clearly, as
proposed by Wells et al. [41], and Solladié-Cavallo [186] be an intermediate in

hydrogenation reactions.

0 OH
)l\ )\
B —
HsC CHs H,C CH,
Keto tautomer Enol tautomer

Figure 2.16: Keto-enol tautomerism for acetone.

The importance of metal enolate species have been identified as key intermediates in
both organometallic chemistry and heterogeneous catalysis.  Surface enolate
intermediates have been recognised as part of the industrial process of acetone
condensation over transition metal oxide catalysts, in particular, when powered samples
of ill-defined surface structure and composition are involved [187]. An enolate species
has been postulated for the case of preoxidised Ag [188,189] and recently, been isolated
on both the clean and preoxidised Ni(111) surface by Sim ef al. [187]. These authors
use RAIRS, isotopic substitution studies and DFT calculations to fingerprint the surface
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species present. Under a variety of temperatures a set of distinct absorption bands are

detected for acetone on the Ni surfaces by the RAIRS, and these are illustrated in figure
2.17.
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Figure 2.17: RAIR spectra of Ni(111) and Ni(111)/0 exposed to >0.2 L of acetone or acetylacetone at

the temperatures indicated. Figure obtained from reference 187.

The characteristic bands for the main surface-bound acetone enolate species as
reinforced by H/D exchange studies on both the clean and preoxidised (0.1 monolayer
of O prior to the dosing of acetone isotopomers at 340 K) surfaces are 1260, 1353 and
1545 cm™, and assigned to the mixed vibrational modes involving the CC stretch v(CC),
CH; symmetric deformation 8,(CHj3), and CO stretch v(CO), (refer to figure 2.17,
spectra (a)-(d)). Using acetylacetone as a precursor molecule, the acetone enolate is
also found to occur on the Ni(111) at 310 K. The same trio of absorption bands at 1253,
1360 and 1548 cm™ were obtained as illustrated in figure 2.17, spectra () and (f). A
number of byproducts for the surface reactions were also characterised and these are

highlighted in figure 2.17. Several different adsorption species, i.e. n'(C) acetyl, n'(C)
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acetonyl, n'(O) acetone enolate and bridging pu(C,0) acetone enolate including the well
characterised n'(O) acetone and nz(C,O) acetone are thought to be the most probable
interactions between acetone and a transition metal (figure 2.17).

To distinguish between these species Sim et al. [187] used a perturbative Becke-
Perdew DFT method [190] to predict the vibrational spectra of the minimum-energy
structures of a series of model Ni complexes containing the above ligands. Only the
computations for n'(O) and pu(C,0) acetone enolate complexes, even on deuteration,
gave rise to adsorption bands that were in full agreement with the observed RAIR data
[191]. Sim et al. [187] rule out the possibility of the other species on the basis of their
DFT calculations and vibrational spectra of them on surfaces and in organometallic
compounds. For example, the n'(O) acetone is predicted to have a w(CO) frequency of
1647 cm™, which for clean and preoxidised Ni(111) is observed at 1655 and 1682 cm™,
respectively. Higher frequencies for the vibrational mode is also detected on the
Pt(111) [178], Pd(111) [149], Rh(111) [155] and Ru(001) [153] surfaces at 1638, 1670,
1665 and 1690 cm™. For metal complexes of the type [M((bz)2SO)4( nl(O)-acetone)2]2+
where M = Mn, Fe, Co, Ni, Zn or Cu, the v(CO) frequency varies between 1680-1694
cm™ [192].

In addition to the work of Sim ef al. [187], independent IR spectroscopic studies of
the adsorption of acetone on various metal oxide catalysts such as, NiO [193], Fe,Os
[194] and Al,O3 [195,196] have reported the presence of surface-bound acetone enolate.
Organometallic complexes comprising of the #7;(0)- and z(C,O)-acetone enolate
ligands are also known to display the characteristic v(CO) frequencies, in particular
Ru(PMe;)s(H)(771(O)-acetone enolate) [197], [Pd(x14C,0O)-acetone enolate)X], (X = Cl
or I) [198] and (PdX),(1AC,O)-acetone enolate), (X = o0-C¢H4CHNMe, or
(AsPh3)(C¢Fs)) [199]. Although, not stated the reported v(CO) frequencies for the
above catalysts and metallic complexes are found corroborate well against the predicted
values of Sim er al. [187] (1511-1574 cm™) and the RAIR spectra acquired for the
species on the Ni(111) surface (1545 cm™).

2.7. Conclusions

With over a decade’s worth of research on the heterogeneous enantioselective

hydrogenation of a-ketoesters over chirally modified Pt, significant progress has been
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achieved in understanding the origin of the ra and mechanism of ed and broadening the
scope of the reaction to other activated ketones, such as butane-2,3-dione [1,4] and
ketopantolactone [2,101]. By trying to unravel the interactions occurring between the
reactants, solvent, product, cinchona modifier and the Pt catalyst, various models to
account for the experimental behaviour have been proposed. The available mechanistic
models are limited to the chiral induction step in the hydrogenation of the a-ketoester
and are concerned mainly with the formation of a reaction intermediate in which a
surface dimer between the a-ketoester and the cinchona modifier is created. These
models are mainly based on the systematic variation of the reactant and the modifier
structure and with the aid of theoretical calculations, the structures and stabilities of the
various reactant-modifier complexes have been rationalised and refined over the past
years.

The most widely accepted model is the two-step, two-cycle mechanism proposed by
Baiker et al. [86]. In this mechanism, it is assumed that the active chiral sites are
associated with the adsorption of CD on the Pt surface. The a-ketoester from the fluid

phase then adsorbs reversibly on these sites in its two enantiofacial configurations to
form the diastereomeric intermediate complexes [ pyruvate—CD]f 4 and [ pyruvate—CD]‘z d

which upon hydrogenation give the (R)- and (S)-lactate products, respectively.
Limitations to this approach is the assumption that ed can be traced to different stability
of the adsorbed diastereomeric reactant-modifier complexes (thermodynamic control)
and so it will fail if the kinetics of hydrogen addition are different for the complexes
affording the (R)- and (S)-products.

Due to a lack of in situ techniques in the fluid phase it is clear that little is known
about the adsorptive interactions occurring on the Pt catalyst and as a result the role of
the surface in the enantio-differentiating step is poorly understood. To make progress it
is obvious that the effect of surface adsorption must be understood and surface science
experiments on the adsorption of ketone molecules to metal surfaces are clearly in the
right direction [148-151].

Although, a parallel adsorption of the pyruvates to the Pt surface is envisaged in the
mechanistic model, the interaction of formaldehyde and acetone to the (111) surface of
single-crystals is stabilised in two geometries: the endon, n'(0) and the di-o, nZ(C,O)
mode [148,149,153,155,161,178]. For the chemisorption of acetone the former is the

dominant species [179] whereas for formaldehyde the latter mode is observed
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[161,162]. The structure and stability of these adsorption geometries have been
rationalised by a range of theoretical models [131,168,169]. The steric clash between
the methyl groups of the acetone and the surface destabilise the n*(C,0) mode driving
the adsorption into the 1n'(O) geometry. It is assumed that such an effect will be
common to any larger ketone-containing molecule such as the pyruvates and so
immediately the adsorption geometry of the reactant in the mechanistic model is
questioned.

However, since acetone can undergo kefo-enol tautomerism it is possible that either
of the isomers can be present on the metal surface as intermediates as surface RAIRS on
Ni(111) illustrates the stabilisation of the surface enolate at low temperature [187].
Thus, it is reasonable to assume that the pyruvates can interconvert into such isomers.
Although at present the keto isomer is assumed to be the important reactant form in the
pyruvate hydrogenation, observations by Wells et al. suggest otherwise [41]. D-tracer
experiments imply that the hydrogenation of the pyruvate takes place via the enol
isomer of the reactant on the Pd surface [41]. So far little is known about the role of the
enol in the mechanism and work in this direction is badly needed.

To date most of the theoretical work is limited to the modelling of the reactant-
modifier complexes. The surface interactions have either been ignored completely or
included only as a geometric constraint. It is clear that modelling work should be aimed
towards investigating the adsorptive interactions occurring on the catalyst. However,
modelling of the complete system has still not been successfully attempted because the
binding energies and structures of large complexes adsorbed on metal surfaces are still
out of reach for accurate quantum chemical calculations. Nevertheless, before model
predictions for complex systems can be achieved boundary conditions such as
adsorption modes, conformations, interactions efc. have to be verified experimentally.

It emerges from the catalytic data, that, for the hydrogenation of a-ketoesters, acetic
acid is the most favourable solvent and that alcohol solvents lead to unfavourable side
reactions such as the formation of a hemiketal, and so should be avoided. Although
such side products do not take part in the enantio-differentiating step it is assumed that
they affect the stereochemical outcome of the target reaction as they act to poison the
active sites on the catalyst [68]. The enantioselectivity observed in the conversion of
butan-2,3-dione to hydroxybutanone during the first stage of the reaction is thought to

follow that for hydrogenation of a-ketoester to lactate [55]. Theoretical calculations
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illustrate that the conformation of the chiral modifier is particularly important due to its
low concentration in the reaction mixture and that the reactant is conformation specific
to maximise the interaction between itself and the modifier so to stabilise the
diastereomeric complex [91]. Care should be taken in molecular models to ensure that
the reactant, modifier, hydrogen and catalyst are contracted in the right manner so as to

mimic experimental conditions.
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3.0. Introduction

Over the years all physical sciences have undergone major development and
improvement of fundamental theories, and seen an increase in their applications over
short spaces of time. In the case of computational chemistry this has been aided by
advances and availability of computing technology. Numerous chemical drawing
programs now exist which help to visualise and understand the structures of molecules
as well as a range of sophisticated computer software allowing the simulation of these
structures and molecular reactions, based on the fundamental laws of physics. As
highlighted in Chapter 2, most chemical properties ranging from any physical
observable to thermodynamics and the relative kinetics of a system can be predicted by
running calculations either in the gas-phase or in solution, and in their ground state or in
an excited state on a computer. Information concerning the nature of short-lived and
unstable intermediates such as transition states cannot be obtained through experimental
observation and as a result theoretical prediction of chemical properties are a valuable
aid to experimental measurements.

With regards to the nature of this research, the underlying theory of the computer
codes: MOPAC [1], GAUSSIAN [2], CASTEP [3] and VASP [4] used to generate
molecular and periodic models will be discussed in this Chapter. To get to grips with
the theory the latter part of this work will focus on its application, although, the exact
computational methodology used in our calculations will be specified in Chapter 4, a
brief description of the parameters and their overall significance will be provided here.

Another important issue to address is the fact that the computational methods used
throughout this thesis are purely based on quantum mechanics rather than the alternative
molecular mechanic approach. Although, each method performs the same basic types
of calculations to determine the structure and reactivity of molecules, such as computing
energy and properties of a particular molecular structure, molecular mechanics
techniques are parameterised against experimental data to provide reliable structures of
covalently bonded molecules. However, in this work we wish to study the adsorption of
molecules to metal surfaces for which no good force fields exist. This is largely due to
the complexity of the interaction between the extended electronic states of the metal and
the molecular orbitals of the adsorbate. Sufficient accuracy can only be obtained from
electronic structure methods and we have chosen to work almost exclusively with DFT

[5,6].

66



Theoretical Background: Chapter 3

To fully appreciate the range of quantum and molecular mechanic approaches to
modelling the following textbooks are recommended as additional reading Leach [7],

Cramer [8] and Hinchliffe [9].
3.1. Quantum Mechanics

Quantum theory was developed in the first half of the 20™ century and revolutionised
the understanding of atomic level phenomena, which could not be described by classical
physics. The new approach with surprising accuracy and predictive power was found to
explain the properties of matter and radiation, and thus initiated the field of quantum
chemistry. To model real processes and real materials, at the level of electronic
structure the relevant quantum theory equations must be solved. The most fundamental
equation of quantum mechanics for stationary states is the Schrodinger equation, which

in its barest form is:

HY = E¥ (Equation 3.1)

In this treatment the electrons are considered as wave-like particles represented by a
set of wavefunctions, ¥. H, represents the shorthand notation for the Hamiltonian
operator, which operates on ¥ to give the system energy E. Quantum mechanics
postulates that the wavefunction within the Schrddinger equation contains all
information that is known or can be known about a molecule, therefore finding
solutions to the equation, i.e. determining the wavefunction, is imperative. Such an
entity can help to resolve the heats of formation, conformational stability, chemical
reactivity, spectral properties efc of molecules and solids.

Computationally, exact solutions to the Schrodinger equation are only practical for
describing the smallest of systems such as atomic hydrogen, which is one of the best-
known examples [10]. Therefore, when considering molecular systems the equation can
only be solved approximately: two different types of approximation methods exist and

these are categorised as either ab initio or semi-empirical.
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3.1.1. Ab Initio Methods

Ab initio, means “from the beginning” and implies an approach which contains no
empirical parameters, i.e. all the terms in the Schrddinger equation are derived
exclusively from the first principles of quantum mechanics and on the physical
constants of the speed of light, ¢, the masses and charges of electrons and nuclei as well
as Planck’s constant, 4. The purpose of ab initio methods is to compute solutions to the
Schrédinger equation via a series of mathematical approximations. For molecules these
methods are implemented within computer programs such as GAMESS [11] and
GAUSSIAN [2] and include Hartree-Fock (HF) as well as “post HF”” methods such as
configuration interaction (CI) [12], many-body perturbation theory (MBPT) [13] and
coupled-cluster (CC) theory [14] etc. These later developed methods include
correlation effects neglected by the initial HF approach.

Relevant to this thesis is the Hartree-Fock theory (example of application provided in

the next section), and the background to this will be discussed in more detail later on.

3.1.2. Semi-Empirical Methods

To try and simplify the computations for molecular systems and to be able to solve
an approximate form of the Schrédinger equation, some of the time consuming
mathematical terms in the equation, which are neglected by the semi-empirical methods
are compensated by the use of parameters derived from experimental data. A number of
different methods have been formulated and each one is characterised by its unique
parameter set. The methods are usually referred to through acronyms, initially these
encoded the underlying theoretical assumptions but for some of the more modern
parameter sets the acronym is simply the location of the authors or methodology used.

The most frequently used methods include MNDO, AM1 and PM3 and are all based
on the Neglect of Differential Diatomic Overlap (NDDO) integral approximation [15].
Although all or some of the derived semi-empirical methods are implemented within
programs such as AMPAC [16], HyperChem [17] and ZINDO [18], it is the PM3
method coupled with HF theory and executed within the MOPAC7 software, which is
of importance to this thesis as it has been used to simulate and analyse the

conformational behaviour of CD (Chapter 5, section 5.2.1).
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3.1.3. Density Functional Methods

A third class of electronic structure methods, known as density functional approaches
have come into wide use for molecular systems. These DFT [5,6] methods are quantum
mechanical approaches which are hard to categorise as either ab initio or semi-
empirical. Some DFT methods are free from empirical parameters, while others rely
heavily on calibration with experiment. The present trend in DFT research is to employ
increasing numbers of empirical factors, making recent DFT techniques semi-empirical.
Currently, DFT calculations require about the same amount of computational resources
as HF theory, the least expensive of the ab initio methods.

DFT methods are attractive because they include the effects of electron correlation
i.e. the fact that electrons in a molecular system react to one another’s motion. HF
calculations consider this effect only in an average sense i.e. each electron sees and
reacts to an averaged electron density, whereas DFT methods account for the
instantaneous interactions of pairs of electrons. This approximation causes HF results
to be less accurate than some more expensive ab initio methods. DFT includes
correlation at essentially the cost of a HF calculation. DFT within the GAUSSIAN,
CASTEP and VASP codes has been widely implemented within our geometry
optimisation calculations of this thesis, and examples can be found in the corresponding

results Chapters 5-7.

3.1.4. Pseudopotential Theory and Supercell Approximation

Pseudopotential approaches [19] are an extension of quantum mechanic ab initio
methods. Chemical reactivity of an element is governed by its valence electrons, with
the core electrons being chemically inert. Based on this, pseudopotential theory
replaces the inert core electrons with an effective potential, by doing so it significantly
reduces the number of electrons to be solved in the Schrédinger equation. However,
even more importantly, the use of pseudopotentials results in much smoother
wavefunctions for the remaining valence electrons, making the problem much easier to
solve numerically.

The supercell approximation is a method used for the study of solid-state systems
with periodic boundary conditions (PBC) [20]. In this approach a large unit cell

containing the atomic structure in question is constructed and then repeated periodically
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throughout space. The periodicity is imposed on the simulation cell to better model the
continuum properties of the system. Bloch's theorem [21] may then be applied to the
wavefunctions so as to improve efficiency in solving the many-body electron
Hamiltonian.

Both approximations are essential for modelling surface adsorption calculations, in
particular those involving transition metals, and hence have been used coupled with
DFT via the codes CASTEP and VASP for the treatment of our non-supported catalytic

surfaces, refer to results Chapters 6 and 7.

3.2. Computational Quantum Mechanics

Practical implementation of the aforementioned quantum mechanics methods is
based on the following principles: (i) nuclei and electrons are differentiated from each
other, (ii) the electron-electron (typically averaged) and electron-nuclear interactions are
explicit, (iii) the interactions are governed by nuclear and electronic potential energy
and electron motions and (iv) the interactions themselves determine the spatial
distribution of the nuclei and the electrons and the corresponding energy. The
mathematical foundations for these quantum chemical concepts are considered in the
following sections. In this work they are mainly applied to the study of isolated gas-
phase molecules and intermolecular complexes in which the computations are
conducted at different levels of theory depending on the accuracy required, refer to

Chapter 4.

3.2.1. The Schrodinger Equation

The quantum mechanical equation corresponding to Newton’s second law of motion
of classical mechanics for a particle of mass m moving in a three-dimensional system is
the time-dependent Schrodinger equation, which essentially describes the wavefunction

of a particle:

—h? _ ih 0¥ (7,t)
V£ 74 G g Tl L) i
{ S7m + } (r t) n o (Equation 3.2)
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Here, ¥ is the wavefunction and describes the displacement of the particle at any point
along the wave and V is the potential field in which the particle is moving, V2 (“del

squared”) is the Laplacian operator and is defined below:

o> o &

Vi=s —+——+
axZ ayZ aZZ

(Equation 3.3)

Usually it is assumed that [¥|> (which is the product of ¥ with its complex conjugate
(W*\¥)) represents the probability density for the particle(s) it describes. The equation
is easily adapted to represent a molecule i.e. a collection of particles by simply using the
¥ to incorporate the coordinates of all the particles in the system as well as ¢ (time).

By solving the Schrodinger equation i.e. finding the correct W subject to appropriate
boundary conditions the energy and any other property of a particle can be obtained.
Note that there are many different solutions i.e. different wavefunctions to the equation
and each corresponds to a different state of the system. The equation can be simplified
by using a separation of variables. If V is not a function of time the wavefunction can

be expressed as the product of a spatial function and a time function:

¥(F,t)="P()(t) (Equation 3.4)

If this is then substituted into equation 3.2, two equations are obtained, one for the
dependence of the position of the particle independent of time and the other is a
function of time alone. This separation is crucial for the modelling encountered in this
thesis, all the wavefunctions produced are stationary states with no time dependence,

and so we concentrate on the time-independent expression:
H 1//(? ) =F 1//(? ) (Equation 3.5)

where E represents the energy of the system, and H is the Hamiltonian operator

equivalent to:

.y

VitV (Equation 3.6)
87°m

H=
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Each solution of the time-independent form equation 3.5 has various solutions, each
one, relating to the different stationary states of the particle (molecule). The one with
the lowest energy is called the ground state. However, one of the limitations of
equation 3.5 is that it cannot give an accurate description of the core electrons in large
nuclei, since it is not valid when the particle velocities approach the speed of light as it
is non-relativistic. Note that equation 3.5 is in the form of an eigenvalue equation, the
function ¥ is described as an eigenfunction and is different for each eigenvalue, i.e. the
energy of the system, E.

In the Schrédinger equation representing a molecular system, the ¥ is a function of

the positions of the electrons and the nuclei within the molecule, and these are
symbolised by 7 and R respectively. In the following text the subscripted versions will

represent the vector corresponding to a particular electron or nucleus e.g. 7 and R, .

3.2.2. The Born-Oppenheimer Approximation

One of the first approximations to simplify the solution of the Schrédinger equation
is the Born-Oppenheimer approximation, in which the nuclear system is treated using a
classical Newtonian approach. Essentially it simplifies the general molecular problem
by separating nuclear and electronic motions. Since there is a large difference between
the mass of a nucleus and an electron (typically thousands of times greater), the nuclei
move very slowly with respect to the electrons. Accordingly, the electrons respond
instantaneously to the motion of the nuclei and so, the electronic distribution within a
molecular system depends on the positions of the nuclei, and not on their velocities.
Consequently the nuclei are treated adiabatically, and to the electrons they appear to be
fixed. In turn this leads to the separation of the electronic and nuclear coordinates in the
many-body wavefunction. For the molecular system the full Hamiltonian can be

expressed as:

H= Telectrons (;,-) + Tnuclei ( "‘) + Vnuclei—e!ectrons (R" i;) + Velectrons (F) + Vnuclei ( ") (E quatl on 3 7)

where T represents the kinetic and ¥ the potential energies. The approximation is
practical since it allows both the nuclear and electronic parts of the problem to be solved
independently. By neglecting the kinetic energy term for the nuclei it is possible to

construct the following electronic Hamiltonian:
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1 electrons 62 62 62 electronsnuclei Z
Helectrons - + + _ _ 1
=

i
electrons 1
153 s
i J<i i J

Note that the above Hamiltonian has been written in atomic units (¢ = m, = h= 4ngy =

(Equation 3.8)

1) since they eliminate fundamental constants and thus simplify the equations of

quantum mechanics. Future equations will be based on these units.
3.2.3. The Molecular Hamiltonian

In the molecular system the Hamiltonian consists of a kinetic and a potential energy

term:

H=T+V (Equation 3.9)

Here, the kinetic energy is the summation of V? over all the particles:

h? 1( 8 0> o
T=— - + + Equation 3.10
8724 mk(é?x,f oy} 0z} (Equation )

The potential energy represents the Coulomb repulsion between each of the charged
species i.e. electron-electron or nucleus-electron (the atomic nucleus is treated as a

single charged mass):

1 q,4:
V= E E L Equation 3.11
dre, Tig Ar, (Eq )

where Arj represents the distance between the two particles, and g; and g; are the
charges on particles j and k. The charge on the electron is designated e, whereas Ze
corresponds to the charge on the nucleus, with Z giving the atomic number for the

particular atom. Equation 3.11 can thus be expanded to:

1 electrons nuclei 7z e2 electrons e2
V= el Z > (A’r—}+z Z(;J (Equation 3.12)

1 i i j<i i
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In this expression the first term relates to the electron-nuclear attraction and the second

to the electron-electron repulsion.
3.2.4. Restrictions on the Wavefunction

To satisfy the Pauli principle [22], the electronic wavefunction must be
antisymmetric i.e. it must change sign when two identical particles are interchanged,
since electrons are identical fermion particles. To obtain a valid wavefunction the

following conditions must be satisfied:

Wy By ves s ooy B )= =B enns s oo ) (Equation 3.13)

i n J

i )
S

9ecey

The wavefunction must also be normalised, i.e. to ensure P integrated over all space
represents the actual number of particles. Normalisation is a mathematical feature of
the solutions to the Schrodinger equation which implies that if ¥ is a solution, then so is
¢, where c is any constant. By being able to vary the wavefunction by a constant
factor a normalisation constant can be found, which allows the proportionality of the
Born interpretation to become an equality. The normalisation constant is found by
ensuring that, for a normalised wavefunction c'P, the probability that a particle is in the
region dx is equal to (cWV*)(cW)dx and that the probability of the particle being
anywhere in the system is equal to 1. The expression below illustrates how the

integration is multiplied by the normalisation constant, c:

2
[Te¥] dc =100, (Equation 3.14)
3.2.5. Hartree-Fock Theory

Earlier, it was stated that exact solutions to the Schrédinger equation only arise for
some of the most trivial molecular systems, however, an approximate solution for a
larger range of molecules can be obtained by using a number of simplifying
assumptions and procedures. One of the simplest approximate theories for solving the

many-body Hamiltonian is HF theory used in parts of Chapter 5.
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3.2.6. Molecular Orbitals

The basic principle behind HF theory is that the electrons in a system can be
described by molecular orbital(s) (MO(s)). HF theory decomposes the ¥ into a
combination of one electron MO(s) e.g. ¢;, ¢, ...etc, the most appropriate are those

which are normalised and orthogonal:

J“”¢; ¢i dxdydz =1

_m¢,~'¢,dxdydz =0; i#j (Equation 3.15)

The easiest way of making ¥ as a combination of these MO(s) is by forming their

Hartree product:
¥(F)=0,7 ), (%) 4,(7) (Equation 3.16)

However, this is an inadequate wavefunction because it is not antisymmetric, as
swapping over the orbitals of two electrons does not result in a sign change. This is
most commonly achieved by representing ¥ as a determinant of one electron

wavefunctions, known as the Slater determinant.
3.2.7. Electron Spin

To obtain an antisymmetric function which is a combination of MO(s) a determinant
must be formed, however, the fact that electrons can exist in either spin up (+1/2) or
spin down (-1/2) must also be taken into account. The previous equation (equation
3.16) only accounts for one electron in each MO, although most calculations are of the
closed-shell form in which the orbitals are doubly occupied holding two electrons of

opposite spin. The electron spins are usually classified as spin « and spin £

spin up a(T)= a(iv): 0

1 .
ﬂ(T)= 0 ﬂ(l,): 1 spin down (Equation 3.17)

In forming the determinant, the following notations are used a(i) and (i) for electron i,
so that () is the value of « for electron 1 efc. Electron spins are incorporated into the

overall electronic wavefunction by multiplying the MO functions by « and S to give
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spin-orbitals. These orbitals are a function of both the electron’s location and spin.
With electron spin accounted for, a closed-shell wavefunction can be built, which is

antisymmetric in nature.
3.2.8. Basis Sets

Once the MO(s) are incorporated into the electronic wavefunction, they need to be
expressed as a linear combination of simpler standard functions, which are pre-defined
and termed as basis functions. In this approximation the basis functions are based on
the atomic nuclei and so to a certain extent can be said to resemble atomic orbitals.
However, the actual mathematical treatment is more general than this, and any set of
appropriately defined functions maybe used, for example, plane-waves in periodic

systems. The general expression used to define an individual MO is:

N
6= Cuk, (Equation 3.18)
u=1

Here, the molecular orbital expansion coefficients are denoted by the term c,;, and the
basis functions by %,... 7y -
In GAUSSIAN and similar programs the basis functions are based on gaussian-type

atomic functions and the general form of these follow:

g(a,f"): (;x"y'"zle_mz (Equation 3.19)
where 7 signifies the position vector with components x, y, and z and the constant «
determines the size i.e. the radial extent of the function.

3.2.9. The Variational Principle

Now that the molecular orbitals are expanded in a basis set the next step involves
finding a set of coefficients that will minimise the energy of the resultant ¥. To do this
HF theory takes advantage of the variational principle, which states that the expected

energy value corresponding to the ground state electronic coordinates of any
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antisymmetric normalised function (E) will always be greater than the energy for the

exact V:

EE)>EWY), EZ=z¥ (Equation 3.20)

This implies that the energy of the exact wavefunction acts as a lower bound to the
corresponding values calculated by any other normalised antisymmetric function, and so
these energy values need to be minimised and the best way to achieve this is by using

the equations of Roothaan-Hall.
3.2.10. The Roothaan-Hall Equations

In 1954, Roothaan and Hall described matrix algebraic equations that permitted HF
calculations to be carried out using a basis set representation for the MO(s).

For a closed-shell system, the Fock operator is defined for each electron i as:

N

fi=H"" +Z{2J, -K ,} (Equation 3.21)

J=1

where J; is the Coulomb and KX is the exchange operator. Essentially, the Fock operator
is an effective one-electron Hamiltonian for the electron in the poly-electronic system.

The expansion of the MO(s) can be described by coefficients, cy;:

N
S(F,-68,)e,=0  p=12..,N (Equation 3.22)
v=1

where F,, are the Fock matrix elements for basis functions x4 and v and S, is the

corresponding element of the overlap matrix. The above expression is usually

expressed in the matrix form:

FC=S8C¢ (Equation 3.23)

Here, F, C and S are matrices and ¢ represents a diagonal matrix of orbital energies
where each of its elements for example, & is the one-electron orbital energy of
molecular orbital ;. The overlap matrix, S, ensures sufficient overlap between the

orbitals.
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The Fock matrix, F, corresponds to the average effects of the field of all the electrons

on each orbital, for a closed-shell system, the elements would be:

F,=H +ﬁ: ﬁpk, [(,uv |/10')—%(,u/1 |v0')} (Equation 3.24)

A=l o=l

Here, H,” is another matrix, which represents the energy of a single electron in the
field of the bare nuclei, and P is the density matrix, which can be defined as:
occupied

P, =2 Zc;‘.c

i=1

i (Equation 3.25)
In this expression the coefficients are summed over the occupied orbitals only, in which
each holds two electrons, hence the factor of two implied in the equation. Referring
back to equation 3.24 the term (uv /AG) represents the two-electron repulsion integrals.

Since the Fock matrix (via the density matrix) depends on the MO expansion
coefficients, equation 3.23 must be solved iteratively, by using the Self-Consistent Field
(SCF) method. In this procedure the energy is at a minimum at convergence with the
orbitals generating a field, which produces the same orbitals, thus accounting for the
method’s name. The solution to the eigenvalue problem then produces a set of occupied
and virtual (unoccupied) orbitals. The number of basis functions used are then equal to
the total number of these orbitals.

The actual SCF process is conducted via a number of explicit steps, and these can be
summarised as follows: (i) the integrals of the Fock matrix are first evaluated which are
used to (ii) estimate the molecular orbital coefficients used to construct a density matrix,
leading to the formation of (iii) the Fock matrix. Next, (iv) the density matrix is solved
and finally (v) the energy is tested for convergence, if it has not reached a minimum
value then the process is repeated to begin the next iteration. If convergence has been
reached then the calculation continues to obtain other properties specified by the user.

The exact mathematical premise for this method is outlined in the next section.
3.2.11. The Hartree-Fock Self-Consistent Field Method

The Hartree SCF method is a variational approach for computing the Fock product,

which aims to solve the one-electron Schrddinger equation, but more accurately takes
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into account the antisymmetric nature of the wavefunction. In doing so, the trial
wavefunctions are then expressed as Slater determinants of variational spin-orbitals,

such as:

1se(t)  15()B()
p=—= (Equation 3.26)

i Sratn) 15()BG) .

in which the basis functions for the spatial orbitals 1S, 2S5, ..., etc, are typically linear

combinations of Gaussians, or Slater type orbitals.
3.2.12. Open-Shell Methods

Until now only the restricted HF method has been considered. For open-shell
systems i.e. those that possess unequal numbers of spin up and spin down electrons such
as certain ions and excited states efc, an unrestricted method is required. Since the o
and P electrons in these systems use separate spatial orbitals the resulting two sets of

MO expansion coefficients are:

¢ia =ZCZZ;«
u

(Equation 3.27)
¢ =2z,

u
From these two coefficients then, two sets of Fock matrices and hence their associated
density matrices can be obtained, which in turn will give two sets of orbitals. These
separate orbitals will then possess all the characteristic features required for open-shell

systems such as obtain the correct delocalisation for resonant systems.
3.2.13. Limitations to Hartree-Fock Theory

In the HF approach each electron feels only the average Coulomb repulsion of all the
other electrons, and so generates wavefunctions that are antisymmetric with respect to
the exchange of two electron positions and includes exchange between like-spin
electrons. Under this treatment, there is no instantaneous electron-electron interaction

included. By doing so, the approximation makes HF theory much simpler than the real
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problem, which is an N-body problem. The cost of a HF calculation usually depends on
the number of basis functions and normally scales as the cube of it, however, depending
on the implementation the scaling can be between linear and quartic with system size.
One of the downfalls of the theorem is that it cannot accurately make quantitative
predictions for the properties of many compounds, for example, interaction energies are
calculated poorly because the effects of electron correlation are ignored. However,
since the HF wavefunction is a well-controlled approximation to the many-body
wavefunction, the approach is widely used due to its good qualitative nature as
indicated by our calculations (Chapter 5, section 5.2.1) and is good for determining
information such as trends in a structural parameter with system size. Although the HF
approximation can give poor answers in many cases, it can be corrected by explicitly
accounting for electron correlation by methods such as CI [12], MBPT [13] and by
other means. DFT has the advantage of speed over post-HF methods and so the large

systems required in this work can be tackled.

3.2.14. Density Functional Theory

Density functional theory-based methods developed by Hohenberg and Kohn [5] and
Kohn and Sham [6] ultimately derive from quantum mechanics research of the Thomas-
Fermi-Dirac model from the 1920s, and from Slater’s fundamental work in the 1950s.
It is a powerful approach in the sense that it is a formally exact theory and is distinct
from quantum chemical methods in that it does not yield a correlated N-body
wavefunction. Essentially, the DFT approaches describe the effects of exchange and
correlation in an electron gas with the modelling based upon general functionals of the
electron density. A functional is referred to as a function whose argument is itself a
function i.e. a function of a function.

The Hohenberg-Kohn theorem proved that for an electron gas the total-energy
(inclusive of exchange and correlation) is a unique functional of the electron density. It
was found that the minimum value of the unique total-energy functional corresponded
to the ground state energy of the system, whilst the density generating this value was the
exact single-particle ground state density. However, unfortunately, the theorem did not
provide the form of this functional and it was not until 1965 that Kohn and Sham
showed that the many-electron problem could be replaced by an exactly equivalent set

of self-consistent one-electron equations. Exchange and correlation were included by
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adding energy functions of the electron density to replace the electron-electron
interactions. As a consequence, the resulting Kohn-Sham DFT theory shares many
similarities with HF.

DFT has come into prominence over the last decade as a method potentially capable
of predicting very accurate results at a low cost. In practice, approximations are
required to implement the theory, the accuracy of results are then dependent on the
approximations made. Calibration studies are therefore required to establish the likely
accuracy in a given class of systems. For further details about DFT refer to von Barth
[23], Dreizler and da Providencia [24], Jones and Gunnarson [25], and Kryachko and
Ludena [26].

3.2.15. The Kohn-Sham Energy Functional

The most common expression for the total-energy functional derived by Kohn and

Sham for a system of electrons with an external field, V, (x) is:

E[p(N]=T[p(N]+ E,[p(N]+E . [p(N]+ E,,[p(r)] (Equation 3.28)

where the terms, T[p(r)] represent the kinetic energy functional of the non-interacting
electrons of density pr), E, [p(r)] is the electrostatic energy, E _[p(r)] is the
exchange-correlation energy and E, [p(r)] is the potential energy of the non-
interacting electrons in the external field V,, (x), which can include atomic nuclei of
molecules. The electron density for the doubly occupied set of electronic states'?,is

calculated from:

p(r) =23 ¥, (r)’ (Equation 3.29)

Only the minimum value of the Kohn-Sham energy functional is significant and that is

because it represents the ground-state energy of the electrons.
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3.2.16. Kohn-Sham Equations

In order to minimise the Kohn-Sham energy functional a set of wavefunctions ¥; are
required and these are provided by the self-consistent solutions to the Kohn-Sham

equations:

—h?
[gvz +V,,(r)+V,(r)+V,. (r)]‘P,. (r)=¢¥.() (Equation 3.30)
Here, '¥; denotes the wavefunction of the electronic state i, & is equal to the Kohn-Sham
eigenvalue and Vjy is calculated to be the Hartree potential of the electrons from the

expression:

V,(r)=e II _r' (Equation 3.31)

Note that the integration over the element dr > means over all space accessible to the
particle. Finally Vxc, the exchange-correlation potential is derived from the functional

derivative:

Vielr)= 5E§o [(’:§ rl (Equation 3.32)
The Kohn-Sham equations represent a mapping of the interacting many-electron system
onto a system of non-interacting electrons moving in an effective potential due to all the
other electrons. Sadly, since the exchange-correlation energy functional is not known
exactly it is impossible to derive a potential for which the exchange and correlation
effects are represented correctly. As with the HF Roothaan-Hall equations (section
3.2.10), the Kohn-Sham equations are solved self-consistently, in order for the occupied
electronic states to create a charge density which produces an electronic potential, used
in the construction of the original equations.
In the Kohn-Sham eigenvalues the effects of electron-electron interaction in the
Hartree energy and in the exchange-correlation energy are overestimated, and so the
sum of the eigenvalues would not represent the total electronic energy. To be exact the

eigenvalues are not the energies of the single-particle electron states but instead
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correspond to the derivatives of the total-energy with respect to the occupation numbers
of these states [27]. Bearing this in mind, then, the highest occupied eigenvalue in a
molecular calculation would then represent an approximate value for the unrelaxed
ionisation energy for that system [28].

To summarise, the Kohn-Sham equations are a set of eigen equations, and it is the
problem of finding a solution to the eigenvalue once an approximate expression for the
exchange-correlation energy is specified which constitutes the bulk of the work in a

total-energy calculation.

3.2.17. Local Density Approximation

The Hohenberg-Kohn theorem illustrates the need for approximate methods to
describe the exchange and correlation energy as a function of electron density. In 1965,
Kohn and Sham developed one of the simplest approaches in describing the exchange-
correlation energy of an electronic system, the local density approximation (LDA). For
the construction of the exchange and correlation energy LDA assumes that the density
locally can be treated as a uniform electron gas, with the density being a slowly varying
function. In other words it considers that the exchange-correlation energy per electron
at a point r in the electron density, denoted as &, (r), is equal to the exchange-
correlation energy per electron in a homogeneous electron gas which has the same

density as the molecular electron density at point r, hence:

Exlp ()= jgxc ()o (r)ar® (Equation 3.33)

and
éE’;Cp[g)(r)] = a[p(g;f; e} (Equation 3.34)

with
exc(r)=exrlp ()] (Equation 3.35)

As the local density approximation is frequently used in total-energy pseudopotential

calculations, it was found that the inclusion of any of the several parameterisations for
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the exchange-correlation energy of the homogeneous electron gas [6,29-32] all
simulated very similar total-energy results. The basis of the parameterisation methods
lie in the use of interpolation formulae to link the results of exchange-correlation

energies calculated at various electron gas densities (high to low).
3.2.18. Limitations to Local Density Approximation

Despite the known accuracy in calculating the total-energy, one of the downfalls of
LDA is the fact that it ignores non-local exchange-correlation effects. The most
important corrections to the exchange-correlation energy at a point » will be caused by
the nearby inhomogeneities in the electron density. Therefore, it is surprising that the

calculations including the LDA approximation work so well.
3.2.19. Generalised Gradient Approximation

A method commonly used to improve the LDA is the generalised gradient
approximation (GGA), which involves applying gradient expansions (corrections) to

make the Exc a functional of the density and its gradient:

ESlp ()= [exc(ptrDp(r)dr + [Fic o), [V plr)lar (Equation 3.36)

Fxc is a correction chosen to satisfy one or several known limits for Exc. There is no
clear method by which it should be developed but parameters based on experimental
observations over a test suite of molecules are often substituted in.

One of the most popular GGA exchange and correlation functionals to date and that
applied in our DFT calculations (Chapters 6 and 7) is one developed by Perdew and
Wang, abbreviated PW91. The PW91 functional uses a different expression than the
earlier derived local functionals of Vosko, Wilk and Nusair [31] for the LDA correlation
energy density and contains no empirical parameters. The derivation of the functional is

long and can be found in reference 33.
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3.2.20. Hybrid Functionals

Hybrid functionals are a further development of the above exchange-correlation
functionals. One of the most well known is the Becke-3- (B3) GGA hybrid exchange
functional [34] combined with the GGA correlation functional of Lee-Yang-Parr (LYP)
[35], which is applied in this work for isolated molecular systems. The hybrid notation
of B3LYP [36] arises as HF exchange is mixed with the DFT definitions in defining the

exchange-correlation term:

Ey =a,EX +(1-a))E** +a AES +(1-a,)E/"™ +a,AEL” (Equation 3.37)

The 3 parameters for the exchange-correlation term a,, a, and a, were optimised to

0.20, 0.72 and 0.81 respectively. These values are derived from thermodynamic and

spectroscopic properties of various systems.
3.3. Methods for Studying the Solid State

The quantum mechanical methods used to study solid-phase systems such as surface
applications are different to those discussed above, i.e. those employed to study
individual molecules or isolated intermolecular complexes. To best simulate solid
surfaces a method in which a supercell is constructed and repeated periodically in space
is used. Although DFT theory is specified in these calculations, the electronic states for
solids are best expanded via a plane-wave basis set rather than the conventional
Gaussian orbitals. This is due to a number of reasons, firstly, the plane-wave basis set
sits naturally with a periodic simulation since the fourier transform into reciprocal space
is easier than for localised basis sets. Secondly, it is much easier to check convergence
with plane-waves in contrast to atom-centred basis sets because it depends only on the
parameter E.,,, (further discussed in section 3.3.8). Thirdly, the calculation of the forces
on the nuclei is very easy with plane-waves and finally, the use of atom-centred basis
sets can lead to spurious effects because of the superposition of basis functions centred
on different atoms. When plane-waves are used a pseudopotential is required, which
means that for heavy elements and transition metals the core state functions are replaced
with a simple potential that mimics the interaction of the core and valence states. The

pseudopotential therefore sacrifices an explicit treatment of the core states to reduce the
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computational burden. The mathematical foundations for these concepts and those

specific to our calculations are presented in the following sections.

The latter part of this thesis is concerned with the effect of chemisorption of simple
adsorbates on Pd and Pt surfaces. The surfaces considered are cut from a crystalline
bulk phase to form atomically flat, well-defined crystal planes. The chosen plane, fo
reasons of stability is defined by its Miller indices [37] as described below. Both group

10 metals adopt a fcc structure in which each atom has 12 nearest neighbours; a (111)

The system used to denote a given crystal plane is the Miller index. Three integers

(h, k, [) are assigned to materials adopting either a bulk cubic (simple cubic (sc), fe

body-centred cubic (bcc)) lattice, whereas four integers (w, 7, k, /) are used for kcp
structures. Other less common crystallographic forms exist which can also be identified
using Miiler indices. In the example provided in figure 3.1, three mutually
perpendicular Cartesian axes labelled x, y, and z are used to define a fcc lattice of lattice

constant a. The shaded area represents the crystallographic plane to be labelled.
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above, this is written as (1, 1, 1) as clearly the plane intercepts all three axes at a. The
indices are then defined by taking the reciprocal values of these intercepts and are
expressed in round brackets with the commas removed ie. (111). Th

indexed faces, (100), (110} and (111) common to surface studies of a fcc metal such as

Pd and Pt are illustrated in figure 3.2.

Flgl.re 3.2: Plan views (2} f the most common fa.::s studied in Siﬁ‘J ace science. The pr'mmve Sui _,abe unit

mesh (biue linesj and centred rectangie unit ceil (biack lines) associated with each piane are shown. a is

u

defined as in figure 3. 1.
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surface cell 1s a square and diamond respectively, as shown in figure 3.2, whereas for
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space in three-dimensions up to the desired unit cell size, creating a supercell. An
artificial periodicity (PBC) is then imposed onto this supercell, so that the simulation to
be performed uses only a small number of particles in such a way that the particles
experience forces as if they were in the bulk. An example of a cubic box of particles

replicated in two-dimensions to give a periodic array is illustrated in figure 3.3.
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Figure 3.3: Periodic boundary conditions in two-dimensions. Figure obtained from reference 20.

In this example, each box is surrounded by eight nearest neighbours, which would
increase to twenty-six in a three-dimensional array. It is simple to compute the
coordinates of the particles in the image boxes as the integral multiples of the box sides
are either added or subtracted. If a particle were to leave the supercell during the
simulation, then under PBC it would be replaced by another image particle entering
from the opposite side (figure 3.3), so as to keep the number of particles within the cell
constant.

3.3.4. Limitations to Periodic Boundary Conditions
Although widely used in computer simulations, PBC do have some limitations. One

of the most detrimental is the fact that the periodic cell cannot achieve fluctuations that

have a wavelength greater than the length of the cell. For a further discussion consult

reference 21.
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3.3.5. Bloch’s Theorem

The main advantage in quantum chemistry of imposing PBC relates to Bloch’s
theorem, which states that in a periodic system each electronic wavefunction can be
written as a product of a cell-periodic part f,.(r) and a wave like part, exp[ik-r] with

wavevector k;:

¥, (r)= explik - rlﬂ () (Equation 3.38)

Of the electronic wavefunction, the cell-periodic part can easily be expanded with the
use of a basis set. The most suitable basis set is comprised of a discrete set of plane-

waves, the vectors of which are reciprocal lattice vectors of the crystal:

fir)= zc:ci,G exp[iG r ] (Equation 3.39)

Here, the Bloch wave coefficient is represented by the term c¢; and the reciprocal lattice
vectors are denoted by G, which in turn are given by G/ = 2zm for all /, where / is a
lattice vector of the crystal and m an integer. Thus, allowing each electronic

wavefunction to be expressed as a sum of plane-waves:
¥, (r)=2"c,s.c explilk +G)-r] (Equation 3.40)
G
3.3.6. Brillouin Zone and K-Point Sampling

For bulk solids it is the application of periodic boundary conditions that determine a
set of k-points for the electronic states. The volume of the solid unit cell always
determines the allowed density of k-points for the bulk. An infinite number of k-points
are used to represent the infinite number of electrons in the solid, however each k-point
is occupied by only a finite number of electronic states. With the introduction of k-
points the Bloch theorem simplifies the problem of calculating an infinite number of
electronic wavefunctions to a condition where a finite number of electronic
wavefunctions at finite number of k-points are calculated. This can be achieved because
for k-points that are close together it is inevitable that the wavefunctions will be almost

indistinguishable. For this reason it is possible to use the wavefunctions at a single -
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point to describe the entire electronic wavefunctions over a region of k-space. This
approach simplifies the computation of the total-energy of the solid as the electronic
potential is calculated from the electronic states at only a finite number of k-points.

Since the *70s and early ’80s many methods have been available to try and obtain
accurate approximations to the electronic potential as well as the contribution to the
total-energy from a filled electronic band (i.e. from calculating the electronic states at
special sets of k-points in the Brillouin zone) [38]. With the use of these methods the
electronic states at a small number of k-points can be calculated providing an accurate
estimate for the electronic potential, which in turn is sufficient to yield precise total-
energies for either an insulator or a semi-conductor.

Difficulties are experienced in trying to calculate the electronic potential and the
total-energy for metallic systems because the Fermi surface requires a dense set of .-
points. Inadequate k-point sampling can lead to errors in the total-energy however; this
can easily be amended with the use of a denser set of k-points. The computed total-
energy will converge as the density of the k-points increases reducing the error in the
sampling to zero and so the required accuracy can be achieved systematically. The
exact method used to obtained k-points in our calculations is the Monkhorst-Pack
scheme [38].

3.3.7. Monkhorst-Pack Special Points

The Moénkhorst-Pack scheme is one of the most popular methods for generating k-
points and was devised in 1976, and then modified a year later to accommodate
hexagonal systems [39]. It produces a uniform grid of k-points along the three axes in
reciprocal space. The resulting grid is then defined by three integers, g; where i = 1, 2
and 3, specifying the number of divisions along each of the axes. The integers then

generate a sequence of numbers according to the following:

u, = (2r"qi _1)
2q,

1

(Equation 3.41)

in which 7 varies from 1 to g;.
The Monkhorst-Pack grid is obtained by substituting the above sequences into the

expression below:
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k. =u,b +ub, +ub, (Equation 3.42)

This set of g,q.q; distinct points is further symmetrised and weights are assigned
according to the number of symmetry images of a given point in the symmetrised set.
Before the set is symmetrised it is possible to add a constant shift to all of the points,
when applied to hexagonal symmetry systems, the points along the a and b axes are

given by:

u,=-——>- (Equation 3.43)
where p varies from 1 to g, [39].
3.3.8. Plane-Wave Basis Sets

Bloch’s theorem implies that the electronic wavefunctions at each k-point can be
expanded in terms of a discrete plane-wave basis set. Theoretically, for this to occur an
infinite number of plane-waves would be required. In any real application the basis set
must be truncated to allow the calculation to be performed. This can be done
systematically by referring to the kinetic energy of the plane-waves: (H2m) |k+G |2
Since the wavevector is proportional to the reciprocal of the wavelength, short-range
features require large k-vectors and so large energy plane-waves. Hence if an electron
density contains features that vary over a short range we will require high-energy waves
to represent the density correctly. Put another way, the plane-wave basis set can be
truncated to include only plane-waves that have kinetic energies that are smaller than
some particular cutoff energy, E.,, as illustrated in figure 3.4. To obtain the best £,
for a particular problem its value is increased gradually and the total-energy plotted

against E,, to identify the point at which convergence occurs.
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1 .
E = EGz max (Equation 3.44)
Figure 3.4: Schematic representation of the cutoff energy concept.

If Bloch theorem wasn’t applied then regardless of how small the cutoff energy was,
an infinitely large plane-wave basis set would be required to expand the electronic
wavefunctions, rather than the discrete set of plane-waves imposed by the theorem. The
truncation of the basis set at a finite cutoff energy will lead to an error in the computed
total-energy and its derivatives. To reduce the magnitude of this error, the cutoff energy
of the plane-waves could be systematically increased. In theory, the cutoff energy
should only be increased until the calculated total-energy has converged within the
required tolerance, although it is possible to perform computations at lower cutoff
energies.

One of the drawbacks of using plane-wave basis sets is that the number of basis
states changes discontinuously with cutoff energy. Discontinuities in the plane-wave
basis set are also found when the size and shape of the unit cell changes under a fixed-
energy cutoff. By using denser k-point sets the weight attached to any specific plane-
wave basis state can be reduced serving to lessen the degree of the discontinuities
present. Nevertheless, even with the use of very dense k-point sets the problem of
discontinuities is never actually resolved. It can be treated approximately by using a
correction factor, which accounts for the difference between the number of states in a
basis set and an infinitely large number of k-points and the number of basis states

actually used in the calculation [40].
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3.3.9. Plane-Wave Representation of Kohn-Sham Equations

One of the major advantages of using plane-waves as a basis set for the electronic

wavefunctions, is the fact that the Kohn-Sham equations are simplified:

h2
ﬂ|k+G|2§GG, +V, (G-G)+V,(G-G')

CiksG = €iCiksG

7|+ (6-G) (Equation 3.45)

In this expression, the kinetic energy is diagonal and the electron-ion, Hartree and
exchange-correlation potentials are described in terms of their Fourier transforms. The
use of a plane-wave basis set also reduces the computational effort required to calculate
derivatives of the total-energy with respect to atomic displacements such as stresses and
forces. This allows efficient geometry optimisation and molecular dynamics schemes to
be implemented. It is also simple to improve the convergence of plane-wave basis set

calculations as there is a schematic way of adding more basis functions.
3.3.10. Non-Periodic Systems

Bloch’s theorem cannot be applied to systems lacking periodicity in three-
dimensions such as isolated molecules, defects in solids, and surfaces efc. In surface
computations, the desired plane-wave basis set would be one that would be discrete in
the plane of the surface yet continuous in the direction perpendicular to the surface. For
this an infinite number of plane-wave basis states would be required regardless of the
size of the cutoff energy for the basis set. Plane-wave basis set calculations can only be
performed on the non-periodic systems above, if they are represented as periodic
supercell geometries.

In a surface calculation the supercell is represented by a crystal slab and a vacuum

region (figure 3.5), which is repeated over all space to obtain the periodicity.
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Figure 3.5: Schematic illustration of a supercell geometry for a surface of a bulk solid. The supercell is

the area enclosed by the dashed lines. Figure obtained from reference 3.

The total-energy is then calculated over the whole crystal slab array. For accurate
energies to be obtained two conditions must be fulfilled (i) the vacuum gap should be
wide enough to prevent the faces of the adjacent crystal slabs from interacting with each
other and (ii) the crystal slab should be sufficiently thick so as to eliminate artificial
interactions arising between the surfaces of the individual crystal slabs through the bulk
crystal. Isolated molecules can also be simulated in a similar fashion [41] (figure 3.6)

on the basis that the supercells are large enough to ignore the interactions between them.

e cemend

.............................

>

Figure 3.6: Schematic illustration of a supercell geometry for a molecule, convention as in figure 3.5.

Figure obtained from reference 3.

3.3.11. Pseudopotential Approximation
Earlier it was shown that the solution to the Kohn-Sham equations for infinite

crystalline systems is tractable with the use of careful k-point sampling and a plane-

wave energy cutoff in the Fourier expansion of the wavefunction (sections 3.3.6 and
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3.3.8) implemented within Bloch’s theorem (section 3.3.5). However, the use of a
plane-wave basis set alone is not ideal for the expansion of the electronic wavefunctions
of heavy elements because a very large number are required to accurately describe the
rapidly oscillating wavefunctions of the electrons in the core region.

To overcome such difficulties the pseudopotential approximation was introduced.
Based on the observation that most physical properties are determined by the valence
electrons, the approximation removes the core electrons and combines the interaction
between the core and valence electrons and the strong nuclear valence electron
interaction into a pseudopotential [42].

Within the core region, the valence wavefunctions are replaced by smoother nodeless
pseudo-wavefunctions that are identical to the real wavefunctions outside the core

region, as illustrated in figure 3.7.

- -
-

B R Y S

Figure 3.7: An illustration of the full all-electron wavefunction (¥,z) and electronic potential (solid
lines) plotted against distance, r, from the atomic nucleus. The corresponding pseudo-wavefunction
(Fseudo) and potential (Vpseuao) is plotted (dashed lines). Outside a given radius r., the all-electron and

pseudo electron values are identical. Figure obtained from reference 43.

By doing so, the complexity of the problem is reduced in a number of ways. Initially,
by removing the core electrons a fewer number of wavefunctions need to be calculated
as well as the number of plane-waves required to describe the valence wavefunctions, as
primarily the potential no longer diverges toward -co and the valence wavefunctions are

smoother within the core region.
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For a pseudopotential calculation to reproduce the same energy differences as an all-
electron calculation, the pseudo-wavefunctions must be identical to the all-electron
wavefunctions outside the core. This is referred to as the “norm-conservation”
condition.

There are a number of different schemes for generating a pseudopotential, the two
methods used for this work include the most common Vanderbilt or ultrasoft
pseudopotentials (US-PP) [44] and the novel Projector Augmented-Wave (PAW)
potentials [45,46]. Typically, all pseudopotentials are generated following a standard
method, which usually involves specifying a cutoff distance for the core, an exchange-
correlation potential and a general form for the pseudopotential. The most common

form used is:

Vi = IZ Y, (0.8), ()Y, (6.9) (Equation 3.46)

where y. (6,¢) are spherical harmonics and Vl(r) is the pseudopotential for the /™

angular momentum component. An all-electron calculation is then performed, followed
by the computation of eigenvalues and wavefunctions for an initial chosen set of
parameters for the pseudopotential. The resulting eigenvalues and wavefunctions are
then compared to those found from the all-electron calculation. Only once these values
are equal has a self-consistent pseudopotential been generated. Otherwise a new set of
parameters is chosen and the above process is repeated.

Generally, crystalline and non-periodic systems such as molecules [47] are studied
with the use of a combination of plane-wave basis sets with pseudopotentials. As
specified in Chapter 4, section 4.3 this Pseudopotential-Plane-wave method [48] is

chosen to simulate the surface adsorption studies key to this research.
3.3.12. Limitations to Pseudopotential Approximation

Although, the use of pseudopotentials overcomes the initial problem of using large
plane-wave basis sets for the treatment of periodic systems, one of the main
disadvantages is the amount of computer time required to perform such calculations. At
present, systems containing a few atoms in the unit cell are computationally expensive,

and this expense increases as the number of atoms rises. To reduce such costs total-
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energy pseudopotentials for larger systems are made efficient with the use of numerical
algorithms, such as those employed for geometry optimisation discussed in the

following section, (section 3.4).

3.4. Geometry Optimisation

The previous sections highlighted the theoretical aspects of minimising the electronic
energies of molecular systems within the framework of ab initio and semi-empirical
quantum mechanical methods. Although iterative methods were briefly covered to find
solutions to determine the electronic energies, the actual process of conducting a
geometry optimisation was ignored.

To find an optimised geometry i.e. a stable configuration for a molecule or periodic
system, energy minimisation (geometry optimisation) calculations are performed to
construct a PES. The procedure involves sampling this surface repeatedly until a
potential energy minimum is obtained corresponding to a configuration where the forces
on all the atoms are zero. For an initial configuration, the energy is first determined and
then the atoms (and cell parameters for a periodic system) are altered to find a lower
energy configuration by using the potential energy derivatives. The method is repeated
until defined tolerances for the energy difference and derivatives between successive
steps are achieved.

The stable states of the system correspond to the minimum points on the PES
surface, and thus, moving away from this minimum would result in a configuration with
a higher energy state. The lowest point on this surface represents the structure with the
lowest energy and is referred to as the global energy minimum. The saddle point refers
to the highest point on the pathway between two minima with the configuration of the
atoms representing the transition state structure. On the PES both the minima and
saddle points are stationary points, where the first derivative of the energy function is
zero with respect to all coordinates. The only way to identify minimum-energy
structures is to scan the PES by using a minimisation algorithm. The common features

associated with the energy surface are shown in figure 3.8.
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For complex systems local energy minima are more likely to be found rather than the
true global energy minimum. To ensure that the global energy minimum structure is
obtained either multiple initial configurations or more advanced modelling techniques

are required. At present there are several well-known energy minimisation algorithms
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used to address such problems. These approaches range from simple line searches and

steepest gradient metheods, to the more advanced efforts of conjugate gradient (CG) and
be

Newton-Raphson. These techniques can be used either independently or together to
obtain the lowest energy configuration. Leach [50] provides a detailed review of the

various energy minimisation techniques available. Of these approaches the following
have been used to perform optimisations within this thesis: eigenvector following (EF)

routine combined with the quadratic approximation (QA) algorithm, Berny optimisation

The job of an optimiser is to alter the atomic coordinates to minimise the energy

function. To achieve this most schemes employ the derivatives of the energy with

respect to coordinates as well as the energy itself.
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3.4.2. Gradient and Hessian

The gradient is a vector quantity, which points in the direction of the maximum rate
of increase of a function . On a PES the gradient can change its direction from point to
point, and so by following the direction of the negative gradient the local minimum can
be reached. The gradient vector for a function of many variables x, x», ...etc for which

a minimum can be determined is expressed as:

T
o of of i
=L 2L =L Equation 3.47
g [51 o, 5 (Equation )

n

In most sophisticated minimisation methods knowledge of the second derivatives are

required and these are collected into a matrix G , known as the Hessian:

(&f  &f o' f
x>  oxox,  Oxox,
o’'f  of o’ f
G=|ox,ox, x> = ox,ox, (Equation 3.48)
o’f &f o’ f
ox, 00, Ox,0x, | ox,

Full Newton-Raphson methods [51] depend on the calculation of g and G at each step

of the minimisation, but since this is expensive in computer time it is rarely used for
large systems in computational chemistry. However, much simpler approaches have

been developed which require only g and occasional calculations of G .

When the gradient is zero a stationary point is reached, true minima arise when this
condition is fulfilled and the eigenvalues of the second derivative matrix are all positive.
For a transition state the second derivatives are all positive except for one, which is
negative. Such a state is investigated by calculating the eigenvalues and eigenvectors of

the Hessian matrix.

99



Theoretical Background: Chapter 3

3.4.3. Steepest Descent Approach

The majority of the iterative methods available for optimisation are based on the
steepest descent method, which is commonly used for finding local minimum. In this
approach the gradient at the starting geometry is followed downhill until the energy
starts to rise. At this point an approximate local minimum is calculated using the last
three points. The procedure continues by re-evaluating the gradient at this minimum
until the energy once again begins to rise again. This reassessment of the gradient is

repeated until the gradient reaches zero within some tolerance.

Figure 3.9: Schematic illustration of convergence to the centre of an anisotropic harmonic potential,

using the steepest descent method. Figure obtained from reference 3.

The method is advantageous because it will always reach a minimum and the energy
will always be lowered. On a practical basis only the gradient is required and so the
computer storage required is low. However, due to its simple nature the local minimum
will be approached slowly as the steepest descent will crawl toward it with ever
decreasing speed. The method cannot go “uphill” and so as a consequence cannot be
used to locate transition states. As a result the method is used typically for quick
relaxation of geometries as well as cases in which a backup algorithm is required if

more sophisticated techniques are unable to lower the function value.

3.4.4. Conjugate Gradient Method

This is a slightly more advanced version of the steepest descent approach, as it uses
the gradient information at the previous points to correct the gradient direction of the
current step. In this minimising procedure, the first step is carried out using the steepest
descent direction. The minimum point is then located by performing a line search [52]
along a direction that is made of the current negative gradient and the previous search

direction.
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It is an ideal method because the set of directions produced do not show the
oscillatory behaviour of the steepest descent approach in narrow valleys and so better
convergence is achieved. For a simple two-dimensional well the CG method locates the
exact minimum of the function in just two steps as illustrated in figure 3.11. As the
approach is based on steepest descents, CG can only locate local minimum and thus
cannot proceed “uphill”, the method requires storage of previous gradients as well as the

current gradient.

Figure 3.10: Schematic illustration of convergence to the centre of an anisotropic harmonic potential,

using the conjugate gradient method. Figure obtained from reference 3.
3.4.5. Quasi-Newton Methods

Quasi-Newton methods are efficient for finding minima particularly when
inexpensive gradients i.e. first derivatives are available. In these algorithms the PES is
represented as a quadratic model [53], which takes a series of steps in converging
towards a minimum. The step to the stationary point known as the quasi-Newton or

Newton-Raphson step (™) is:

sM=G"f (Equation 3.49)

where frepresents the force (negative of the gradient) calculated at the stationary point.
The optimisation starts by employing an approximate Hessian matrix (G ) that has

the required structure, which is then updated at each iteration step of the procedure

using the computed gradients. The updated inverse Hessian is represented as G~ in the

above expression. A number of methods have been developed to improve the stability
and rate of convergence of the quasi-Newton algorithm. Those specific to the

optimisations performed in this work include the Berny and BFGS methods.
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In the BFGS method only the new and previous point are used to update the inverse
Hessian. However, in order to give better convergence properties more of the previous

points from further back in the optimisation are used to construct the Hessian (and so
the G™') in the Berny algorithm. The method also uses a quartic polynomial, which

guarantees just one local minimum in the line search. The full Berny algorithm is
provided in reference [54]. The BFGS algorithm based on a different formula for the

update of the G™' is particularly successful for minimisation because it ensures that the

Hessian remains positive definite (the eigenvalues are all positive in the matrix). The
BFGS formula is published in references [55-58].

3.4.6. Eigenvector Following Routine

The procedures followed in the eigenvector follower optimiser are closely related to
Newton-Raphson minimisation methods [51]. The combined optimisation routine of
the EF [59,60] and the QA algorithm [61] is complicated but is generally based on the
second order Taylor expansion of the energy around the current point. At this point the
energy, the gradient and some estimate of the Hessian is available. Using this
information the EF initially calculates the vibrational modes of the system and then uses
these as the coordinate system to optimise with respect to.

The best method for performing the next geometry step is then determined by a
number of test criteria, the first involves parameterising the step by applying a shift
factor to ensure the geometry step length is within or on the hypersphere. If the Hessian
has the correct structure then a pure Newton-Raphson step is performed and the shift
factor is set to zero, however, if the step is longer than the trust radius (i.e. the
maximum allowed step size) than a partitioned rational function optimisation (P-RFO)
[59] step is attempted. Once again, if this is too long then the QA formula is used to
carry out the optimisation step on the hypersphere. Only once the geometry step has
been determined can the new energy and gradient be evaluated. If the values are within
the tolerance specified by the user then the routine is terminated otherwise the process is
repeated. This approach is good for determining transition states as it is more than
likely that the maximised reaction coordinate is one of the vibrational mode

eigenvectors.

102



Theoretical Background: Chapter 3

Note that figure 3.11 summarises the process of optimisation and highlights the order
in which the aforementioned optimisers proceed in the chain of steps involved during

the procedure.

Initial guess for geometry & Hessian

!

> Calculate energy and gradient

i

Minimise along line between
current and previous point

¥

Update Hessian
(using BFGS, Berny, etc.)

|

Take a step using the Hessian
(using EF etc.)

¥

Check for convergence
on the gradient and displacement [~ Y¢S —>| DONE

lno

Update the geometry

Figure 3.11: Flow diagram illustrating the steps involved during an optimisation procedure, i.e. locating

a minimum on a PES. Figure obtained from reference 49.
3.5. Transition State Searches

Transition state searches for periodic adsorbed structures require a special
optimisation algorithm. For periodic calculations using plane-wave methods it is well
known that accurate evaluation of the Hessian is difficult due to the use of grids. As a
result, the nudged elastic band (NEB) [62] method implemented within the VASP code
is ideal for the calculation of minimum-energy reaction paths (MEP(s)) because it uses a
non-Hessian based approach. As an improved version of the original plain elastic band
(PEB) method, the NEB optimiser evaluates the potential energy and first derivatives
only (i.e. gradients) allowing the MEP to converge within a well-defined limit. In the
following sections the principles behind the algorithms are summarised, however for a

thorough review of the approach and its implementation refer to the work of Jonsson et

al. [63].
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Figure 3.12: Schematic illustration of equidistant images separated by a spring constant in a PEB
calcuiation. Figure obtained from reference 64.
A constrained minimisation is then performed so that the images descend in energy to
the MEP. To prevent the images from collapsing to either the reactant or the product a

~

, which includes the spring for

spring force is set between them. The object function,

3

is expressed as:

v =3 (k- &) (Equation 3.

i

1)

One of the major drawbacks of this method is the fact that spring forces cause
“cormner cutting”, ie. the algorithm does not converge to an accurate MEP on the PES.
Convergence is found to be worst in the region of the saddle point (figure 3.8) since the

density of the images are lowest near the highest points of the MEP.
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3.5.2. Nudged Elastic Band Method

The NEB algorithm overcomes the resolution and “corner cutting” problems
associated with the PEB method by setting the spring force in directions perpendicular
to the path equal to zero. By setting the true forces along the path to zero the images are
prevented from descending towards the endpoints as well as improving the density of
images near the transition state. The new object function to be minimised with respect

to 3N(P-1) coordinates is expressed as:

froei (2 o) e
-f;'a (t)_[aRm Fperp(t)ere;p(t)+[aR

ia

S (t)] . (Equation 3.52)

Here, the unit vector tangent to the path at the point ¢ is given by r var (1), With the

expression: ['? er, (1), 1 =1, ...,3N =1, providing the unit vectors perpendicular to the
path at . The forces acting on the images are redefined in the algorithm so that they
zero out both the perpendicular component of the net spring force as well as the parallel
component of the true interaction potential.

The NEB method is a desirable approach for finding MEP(s) of transitions because
of its many advantages, which include, (i) its ability to converge to a MEP once a
sufficient number of images are included in the chain. (ii) To only require evaluation of
the interaction energy and the first derivative of the energy with respect to the
coordinates. (iii) Convergence to the MEP is decoupled from the discrete representation
of the path, making the former robust and the latter flexible. (iv) A continuous path can
still be provided by the method even when multiple MEP(s) exist, and finally (v) the
algorithm can be performed on either parallel computers or a linked cluster of
workstations as it involves parallel calculations in which little communication is
required between the computing nodes. However, on the downside, the computations
are time consuming and the expense increases as more and more images are specified in

the chain.
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4.0. Introduction

As described in the previous Chapter, a number of computational methods based on
quantum mechanical techniques such as ab initio, semi-empirical, DFT and
pseudopotential theory have been employed to study isolated gas-phase reaction
molecules as well as surface adsorbed hydrogenation intermediates. The desired
computations have been performed using four different packages available to the
Cardiff computational group: MOPAC [1], GAUSSIAN (2], CASTEP [3] and VASP
[4] using a variety of external and internal computational resources. The following
subsections of this Chapter will systematically describe the exact computational
procedure as well as the parameters used to generate the desired results of this research
(Chapters 5-7). Where necessary a justification of the parameters will also be provided

as well as a brief description of the software used and its general capabilities.

4.1. Semi-Empirical Optimisations

4.1.1. Method and Parameters Used in Cinchonidine Calculations

The semi-empirical work of this thesis is carried out using the MOPAC software [1].
MOPAC standing for Molecular Orbital PACkage created by James J. P. Stewart in
1993 and now a cooperative development is basically a general-purpose semi-empirical
molecular orbital package, which enables the study of chemical structures and reactions.
Its capabilities include the use of semi-empirical Hamiltonians MNDO, MINDO/3,
AM]1, and PM3 in the electronic part of the calculation to obtain molecular orbitals, the
heat of formation and its derivatives with respect to molecular geometry. Using these
results MOPAC can calculate the vibrational spectra, thermodynamic quantities,
isotopic substitution effects and force constants for molecules, radicals, ions, and
polymers. Some of the quantum theory and mathematical foundations MOPAC draws
upon are discussed in the previous Chapter, although a more thorough account of the
background can be found in the relevant theory section of the manual [5].

Within this environment, explicit geometry optimisation calculations (Chapter 5,
section 5.2.1) for the conformational analysis of CD were performed using the HF
method in conjunction with the PM3 (third parameterisation of MNDQO) Hamiltonian
[6]. The optimiser used within MOPAC is a combination of the EF algorithm [7,8] and
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the QA algorithm [9]. Both use the Hessian for computing changes in the geometry to
make the gradients vanish when a minimum-energy is reached.

To control the precision of the stages involved in the SCF iterations as well as the
geometry optimisation parts of the computation the “PRECISE” criteria was specified.
In doing so the convergence for the SCF calculation is stopped only when the change in
energy on successive iterations is less than the adjustable parameter “SCFCRT” set at
0.1 x 10° kcal mol”. The geometry optimisation part of the calculation is terminated
once a number of different test criteria have been met simultaneously and these are: (i)
“Test on X Satisfied” (“TOLERX”), the projected change in geometry must be less than
the “TOLERX” value of 0.1 x 102 A; (ii) “Herbert’s Test Satisfied” (“DELHOF”), the
projected decrease in energy ought be less than 0.001 kcal mol™; (iii) “Test on Gradient
Satisfied” (“TOLERG”), the gradient norm in kcal mol” A™ should be less than 0.2
multiplied by the square root of the number of coordinates to be optimised; (iv) “Heat of
Formation Test Satisfied” (“TOLERF”), the calculated heats of formation on two
successive cycles must differ by less than 0.002 kcal mol™; (v) the absolute value of the
largest component of the gradient must be less than the default “TOL2” value of 0.01;
(vi) the square root of the ratio of the projected change in the geometry to the actual
geometry must be less than “TOLS1”, 1x10'? and finally (vii) every component of the
gradient should be 0.2 and less. Additional information regarding SCF and optimisation
criterion can be found in the subsequent “criteria” section of the MOPAC manual [5].
Note that care should be taken with precision criteria as increasing the criterion can
potentially introduce infinite SCF loops whilst decreasing criterion can lead to
unacceptably imprecise results.

The semi-empirical calculations of Chapter 5 were performed using the 7" release of
the MOPAC software [1] and executed in serial mode on Alpha Dec workstations (500

au) available at Cardiff.
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4.2. Ab Initio Optimisations

4.2.1. Method and Parameters Used in Cinchonidine and Cinchonidine-Reactant

Complex Calculations

The GAUSSIAN [2] code has been employed to study all ab initio optimisations.
Originally developed by John Pople and co-workers in 1987, it comprises of a series of
electronic structure programs, designed to model a broad range of molecular systems
under a variety of conditions. By performing molecular orbital calculations based on
the laws of quantum mechanics, the code can predict energies, molecular structures and
vibrational frequencies and their associated molecular properties either in the gas- or
solution-phase and in both their ground and excited states. Semi-empirical and ab initio
calculations including the capabilities of (i) predicting the one- and two-electron
integrals over s, p, d, and f contracted gaussian functions as well as (ii) using Mulliken
population analysis, multipole moments, and electrostatic fields to evaluate various one-
electron properties of the HF wavefunction and (iii) performing correlation energy
calculations using configuration interaction using either all double excitations or all
single and double excitations can be computed within GAUSSIAN under a variety of
theory levels, ranging in accuracy and corresponding computational cost. The software
is sophisticated in the sense that chemical phenomena such as substituent effects,
reaction mechanisms and electronic transition states can be explored.

Superior optimisations can be achieved by using a higher level of theory, such as
DFT together with a sufficiently large basis set of orbitals to provide a good description
of the molecular wavefunction. The basis functions used in GAUSSIAN are referred to
as Gaussian Type Orbitals (GTO), and can be characterised by (i) its size i.e. by the
number of functions in the minimal basis set (single-zeta basis), such that doubling and
tripling the functions would result in a double-zeta and triple-zeta basis, (with or
without polarisation) and (ii) by the level of frozen core approximation.

The HF method combined with the density functional hybrid method of B3LYP [10]
(Chapter 3, section 3.2.20) with the 6-31G(d) basis set was applied to calculate the
structure optimisations of CD, CDH" and its complexation with EtPy and butane-2,3-
dione. The basis set employed is classified as a split valence triple-zeta basis set with
polarisation functions on the heavy (i.e. non-hydrogen) atoms, 6 gaussian functions are

used to describe the inner shell with 3 contracted functions and 1 diffuse function for
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the valence shell. With use of the Berny optimisation algorithm [11] the DFT
calculations were solved self-consistently ensuring that all degrees of freedom were
fully optimised to a gradient of less than 4.5 x 10™* hartree bohr.

Two different versions of the GAUSSIAN code i.e. the ‘98 and ‘03 suite of programs
[2] were used to perform the ab initio calculations. The computations were executed
using the same workstations as specified for the semi-empirical work as well as the
Helix supercomputer facility at Cardiff [12]. Once again, the previous Chapter
discusses the theoretical concepts behind GAUSSIAN, however an excellent reference

is the accompanying manual by J. Foresman and Z. Frisch [13].

4.3. Periodic Optimisations

The concluding results of this thesis are generated with the use of two alternative
plane-wave periodic codes CASTEP [3] and VASP [4]. CASTEP standing for
Cambridge Sequential Total Energy Package, was originally developed in the Theory of
Condensed Matter Group at Cambridge University in the UK [14]. It consists of a suite
of programs enabling advanced quantum mechanical calculations to be executed for
chemicals and materials research. Based upon the plane-wave pseudopotential Car-
Parrinello method, DFT is the default ab initio theory supporting LDA, GGA, and their
spin unrestricted equivalents (LSDA and GGS respectively). With the use of molecular
dynamics (MD), efficient matrix diagonalisation schemes and an efficient Pulay mixing,
an exact evaluation of the instantaneous electronic ground state at each MD or
optimisation step can be assessed. CASTEP can easily calculate forces and stress, used
to relax atoms and unit cell parameters to their instantaneous groundstate. To describe
the interactions between ions and electrons a range of local and non-local Vanderbilt
and norm-conserving pseudopotentials are available. =~ Symmetrisation of the
wavefunction is available to speed up calculations for symmetric systems.

VASP (Vienna 4b Initio Simulation Package)/VAMP developed by Juergen Hafner,
George Kresse and co-workers on the other hand is slightly more advanced than
CASTEP. Although the approach implemented within the program is similar to that of
CASTEP, it has the same roots as the CASTEP/CETEP (parallel processing equivalent)
1989 code, VASP offers the use of additional pseudopotentials of the type generated by
the PAW method.
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The underlying principles behind the two codes are discussed in the previous
Chapter, however, the relevant sections within the program manuals are also very useful
[15,16]. The exact programs used in our calculations include version 4.2 for CASTEP
[3] and version 4.4.5 for VASP [4]. The subsequent periodic DFT computations of
Chapter 6 were performed using the external Turing [17] and Mott [18] Beowulf
clusters located at Daresbury and Rutherford Appleton laboratories, whilst the most
recent work of Chapter 7 used the Helix supercomputer.

The initial CASTEP and VASP computations performed in Chapters 6 and 7 are used
as a comparative study against reference VASP work conducted by Watson et al. [19].
For this series of work no prior testing of computational parameters for energy
convergence (to be discussed later) were conducted as the methodology used in the
reference work was shown to adequately yield adsorption data in agreement with the
available thermodynamic data. However, due to recommendations specified in the
VASP manual, the extent of electron smearing was tested on this system. A full
discussion is provided in section 4.3.3. The exact computational procedure used in this
comparative study is the same as discussed in reference 19 and is outlined in the
following section.

Note that all periodic optimisations specified in this work are performed without
constraints as all degrees of freedom are allowed to relax. Initially the periodic systems
are optimised so that all cell parameters vary to simulate constant pressure conditions so
that no net stress remains on the simulation cell boundaries. This is achieved by setting
P1 symmetry for the simulation cells, so that no symmetry is imposed on the atomic
positions (other than translational symmetry) and allows all six cell parameters to vary.
This implies for surfaces cell vectors are allowed to relax but they are not as they are

kept fixed.

4.3.1. Method and Parameters Used in Comparative Study of Ethene Adsorption on
Pyill)

In this work the (111) surface of Pt was represented as a slab of material, in which a
vacuum gap was employed perpendicularly to the surface in a 3-dimensional periodic
cell. A p(2 x 2) surface unit cell of 3 Pt layers thick with a vacuum gap of 9.2 A was

employed. Upon this surface the adsorption of ethene was found to give rise to a
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nearest intermolecular H-H distance of approximately 3 A (shorter distance measured in
CASTEP compared to VASP). The same surface coverage had been used in previous
analogous periodic simulations conducted by Ge and King [20].

The DFT calculations were set-up with the exchange and correlation energies
described by GGA with Perdew et al.’s 91 parameterisation (PW91) [21]. Periodic
boundary conditions were employed to allow the crystal wavefunctions to be expanded
in terms of a basis set. By doing so this enables CASTEP and VASP to calculate the
forces on the atoms with the Hellmann-Feymann theorem [22] allowing a BFGS [23-
26] (CASTEP) and either a CG [27] or quasi-Newton [28] (VASP) relaxation to be
performed.

With the use of a plane-wave basis set no basis set superposition error (BSSE) [29]
occurs. Essentially, this error arises when a molecule with the use of a localised basis
set, lowers its energy by allowing its electron density to be represented by basis set
functions assigned to another molecule or alternatively in this case assigned to the
surface. As a result, the comparison of a gas-phase molecule with a surface adsorbed
molecule as required for the calculation of adsorption energy (refer to Chapter 6,
equation 6.2) would yield an error due to changes in the basis set arising from different
atom positions. However, this does not occur for systems using plane-wave basis sets
as both the gas-phase and adsorbed state molecule is represented by the same basis set
which is dependent only on the cell volume and plane-wave KE cutoff.

To improve efficiency of the calculations Vanderbilt US-PPs [30] (CASTEP) and
novel PAW-PPs [31,32] (VASP) were employed with a cutoff energy set at 300 eV.
The extended electronic states of the surface were represented by phase factors
substituted into the wavefunctions, specified as a series of k-points measured in
reciprocal space. A Monkhorst-Pack [33] k-point sampling of 9 x 9 x 1 was used, as it
was previously shown to converge the adsorption energy to within approximately 3 kJ
mol™! [19]. This difference is within the present accuracy of the DFT methodology.
The extent of electron smearing for the Pt surface was adequately described with use of
second-order Methfessel-Paxton smearing [34] set at a width of 0.1 eV.

Geometry optimisation calculations were carried out allowing the full relaxation of
the surface and adsorbing molecule. For CASTEP, the optimisation procedure is only
stopped when all four of the following default criteria for the system atoms are satisfied,

(i) root mean square (RMS) displacement tolerance is 0.001 A or below, (ii) RMS force
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tolerance is 0.05 eV A™! or below (iii) RMS stress tolerance is 0.1 eV or below and (iv)
the change of energy between successive configurations is less than the “ETOT_TOL”
(minimiser for tolerance for total energy) value of 0.2 x 10 eV per atom. In the VASP
procedure the electronic degrees of freedom are stopped once the free energy change
(AG) and the band structure energy change (“change of eigenvalues”) between two steps
are both smaller than the “EDIFF” value of 10* eV. In other words this is the error

allowed in the calculated total energy.

4.3.2. Method and Parameters Used in Formaldehyde and Acetone Adsorption on Pd
and Pt(111)

For the investigation of the adsorption of formaldehyde and acetone intermediates on
the (111) surface of Pd and Pt, periodic DFT calculations analogous to those specified
in the above section were employed. Both CASTEP and VASP were used to study the
energetics and the corresponding results are discussed in Chapters 6 and 7. To
accommodate the larger adsorbates the size of the original cell was increased to the
dimensions of p(3 x 3), incorporating 27 metal atoms in total (3-layer slab), of which 9
represented the substrate plane. The model corresponds to an adsorbate surface
coverage of 56%.

Although, experimentally the adsorption energies and geometries of the aldehyde and
ketone intermediates are thought to be coverage-dependent, it is computationally
expensive to examine the energetics and all possible modes of adsorption at various
coverages. As a comprise only the most favourable structural conformations, as
determined by surface science techniques and previous theoretical modelling (Chapter

2, section 2.6) are investigated in this work.

4.3.3. Justification and Convergence Tests of Parameters Used in Periodic

Optimisations
Generally, for realistic surface calculations to be performed three different steps to

ensure convergence of the system must be fulfilled. The first involves modelling an

accurate bulk energy, this is achieved by using a finite temperature method for electron
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smearing and increasing the number of &-points and KE cutoff until the calculation
converges to a required accuracy.

For reasons discussed in Chapter 6, i.e. the modelling of an inaccurate substrate due
to the type of US-PPs used in CASTEP. the VASP program is found to be most suitable
for the simulation of surface adsorbed species. Based on this all convergence tests
illustrated here unless otherwise stated are performed using this program. To decide
upon the %-points and cutoff energy most suitable to provide accurate energetic and
structural information for the adsorption of formaldehvde and acetone, various

0 different k-point grid sizes and 5 different cutoff values were
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Figure 4.1: The effect of k-points and cutoff energies on the convergence of the bulk Pt energy. DFT

calculations performed using VASP witi
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theory level specified at GGA-PW9I.

It is eviden m the correlation above that as the cutoff value is increased from 220
to 380 eV a significant stabilisation of the bulk Pt cell is observed upon optimisation.

The total energy of the bulk Pt is found to be at a minimum when 1 &-point is used,
although only small differences in energy with the other cuioffs are observed. With

regards to A-points, a grid density of 3 x 3 x 3 (4 unique k-points) is sufficient to

(&}

converge the bulk energy within the limits of error for DFT. However, convergence of
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rgy within 1 kJ mol' is obtained with higher grid densities equivalent to 35 &-
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Although it is evident that increasing the k-point sampling leads to more accurate
total energy calculations, a compromise between accuracy and computational cost has to
be made. Energy convergence with regards to the “mixed” approach of a high cutoff
(380 eV) and a low number of A-points (4 for the bulk) is more than adequate for the
calculations of this work. This is verified by the calculation of the lattice constant (i.e.
interlayer spacing of the bulk).

The aim in this work is to try and obtain a theoretical lattice constant in good
agreement with experimental and previous modelling work for which accurate

adsorption data has been generated. For calculations incorporating the chosen -point

grid of 3 x 3 x 3, the consequence of cutoff on convergence of total energy and lattice
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constant is illustrated in figure 4.2.
Figuie 4.2: The effect of cuioff energies on the convergence of the bulk Pt energy and laitice consiant.

Calculations performed using VASP at DFT theory level GGA-PW9I.

In the reference work of Watson ef @l. [19] the lattice constant obtained by VASP for
the bulk Pt was an atom interlayer spacing of 2.30 A with the experimental LEED value
quoted at 2.26 A [35]. From the above 4 k-point calculations, cutoff energies of 260 eV
and 380 eV are found to adequately converge the total energy of the bulk to a minimum

for a lattice constant of approximately 2.30 A. The analogous methodology for
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CASTEP also provided a bulk with the desired lattice constant and this is discussed in
Chapter 6, section 6.1.

Similar convergence tests for the bulk Pd energy were previously conducted as part
of an M. Sc. project at Cardiff [36]. With the use of CASTEP, the parameters best
found to be suitable for the convergence energy of bulk Pd were a k-point sampling of 3
x 3 x 3 (4 k-points) with a KE cutoff value of 380 eV. These parameters are in
agreement with those determined for the Pt case, figures 4.1 and 4.2.

Once sufficient parameters for the bulk calculation have been determined, the second
stage usually involves finding suitable Fast Fourier Transform (FFT)-meshes and k-
points for the surface calculation. This is typically followed by the third step, which
tests the number of bulk and vacuum layers required to obtain a reasonable surface
energy.

Initially the FFT-meshes specified in the surface calculations (ranging between 48-54
x 48-54 x 108-126) were automatically generated by the CASTEP program and if
unsuitable for the VASP computations i.e. wrap around errors (convolutions) were
generated then the recommended settings specified in the corresponding OUTCAR
(results) file were used. Based on the k-points used in the bulk calculation a k-point
sampling of 3 x 3 x 1 equivalent to 5 unique k-points was suitable to adequately
describe the band dispersion of the p(3 x 3) unit cells of the Pd and Pt surface
calculations. Note that 1 division of the k-point mesh is sufficient to describe the long
lattice vector of the surface unit cells because the band dispersion is due to the vacuum
zero applied in that direction.

Convergence of surface energy with regards to the number of bulk layers prior to this
work has extensively been studied within the group. In an investigation into the
adsorption and diffusion of H over Group 10 (111) surfaces, 3- and 5-layer slabs were
tested [37]. Only slight differences in the adsorption energies were observed, with
greater stabilisation favoured over the relaxed 3-layer slab. As with the case of ethene
adsorption over Pt(111), the resulting adsorption energies obtained with surface cells
incorporating 3 bulk layers were found to compare well against the available
thermodynamic data and analogous theoretical models [19]. These studies justify the
use of such surface slabs in our periodic calculations.

Initially, the CASTEP surface cells were modelled using a 10 A vacuum gap,

however upon optimisation of an nl(O) (endon) acetone species over a Pd(111) surface
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an attraction of the periodic image of the lower layer of the Pd slab with the methyl
groups of the acetone was observed. This resulted in the overbinding of the adsorbate
with the surface. On increasing the vacuum gap by a further 5 A, the adsorption energy
was found to reduce by approximately 10 kJ mol™ [36]. Based on this, a vacuum gap of
15 A is best suited for the surface calculations of this work.

Another important parameter tested was the level of electron smearing. Smearing
allows fractional occupation of the closely-spaced levels within a given change in
energy (AE) of the Ef level of a metal. This improves convergence of the SCF
procedure by allowing orbitals to relax more rapidly. The character of the virtual
orbitals can be more effectively mixed into the occupied space, since the orbitals will be
fractionally occupied.

Watson et al. [19] showed sufficient convergence of adsorption energies for ethene
with the use of second-order Methfessel-Paxton smearing of width 0.1 eV. In VASP
the level of Methfessel-Paxton can be altered from first- to second-order and the width
of the smearing can be increased from 0.1 to 0.2 eV. For relaxations in metals the
VASP manual recommends the width of the smearing to be 0.2 eV. Based on this
argument all available levels of smearing were tested for convergence. A further
parameter introduced into the calculations as recommended by the program manual for
transition metals is the “VOSKOWN” tag.

Usually VASP uses the standard interpolation for the correlation part of the exchange
correlation functional. If the “VOSKOWN? tag is switched on then the interpolation
formula according to Vosko Wilk and Nusair [38] is used. By enhancing the magnetic
moments and magnetic energies, this interpolation is usually applied in the context of
gradient corrected functionals and VASP suggests this to be used whenever the PW91
functional is applied, as is the case here. Bearing these factors in mind a combination of
relaxations were performed with and without “VOSKOWN?” specified using different
magnitudes of Methfessel-Paxton smearing, the resulting Pt bulk structures are analysed
as illustrated in table 4.1.
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Calculation Method Relaxed Lattice Interlayer Total Free Energy,
Constant, a, (A) Spacing (A) G, (10° kJ mol ™)

Ismear = 1, Sigma = 0.1 3.9806 2.2982 2.3316
Ismear = 1, Sigma = 0.2 3.9812 2.2985 2.3317
Ismear = 2, Sigma = 0.1 3.9806 2.2982 2.3316
Ismear = 2, Sigma = 0.2 3.9808 2.2983 2.3315

Table 4.1: VASP calculations to test the width and level of electron smearing with and without the Vosko
Wilk and Nusair interpolation formula for the PW91 functional required for adequate bulk relaxation of
Pt. Ismear represents the level of Methfessel-Paxton smearing i.e. 1 and 2 equate to first- and second-
order and determines how the partial occupancies fy, are set for each wavefunction, whilst for the finite
temperature LDA sigma indicates the magnitude of the smearing in eV. DFT relaxations performed using

parameters as discussed in section 4.3.1 and reference 19 i.e. 41 k-points and 300 eV cutoff radius.

Surprisingly, whether the “VOSKOWN?” tag is switched on or off in the relaxation
makes no difference to the overall lattice vectors, as both set of computations result in
the same bulk cells. However, as mentioned earlier “VOSKOWN” is recommended for
the application of all transition metals, so it must be made clear that it has no effect
specifically on the relaxed structure of Pt although it could for the other groups of the
transition series.

Varying the level of electron smearing also appears to have a very small effect,
which in reality is negligible on the bulk Pt cells. In this case no one method is better
than the other at relaxing the bulk. However, since the modelling of a reasonable
surface is crucial to the calculations of this study, the same convergence test was
performed on the p(2 x 2) Pt surface, in this series of calculations the “VOSKOWN?” tag

was switched off (default in VASP) for reasons discussed above.

Calculation Method Interlayer Spacing Surface Energy CPU Time
(A) @I m?) (mins)
Ismear = 1, Sigma = 0.1 2.3238 1.50 53
Ismear = 1, Sigma = 0.2 2.3254 1.49 56
Ismear = 2, Sigma = 0.1 2.3227 1.50 49
Ismear = 2, Sigma = 0.2 2.3257 1.50 33

Table 4.2: VASP calculations to test the same electron smearing parameters as defined in table 4.1. DFT
relaxations were performed on a p(2 x 2) Pt (111) surface as modelled using the computational method

and parameters discussed in section 4.3.1 and reference 19. Surface energies calculated using the

n
. Egab = w Ebunc . n o . .
expression: =———" —— where E represents the electronic energy, = is the stoichiometric
surface 24 n
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ratio of the number of surface atoms over the number of bulk atoms in the fcc cube and A denotes the

surface area. The expression is further explained in section 6.1, Chapter 6.

As expected similar Pt surfaces are optimised when either one of the four electron
smearing settings is specified in the calculation. No great difference is observed in
either the energies (in this case translated as the surface energy) or the interlayer
spacings of the surfaces. However, electron smearing helps the SCF procedure to
converge, which is essential as this ultimately helps to reduce the computational
expense of the calculations. In this series the method of electron smearing which
converges the quickest is the second-order smearing with a width of 0.1 eV, as
illustrated in table 4.2. Note that these calculations were all performed in parallel mode
using 8 processors of the external Mott facility [18].

By running the above calculations not only is the level of electron smearing chosen
for all periodic calculations of this research justified but they also help to confirm the
procedure used in the initial comparative study of ethene adsorption over Pt(111) with
the VASP program (Chapter 7). In the literature, the reference state for the adsorption
energy of ethene is a fully relaxed Pt slab that has an interlayer spacing of 2.32 A
compared to the calculated bulk spacing of 2.30 A [19]. The calculations on the
analogous bulk and surface confirm this to be the case for the computations in which
second-order Methfessel-Paxton smearing with a width of 0.1 eV is specified (tables 4.1
and 4.2), as used in the reference work [19].

Based on the above justifications the parameters used within the DFT calculations
specified at theory level GGA-PW91 to best model the effects of surface adsorption of
formaldehyde and acetone over Pd and Pt were as follows: 3-layer surface slabs
incorporating a 15 A vacuum gap, 5 Monkhorst-Pack special k-points equivalent to a 3
x 3 x 1 grid, 380 eV KE cutoff and second-order Methfessel-Paxton smearing with a
width of 0.1 eV. As with the ethene study, Vanderbilt US-PPs and PAW-PPs were used
in the CASTEP and VASP calculations respectively. All optimisations were performed
using the CG approach.
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4.3.4. Method and Parameters Used in Transition State Searches for the Adsorption
Modes of Formaldehyde and Acetone on Pd and Pt(111)

The NEB approach [39,40] implemented within the VASP code was used to identify
transition states. Calculations were performed to investigate the energy barriers
between the transformations of the stable n'(O) to n*(C,0) adsorption modes of
formaldehyde and acetone, as well as the corresponding n'(C) acetone enolate to the di-
o, N*(C,0) adsorption mode on the (111) surface of Pd and Pt (Chapter 7). As outlined
in Chapter 3, sections 3.5.1 and 3.5.2, the transition search was initiated by interpolating
either 5 or 10 images of the system respectively, between the optimised reactant and
product states. Each image was then optimised in parallel to map the minimum-energy
reaction path. The calculations were performed using the latest release of VASP,
version 4.4.6 and executed on the Helix supercomputer at Cardiff with either 10 or 12
processors allocated per image of the NEB calculation. To maintain the spacing
between adjacent images to a constant a spring interaction of —5 as recommended by the
program manual was added to the calculations. The overall parameters used to perform
the elastic band calculations were the same as used to originally optimise the start and

end configurations, as summarised in the previous section.
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Semi-Empirical and Ab Initio Results: Chapter 5

5.0. Introduction

Chapter 2 (section 2.2) of this thesis illustrated the continuing efforts by various
groups over the past years to try and understand the enantioselectivity achieved in the
hydrogenation of o-ketoesters in the presence of platinum modified by cinchona
alkaloids, first reported by Orito ef al. [1]. It is well documented that in several
reactions using either Pt-cinchona [2] or Pd-cinchona [3] catalysts, characteristically
high ees (90-95%) have been observed accompanied with an initial enhancement in the
rate of reaction. Consequently, the high yields and optical activities observed have
resulted in the reaction being viewed as a model for heterogeneous enantioselective
hydrogenation catalysis.

The most important parameters affecting ee (Chapter 1, equation 1.1) have been
identified and reported in a number of studies [4,5]. With respect to the origin of ee, it
is widely accepted that in these catalyst systems the cinchona alkaloids provide the
source of chirality and are strongly adsorbed to form a chiral environment on the metal
surface for the hydrogenation reaction to proceed. However, it is trying to understand
the actual nature of the ed on the metal surface that is emerging to be the most
challenging aspect of this system and as a result a full mechanistic description of the
reaction has yet to be achieved.

With reference to either Mt- or EtPy hydrogenation reactions a number of
mechanistic models have been proposed to interpret the metal-reactant-chiral modifier
interaction responsible for the ee and rate enhancement (Chapter 2, section 2.2.7).
Recent studies suggest that good enantioselectivity is only achieved once the adsorption
mode of the reactant and the cinchona alkaloid appropriately interact during the
hydrogen uptake process in the enantio-discriminating step. With regards to this
mechanism, the enantioselection cannot be deduced from in situ adsorption studies and
as a result extensive surface science and H/D exchange experiments have been
conducted to shed light on the adsorption mode of CD [6-9] and its “anchoring”
quinoline moiety [8,10,11] on Pt surfaces.

At present, the most widely accepted mode of adsorption for CD on Pt surfaces is a
parallel orientation of the quinoline group with the surface in a m-bonded species, as
evident from in situ attenuated total reflection infrared (ATR-IR) investigations [12].

Recently, a combined ab initio and NMR spectroscopic investigation of CD in different
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solvents highlighted the stability of four different conformers of CD and found that the
Open(3) (Chapter 2, section 2.2.12, figure 2.8, structure A2) structure is energetically
favoured [13]. Based on these two pieces of evidence it is thought that the Open(3)
form of the modifier is the most likely conformation on the surface of the active
catalyst. With respect to the origin of ed a number of studies have systematically varied
the structure of the CD to illustrate that the quinuclidine N functionality is most crucial,
with the O-H group displaying only a marginal effect [4,5].

The adsorption mode of a-ketoesters on metal surfaces have been deduced by
various techniques, two distinct modes exist either an “upright mode” significant on
clean surfaces or a “tilted” orientation under an atmosphere of hydrogen (Chapter 2,
section 2.2.15). As with CD, a-ketoesters can easily interconvert and adsorb either in

their s-cis or s-trans conformations (figure 5.1) [14].

(a) o (b)
0 0
>—< CH,CH, 0
% HaC CH,CH3
o)
s-cis EtPy s-trans EtPy

Figure 5.1: Geometric isomers of EtPy: (a) s-cis and (b) s-trans.

In response to the large body of experimental data, a number of different
mechanisms have been hypothesised to explain the enantio-differentiating complex
formed between the a-ketoesters and the cinchona alkaloids [15,16] (Chapter 2, sections
2.2.7-2.2.11). One of the most significant and adaptable models is that proposed by
Baiker et al. [17] (Chapter 2, section 2.2.11), which essentially predicts the chirality of
the main product by calculating the relative stability of bi-molecular reactant-modifier
complexes to predict the preference for (R)- or (S)-products. One of the main features
of the model, crucial for ed is the direction from which the hydrogen approaches the
keto C of the a-ketoester during the uptake process. In common with the template
model [18] it is assumed that H approaches from the Pt surface side, in common with
mechanistic beliefs for the hydrogenation reactions of ethylene and acetylene on Ni
[19].

Although the above model appears to interpret the ed observed in the hydrogenation

of a-ketoesters and related reactions [20] a definitive mechanism is still not resolved,
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partly because, on a molecular level the system is still not fully understood. Since the
enantioselective reaction is highly complex it is extremely difficult to gain such
information experimentally. As a result the desired molecular information can only be
gained by the use of theoretical calculations. In order for the calculations to be feasible
a number of approximations are included as it would be uneconomical to model the
whole system i.e. the supported Pt/CD catalyst flushed with hydrogen and reactant
under the desired solvent, as many degrees of freedom would be involved.

The majority of the theoretical studies have focussed on the specific interactions
between the reactant and modifier and modelled the resulting complexes in the gas-
phase and in solution. An example of this is the work conducted by Baiker et al. [21],
which used ab initio methods to investigate the interaction complexes between CDH"
and MtPy involved in hydrogenation over Pt catalysts (Chapter 2, section 2.2.11).

In view of the above study and the relevance of the approximate structures of the
enantio-differentiating intermediate complexes proposed in the mechanistic models
(Chapter 2, sections 2.2.8-2.2.11), the present work also focuses on molecular
modelling of the substrate-modifier interactions involved in the enantioselective
hydrogenation of EtPy over CD modified Pt and extends this modelling to butane-2,3-
dione hydrogenation. As the structure of the intermediate complexes are determined by
the modifier and pyruvate conformations, their adsorption modes and their interaction
on the Pt surface, our calculations are first performed in isolation to analyse the
conformational behaviour of CD. The most stable configurations are then I?rotonated to
form CDH" species which then interact via hydrogen bonding with the EtPy in either
the s-cis and s-trans conformations (as indicated by Baiker’s earlier work [21]) to form
the diastereomeric complexes. Upon geometry optimisation the stability of the reactive
complexes on the proposed flat Pt(111) surface and whether they preferentially favour
either the (R)- or (S)-product lactates are identified.

The enantioselective hydrogenation of butane-2,3-dione over the same modified
catalyst system as a-ketoesters is a relatively unexplored system, and thus, it is not
surprising then to find a lack of mechanistic studies reported in the literature (Chapter 2,
section 2.3). Due to the experimental similarities between EtPy and butane-2,3-dione,
Wells et al. [22] have proposed the same complex formation between CD and the
diketone to account for the enantio-discrimination, particularly, towards the first

hydrogenated products of (R)- and (S)-3-hydroxybutan-2-one. With regards to this
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view, the appropriate substrate-modifier complexes under acidic solvents are simulated

in this work using the same methodology as proposed for the analogous EtPy structures.

5.1. Theoretical Calculations

As it is clearly evident that four or more stable conformers of CD exist, our
conformational analysis is conducted using the method specified in reference 23 i.e.
starting geometries of CD for optimisation are constructed with the rigid quinoline and
quinuclidine parts specified in the corresponding Closed and Open configurations.
These geometries were constructed and visualised using the graphical Cerius® interface
[24]. Starting structures for the 44 atom CD conformers were produced using the
“CLEAN” function for the Cerius’ models prior to higher theory level geometry
optimisation calculations. CLEAN produces structure with standard bond lengths and
angles. Initial gas-phase CD conformers were obtained by performing calculations
using MOPAC [25].

The initial geometries of the CD conformers (as with all other calculations in this
thesis) were specified in Cartesian coordinates. The PM3 Hamiltonian was used in
conjunction with the EF and QA routine to search for the minimum geometry in the
optimisation [26]. All calculations were carried out with the “PRECISE” criteria
specified. Refer to Chapter 4, section 4.1 for a full discussion of the computational
parameters used in the MOPAC calculations.

The MOPAC optimised structures of the conformers were then used as the start point
for ab initio calculations, which were performed using the GAUSSIAN [27] software.
Two versions of the program, GAUSSIAN98 [28] and ’03 [29] were used for the
computations. The level of theory applied to calculate the structure optimisations was
HF combined with the DFT exchange-correlation functional of B3LYP [30,31] with the
6-31G(d) basis set. The DFT calculations were solved self-consistently ensuring that all
degrees of freedom were fully optimised. A thorough account of the methodology
applied is provided in Chapter 4, section 4.2.

With the resulting GAUSSIAN optimised CD conformers at their minimum-energy,
a set of complexes between protonated CD and EtPy were completely optimised using
the same calculation parameters as above. No corrections were made for the basis set
superposition error (BSSE) [32], as it has recently been shown that for hydrogen-

bonded complexes calculated at the HF level using medium sized basis sets such as 6-
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31G(d,p) the BSSE and the correlation correction to the binding energy cancel quiet
evenly [33].

The 1:1 complexes were designed so that the main proposed interaction between the
two molecules i.e. hydrogen bonding via N*-H---O interaction (Baiker [17,34]) would be
favoured. For the two Closed and two Open CD conformers, four complexes each were
optimised, one starting with the s-frans EtPy in an arrangement that would lead to the
pro (R) complexes (keto carbonyl of the pyruvate directed towards aromatic moiety of
CD, figure 5.2(a)) and another with an arrangement which would lead to the pro (S)
complexes (ester carbonyl of the pyruvate directed towards aromatic moiety of CD),
refer to figure 5.2(b). A further two complexes arise when the EtPy is modelled in the

equivalent s-cis configurations.
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system of CDH" and the O=C-C=0 group of EtPy were modelled in a starting geometry
in which they were coplanar with each other, as emphasised in figure 5.2. In total
sixteen conformations for the CDH'-EtPy complexes were optimised and are analysed
in terms of concentration to evaluate the realistic likelihood of them in the
hydrogenation reaction.

To quantify the degree of interaction between CDH" and EtPy, the main parameter
used in our discussion is the energy of complexation/reaction, which is calculated as the
difference between the energy of the CDH'-EtPy complex and the sum of energies of
isolated CDH" and EtPy, via the expression below:

AEcomplexali = (Ecompl - (ECDH%onformer + EEth isomer » (Equatlon 5. 1)

The complexation energy is simply the energy evolved upon reaction of the isolated
CDH'" conformer and the EtPy isomers and is positive for exothermic reactions.

For the case of the CDH'-butane-2,3-dione complexes, the interactions were
assumed to be similar as those proposed in the CDH'-EtPy system. However, since the
diketone possesses C, symmetry in its s-cis and inversion symmetry in its s-frans
conformations only, two complexes for each of the four optimised CDH" conformers
were modelled. In total the s-cis and s-trans configurations lead to eight CDH -butane-
2,3-dione complexes to be optimised using the same computational parameters as in the
previous system. Once again the calculated energies of these complexes will be used to

estimate their relative concentrations.
5.2. Results
5.2.1. Conformational Analysis of Cinchonidine

As emphasised earlier (Chapter 2, section 2.2.12), CD (figure 5.3(a)) shows a rich
conformational behaviour. Conformational calculations using a combination of HF and
DFT approaches performed by Biirgi and Baiker [13] illustrate how the gross
conformation of the cinchona alkaloids is determined by the two torsional angles t;: C3-
C4-Co-Cg and T1: C4-Cy-Cg-N;, which defines the spatial relationship between the
quinoline and quinuclidine ring systems. Other important degrees of freedom were

found to include the orientation of the O-H and the vinyl groups and the left- or right-
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handed screw of the quinuclidine ring with respect to the quinoline moiety, which
ultimately determines the conformations: Closed(1), Closed(2) efc. The stable

arrangement with the C3-H bond was found to agree with the crystal structure of CD
[35].

The conformational analysis of CD, following the methodology described earlier
(section 5.1) resulted in four fully optimised minimum-energy structures for both

MOPAC and GAUSSIAN calculations. The optimised geometries of the

shown in figure 5.3(b). As expected the Closed conformers possess the lone pair of the
quinuclidine N pointing towards the quinoline ring and the Open structures have this

lone pair pointing away. Table 5.1 compares the semi-empirical and a# initio relative

-

energies and dihedral angles as defined in figure

Lh
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as specified in Chapter 4, section 4.2 using a 6-31G(d) basis set in GAUSSIAN98 and '03 software.
Molecular atoms are colour coded: H white, C grey, O red and N blue.

MOPAC7 GAUSSIAN9S & °03
Conformation Relative Dihedral Angle (°) Relative Dihedral Angle (°)
of CD Energy 71 = C3-C4-Cs-Co Energy 71 =C3-C4-C3-Co
(kJ morl) 13=C4-Co-Cs-N; (KJ morl) T2 =C4-Cy-Cs-N;
3= Hy-Co-Cs-H; 13=H;-Co-Cs-H,
Closed(1) 0.0 T1=-68.1 6.7 11=-105.7
T2 = 35.2 = 57.8
t3=-150.5 13=-175.9
Closed(2) 24 711=67.7 9.5 11=83.4
T, = 64.7 1= 68.5
73=-172.7 3= -168.4
Open(3) 11.5 11=752 0.0 1,=102.1
17,=169.4 12=152.5
13=-64.5 73=-79.1
Open(4) 16.6 ©1=-97.7 11.2 7, =-87.3
1= 1422 T,=152.1
3= —-88.4 3= -75.4

Table 5.1: Semi-empirical and ab initio dihedral angles and electronic energies relative to the lowest
energy conformer. In each case geometries are optimised using the parameters as specified in Chapter 4,
sections 4.1 and 4.2, i.e. HF with PM3 Hamiltonian (MOPAC) and DFT at the B3LYP level with a 6-
31G(d) basis set (GAUSSIAN).

On comparing the MOPAC and GAUSSIAN data the angles quoted in table 5.1 are
generally in quantitative agreement with each other but the energies of the CD
conformations are clearly not. However, there are significant changes in the magnitudes
of the dihedral angles when going from the PM3 to the ab initio B3LYP 6-31G(d) level,
the largest change in angle was found in the Closed(1) conformer. The four conformers
can be grouped according to the dihedral angles 1), 7> and t3. For stable conformers T,
adopts values of either —90 £+ 22° or 82 + 20°. Both MOPAC and GAUSSIAN
optimised Closed(1) and Open(4) conformers of CD belong to this first group, whereas
the other Closed(2) and Open(3) conformers belong to the second. In the former group
conformations, the O-H functionality is directed towards the quinoline ring Hs atom,
while the latter structures possess the O-H towards the H; atom. With regards to the

optimised geometries of both theoretical methods four minima are found in t; at 57
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22° and correspond to the Closed conformers, whilst the angle for the Open conformers
are at 154 £+ 15°. The calculated 13 angles for the minima are observed at —77 £ 12° for
the Open structures whereas the largest values of —92 + 84° are evident for the
Closed(1) and (2) conformations.

On comparing the MOPAC and GAUSSIAN structures against each other it appears
that the greatest discrepancies between the geometries exist in the Closed(1) conformer
as all three dihedral angles are grossly underestimated by the semi-empirical
calculation. The largest difference in the three dihedral angles for this conformation
was found to be —37.6° for 1;. However, the geometries for the Closed(2) structure
agree reasonably well, as the 1, and 13 angles differ by no more than 4.3° with 1,
differing by approximately 16° indicating the C4-Cy-Cg backbone of the CD connecting
the quinuclidine part with the quinoline ring to be more “upright” in the GAUSSIAN
structure than in the MOPAC model. For the Open conformers, the MOPAC Open(4)
geometry is in better agreement with that predicted by the GAUSSIAN program than
the Open(3) structure as the differences between the three structure determining angles

are less.

Literature Values
Conformation of CD Relative Dihedral Angle (°)
Energy (kJ mol")  1,=C;3-C4-Cs-Cy
T2 = C4-Co-Cs-N;
3= Hl-Cg-Cs-H_z__

Closed(1) (H)=6.0 71=-107.0
2)=4.6 7, =575
(3)=53 73=-176.8
Closed(2) (1)=9.0 71=80.4
2)=17.7 T, =65.3
3)=1717 13=-172.5
Open(3) (1)=0.0 1,=101.4
2)=0.0 T,=153.6
3)=0.0 73=-78.3
Open(4) (1)=13.9 71=-89.3
(2)=13.8 1,=150.1
3)=11.6 13=-77.5

Table 5.2: Literature electronic energies and dihedral angles are calculated relative to the stable

Open(3) CD conformer at the ab initio HF level using a (1) 6-31G** and (2) 6-31+G* basis set,
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respectively, and at the density functional level (B3LYP) using a (3) 6-31+G* basis set employed in
GAUSSIANY4, as specified in reference 13.

To further validate the structures of the CD conformers, comparison is made against
angles quoted in the literature. One of the best studies to date is the combined NMR
and ab initio investigation of the conformational behaviour of CD in different solvents
by Biirgi and Baiker [13]. Their calculations of the gas-phase structure revealed that in
the two-dimensional conformational subspace of 1, and 1, six minima corresponding to
six conformers of CD exist on the PES [36]. Each of these structures were fully
optimised at the ab initio HF level using the 6-31G** basis set. Four of these
conformations were found to be considerably more stable than the other two: Closed(1)
and (2) and Open(3) and (4) and thus, their calculated dihedral angles (table 5.2)
previously found to be in qualitative agreement with earlier values predicted by the
MM2 force field and ab initio HF 3-21G method [37,38], are used for comparison.

Thus, on evaluating the CD conformers presented here against the torsional angles
measured in the above study, it generally appears that the GAUSSIAN angles for all
conformations compare well, whereas the MOPAC angles vary considerably. For the
GAUSSIAN models the three dihedral angles measured to the nearest degree are within
+ 1° for Closed(1), + 4° for Closed(2), + 1° and + 2° for the Open(3) and (4),
respectively compared to the corresponding literature angles. These values are
considerably smaller than those of MOPAC differences of + 39° (due to the large T,
difference) and + 13° for the Closed structures and + 26° and *+ 11° for the Open forms.
From this geometry analysis it appears that the GAUSSIAN98 and ’03 Open(3)
followed by the Closed(1), Open(4) and Closed(2) conformers of CD are best modelled
against the equivalent literature GAUSSIAN94 structures.

To determine the order of stability of the four CD conformers the energies of the
structures are analysed, obviously the conformation possessing the largest negative
energy would represent the most stable structure. Thus, the relative energies in relation
to this structure are calculated in the MOPAC and GAUSSIAN series and are provided
in table 5.1. The first thing to note is the difference in the order of stability of the
conformers predicted by the two computational methods. MOPAC predicts the
Closed(1) structure to be most stable followed by Closed(2) and Open(3) with the
Open(4) CD the least thermodynamically stable. The Closed structures differ by 2.4 kJ

mol”! whereas the energy gap is much larger at 5.1 kJ mol™ for the Open conformers.
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In contrast, the order of stability calculated by GAUSSIAN follows the trend
Open(3), Closed(1), Closed(2) and Open(4). In agreement with the MOPAC relative
energies, the Closed conformers differ by 2.8 kJ mol™ whereas the stabilisation of the
Open(3) is calculated at 11.2 kJ mol” compared to the alternative Open geometry.
Although the two methods predict a different order of stability, the Open(4) structure is
found to be the least stable conformer of CD by both techniques.

As with the geometry, the stability trends of our conformations are verified against
literature models. A recent study by Aranda et al. [39] (Chapter 2, section 2.2.12) used
the same PM3 model as in the MOPAC calculations to highlight the stability of four
major conformers of CD from nine minima located on its PES. The four most stable
conformers found were in the order Closed(2), Closed(3), Open(3) followed by
Closed(1). (Note that the Closed(3) structure is another Closed conformation ignored in
our calculations as earlier studies using a higher level of theory have optimised this as
an unstable high-energy geometry [40]). Although the absolute trend does not correlate
with our MOPAC results (order of stability Closed(1), Closed(2), Open(3) and
Open(4)), the Closed structures in both cases are found to be more stable than the Open
forms.

Referring back to the work of Biirgi and Baiker [13], the GAUSSIAN98 and ‘03
energies for the CD conformers can be confirmed, as not only were the same four
conformations optimised using the earlier GAUSSIAN code (GAUSSIAN94) but in
addition to the degree of theory mentioned earlier (HF 6-31G**), the authors
investigated the influence of diffuse basis functions by performing single-point
calculations using a 6-31+G* basis set. As with our calculations, they also tested the
density functional hybrid method introduced by Becke [30] where the non-local
correlation is provided by the LYP expression [31], thus making it an ideal study for
comparison against our work. The relative calculated electronic energies converted
from kcal mol” (units employed by the authors) into kJ mol” for the four CD
conformers modelled using theory levels HF 6-31G**, HF 6-31+G* and B3LYP 6-
31+G* are provided in table 5.2.

Regardless of the level of theory used the literature energies predict the same order
of stability that is, the Open(3) is most stable followed by the Closed(1), Closed(2) and
lastly Open(4) as observed in the GAUSSIAN calculations presented here. The relative
energies highlight the fact that increasing the basis sets or changing from HF to DFT

has only minor effects on the gas-phase relative energies. Note that only the
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corresponding conformers 1-3 have been observed in NOESY experiments for some
quinine and quinidine derivatives [41].

On comparison, the energy of our Closed(1) structure relative to the Open(3) was
found to be 1.4 kJ mol™ greater than the corresponding literature value, for Closed(2)
the difference was larger at 1.8 kJ mol™” and for the Open(4) conformer the difference
was relatively insignificant at 0.4 kJ mol”. One possible reason to account for these
differences, is the fact that a slightly different basis set incorporating a diffuse function
is used in the reference work (6-31+G*) compared to the 6-31G(d) basis set used in this
study.

Despite these minor differences our GAUSSIAN calculations have managed to
quantitatively and structurally model the four most stable conformers of CD and
highlight the thermodynamic importance of the Open(3) structure. As a consequence,
the results of the more sophisticated ab initio DFT calculations demonstrate how the
semi-empirical method of PM3 is good for predicting rough estimates for a geometry
but that accuracy is sacrificed for CPU time, thus, justifying its use for generating
refined starting structures for the higher level calculations.

All of the optimised CD conformations i.e. the Closed(1)-(2) and Open(3)-(4) can be
involved in the formation of the modifier-substrate complex, as emphasised by the
modifier-MtPy complex modelling studies of Margitfalvi et al. [40]. In the following
section the corresponding EtPy complexes involving the CDH' conformers are

investigated with particular emphasis on the Open(3) structures.
5.2.2. Interaction Between Cinchonidine and Ethyl Pyruvate

The interaction between CD and EtPy was studied by calculation of sixteen different
complexes between these two molecules. We first identified the possible s-cis and s-
trans conformation of EtPy and then distinguished the possible structures that would
lead to the pro (R) and pro (S) complexes (figure 5.2). In each case the quinuclidine N
atom of all four CD conformers was protonated, and then the EtPy either in its s-cis or
s-trans conformation and with the keto carbonyl group (-COCH3) of EtPy facing either
towards (pro (R)) or away (pro (S)) from the quinoline ring of the modifier was docked,
in a position where the most relevant interactions assumed to act between them would

be strengthened.
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For the complexes involving the Closed CDH'™ conformers the pro (R) was
distinguished from the pro (S) by the way in which the EtPy was orientated, for
Closed(1)H" the pro (R) has the kefo carbonyl docked over the carbon 6-ring of the
quinoline of the CDH", whereas in the pro (S) it is orientated over the quinoline N atom
of the CDH", the vice versa of this labels the pro (R) and pro (S) complexes involving
the Closed(2) conformer of CDH".

Once protonated the quinuclidine N can act as an electrophile otherwise it can
interact via nucleophilic attack with the half-hydrogenated state of the reactant as
proposed under solvent conditions such as toluene [42]. The formation of a reactant-
modifier 1:1 complex is supported by all proposed models i.e. Wells et al. [18], Baiker
et al. [5], Augustine et al. [43] and Margitfalvi et al. [44], however, the actual N*-H---O
type interaction (H-bond) between the protonated CD species and the keto carbonyl O
atom of the pyruvate ester was first devised by Baiker et al. [17,34].

In the complexes presented here we assume the parallel adsorption of CD (favoured
in all models [45] with the exception of Margitfalvis’ work [40,46]) and EtPy onto a Pt
surface so that H uptake for ed could occur from the surface side (theorised by Wells et
al. [18] and defended by Baiker et al. [37]). (Referring back to figure 5.2(a), the
starting geometry for the complex clearly depicts the EtPy to be coplanar with the CD
quinoline ring moiety, so as to accommodate this proposed parallel adsorption).

Once the complexes were modelled in the desired orientations they were fully
optimised at the B3LYP 6-31G(d) level, and their resulting energies analysed to identify
their relative thermodynamic stabilities as well as their relative concentrations in low

dielectric solvents.

5.2.3. Analysis of Diastereomeric Complexes of Protonated Cinchonidine and Ethyl
Pyruvate

By changing the dihedral angle O=C-C=0 EtPy can adopt either the s-cis or s-trans
conformation (figure 5.1). Our DFT optimisation calculations of both molecules
showed how in the gas-phase (g; = 1.0) the energy difference between them is relatively
small at roughly 6.5 kJ mol™! with the s-trans conformer being slightly more stable.
These results are in excellent agreement with the ab initio study of Ferri, Biirgi and

Baiker [14], which calculated this difference to be approximately 6.8 kJ mol” with the
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relative abundance of the s-trans to be 93.9% in relation to the s-cis EtPy. Note that the
discrepancies in the values correspond to the accuracy employed in the calculations, the
literature calculations were performed at the DFT level (B3PW91) using a 6-
31++G(d,p) basis set, with the introduction of a second polarisation function the theory
level is slightly more sophisticated than the level of DFT used in these calculations
(B3LYP 6-31G(d)).

As with the conformation of CD (Chapter 2, section 2.2.12), solvent effects can
greatly influence the distribution of the geometric isomers of EtPy. In the
aforementioned study it was stated that at room temperature both conformers coexist
with the s-trans conformer being predominant in apolar solvents (as reinforced by our
results). However, under conditions of polar solvents, such as acetone, the stability of
s-cis EtPy increases due to its larger dipole moment (4.99 vs. 1.54 D) and thus increases
its resulting fraction making it comparable to the s-trans EtPy. The addition of H-
bonding with alcoholic solvents is also thought to stabilise the s-cis conformer.

In our calculations the CD conformers are initially protonated to simulate the
resulting influence of a polar solvent such as acetic acid (in which the highest optical
yield for a-ketoester hydrogenation has been reported [45]), and as a consequence one
of the aims of the work is to establish if the s-cis (as predicted in the isolated solvent
study above [14]), is stabilised in contrast to the s-trans EtPy when interacting with the
CDH" modifier.

Table 5.3 gives the calculated complex energies for all sixteen modifier-EtPy
combinations. The gas-phase energies of the isolated complexes are calculated relative
to the most thermodynamically stable complex labelled the pro (R) structure in which
the Open(3) conformer of CDH' interacts with the EtPy in its s-cis form. The
configuration of this diastereomeric complex is analogous to the structure illustrated in
figure 5.2(a), and for this analysis is appropriately referenced to zero energy. The
corresponding complexation energies for the modifier-EtPy intermediates are calculated
using equation 5.1, for which the appropriate energy of the protonated CD conformer
and isomer of EtPy is used. Note that the same proton affinity is assumed for all
conformations of CD. Using the equations of the kinetic model provided in Appendix
A, the complexation energies can be used to theoretically calculate the relative

concentrations of the species in a given sample, and thus, the energetic difference
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between the two most populated/concentrated diastereomeric complex

(Equatio

ns.2)

Reactant Components and Gas-Phase Absolute Concentration of
Diastereomeric Complex Relative  Complexation Reactant
Energy Energy Components and
(kJ mol']) (kJ m-:)l'l) Diastereemeric
Complex
Closed(1) CD 6.7 0.06
Closed(2) CD 9.5 0.02
Open(3) CD 0.0 0.91
Open(4) CD 11.2 0.01
Closed(1) CDH" 2.9 0.22
Closed(2) CDH" 6.7 0.05
Open(3) CDH" 0.0 0.72
Open(4) CDH" 10.6 0.01
s-cis EtPy 6.5 0.07
s-trans EtPy 0.0 0.93
Pro (R) Closed(1)H"-s-cis EtPy 10.2 99.4 8.72x10"
Pro (S) Closed(1)H"-s-cis EtPy 12.9 96.7 2.94x10"
Pro (R) Closed(1)H' -s-trans EtPy 31.8 71.4 1.53x10"
Pro (S) Closed(1)H " -s-trans EtPy 351 68.0 4.02x10'°
Pro (R) Closed(2)H"-s-cis EtPy 15.7 97.7 1.39x10"
Pro (S) Closed(2)H"-s-cis EtPy 17.7 95.6 6.09x10"
Pro (R) Closed(2)H -s-trans EtPy 38.2 68.6 1.68x10"
Pro (S) Closed(2)H -s-trans EtPy 38.1 68.8 1.79x10"
Pro (R) Open(3)H -s-cis EtPy 0.0 106.7 2.33x10"
Pro (S) Open(3}H"-s-cis EtPy I 105.0 1.18x10"
Pro (R) Open(3)H"-s-trans EtPy L) 76.7 1.90x10"
Pro (S) Open(3)H -s-trans EtPy 25.5 74.8 8.76x10"
Pro (R) Open{(4)H"-s-cis EtPy 11.8 105.5 1.61x10"
Pro (S) Open(4)H -s-cis EtPy 11.7 105.5 1.66x10"
Pro (R) Open(4)H"-s-trans EtPy 36.2 74.6 9.15x10"
Pro (S) Open(4)H' -s-trans EtPy 37.9 72.9 4.62x10'°
33%

complexes upon reaction of these reactants. Absolute complexation energies calculated using equation
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5.1 and relative concentrations deduced from the model presented in Appendix A. In the pro (R) complex
the CH; group of the keto carbonyl of the pyruvate is directed towards the aromatic ring of the modifier
whereas in the pro (S) the group is directed away from the ring. ee calculated using equation 5.2 for
which the concentrations of the most populated species indicated in red font were substituted into the
calculation. DFT calculations performed at the B3LYP level with a 6-31G(d) basis set using
methodology specified in Chapter 4, section 4.2.1 and executed with GAUSSIANO3 software.

The trend in the relative energies of the CD conformers were previously discussed in
section 5.2.1, when the energetics are translated in terms of concentrations in a given
molecular sample, the Open(3) form is calculated to be the dominant species
constituting 91% of the sample. In relation to this, only trace amounts of the other CD
conformers are calculated. The Closed(2) and Open(4) conformers, as reflected by their
large energies are found to occupy no more than 2% of a CD sample and the Closed(1)
roughly about 6%. Upon protonation of the quinuclidine N atom of the CD the
concentration of the conformers are found to modify. The greatest change is found for
the Closedl form as it stabilises relative to the Open(3) as it occupies 22% of the
mixture. The concentration of the Closed(2) increases to 5% and the Open(3) CD falls
to 72%. The stability of the Open(4) is not affected and under acidic media is expected
to constitute 1% of a CD mixture. The stabilisation of the s-trans EtPy is also verified,
in agreement with ab initio calculations of reference 14, the relative abundance of the s-
trans is found to be 93% in relation to the s-cis EtPy.

However, the relation between the energies of the diastereomeric complexes and
their theoretical concentrations is not as simple as the case of the isolated reactants
above. In this case, the concentrations of the intermediate dimers are calculated based
accordingly to the actual concentrations of the CD and EtPy conformers (refer to
Appendix A) and not the concentrations of the Closed and Open CDH" structures for
which the optimised energies are used to calculate the overall energy of the reaction i.e.
the complexation energy.

The optimised diastereomeric complexes involving the s-cis EtPy are found to be
lower in energy and hence, stabilised in the gas-phase compared to the s-frans EtPy
complexes. Within this trend, a further pattern emerges as in each case with the
exception of the Closed(2)H"-s-trans EtPy complexes, the configurations labelled as the
pro (R) intermediates are generally, very slightly stabilised in comparison to the
alternative pro (S) complexes. For the pairs of diastereomeric complexes i.e. pro (R),
pro (S) Closed(1)H"-s-cis EtPy, Closed(1)H"-s-trans EtPy etc (following the order in
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table 5.3) the differences in the energies are calculated at 2.7, 3.3,2,2 and 1.7 kJ mol”,
respectively. However, the energies of the corresponding complexes for the
Closed(2)H"-s-trans EtPy and Open(4)H"-s-cis EtPy configurations are optimised to be
iso-energetic in nature, implying that both the pro (R) and (S) geometries are
theoretically in thermodynamic equilibrium with each other if there is only a small
barrier to their inter-conversion.

The two most stable complexes are the pro (R) and pro (S) pair of the form
Open(3)H"-s-cis EtPy (figure 5.4), for which the former is stabilised by 1.7 kJ mol™.
This finding is in accordance with the ab initio calculations of Biirgi and Baiker for
which MtPy was the reactant [21]. For the stabilisation of the next complex an energy
of 10.2 kJ mol™ is afforded for the pro (R) Closed(1)H"-s-cis EtPy complex. From this
point onwards, the rest of the CDH'-s-cis complexes are stabilised relative to the pro
(R) Open(3)H"-s-cis EtPy complex by energies ranging from 12 (pro (S) Closed(1)H"-s-
cis EtPy) to 18 kJ mol” (pro (S) Closed(2)H"-s-cis EtPy). In contrast, the relative
energies for the complexes involving the s-trans isomer of EtPy are much larger ranging
from 32 (pro (R) Closed(1)H'-s-trans EtPy) to 38 kJ mol’ (pro (R) and (S)
Closed(2)H"-s-trans EtPy). The latter structures are thus, optimised in this data set to
be the least stable complexes.

The stability of the different diastereomeric complexes is reflected in the energy
afforded to complete the reaction between the CDH' and the EtPy to form the complex.
For stable complexes, the complexation energy is most positive, implying in this case,
exothermic reaction (equation 5.1). For the stable Open(3)H'-s-cis EtPy intermediates,
the complexation energies are quite similar at 106.7 and 105 kJ mol™ for the pro (R) and
pro (S) pair. The least favourable reaction occurs between the alternative configurations
of the Closed(2) CDH" conformer and s-trans EtPy, as the energy released on formation
of the complex is no more than roughly 69 kJ mol”, these structures have previously
been identified as the least stable intermediates. Surprisingly, the reaction between the
Open(4) CDH" and s-cis EtPy is favoured (105.5 kJ mol™), as in their isolated gas-phase
states both the reactants are energetically unstable compared to their counterparts.

On interpreting the complexation energies in terms of concentrations, the actual
realistic presence of the diastereomeric complexes as hydrogenation reaction
intermediates can be assessed. The most populated intermediates are the complexes
involving the Open(3) form of CDH" and the s-cis isomer of EtPy. This result is
expected, especially for the Open(3) CD as this is calculated to be the most abundant
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conformation of CD, however under standard conditions the s-irans EtPy is the

abundant isomer. The results imply that upon reaction with the protonated CD, the s-ci

1)

isomer is stabilised. The Open(3)H'-s-cis EtPy complex in its pro (R) configuration

(figure 5.4{a)) is calculated to be twice as abundant as the alternative pro (S)

intermediate {figure 5.4(b)), as the relative concentrations at room temperature are 2.33

+ ; a9
Pro (R) Open(3)H -s-cis Etpy Pro (5) Open{3YH "-s-cis Etpy
Figure 5.4: Space filling, minimum-energy structures of CDH -EtPy complexes: (a) structure of the most

a 6-31G(d) basis set using methodology specified in Chapter 4, section 4.2.1 and executed with

GAUSSIANO3 software. Molecular atoms are celour coded: H white, C grey, O red and N blue.

LTy -+ sl e v — o . g
The stabilities of the Open(3)H -s-cis EtPy complexes are found to arise from their

figure 5.4, a bifurcated hydrogen bond with

s L

geometries. As illustrated in
the N*-H binding to the two-carbonyl O atoms is exhibited. In both complexes the N'-
H--O distances are identical, for the pro (R) case the values are 2.1 and 2.2 A whereas
the bonds are measured at 2.1 A for the pro (S). In the pro (R) complex the distance to

the kero carbonyl O is slightly shorter than the distance to the ester carbonyl O. This
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partially helps to explain why the complexation energy for this complex is 1.7 kJ mol”
lower than the alternative pro (S) structure, although the fact that the methyl of the keto
carbonyl end of the pyruvate is less sterically hindered compared to the ester
functionality of the pyruvate in the pro (S) complex is perhaps a better argument. The
optimised geometry of the EtPy in both complexes is bound to the modifier in a
relatively flat mode although not entirely coplanar with the aromatic ring of the CD.
The configuration of the s-cis conformation appears to imply that it is capable of
bonding to a metal surface via a n-bonding adsorption mode, as indicated by in situ

XANES data collected in an atmosphere of hydrogen (Chapter 2, section 2.2.15).
5.2.4. Interaction Between Cinchonidine and Butane-2,3-dione

As with EtPy all possible scenarios leading to the pro (R) and pro (S) complexes
between CDH" and butane-2,3-dione were modelled, in each case the protonated CD
adopted either the Closed or Open conformations with the diketone present in the s-
trans or s-cis configuration, respectively. As with the gas-phase behaviour of EtPy, the
s-trans conformer of the diketone was estimated to be approximately 27.6 kJ mol™ more
stable than the s-cis (structures analogous to those presented in figure 5.1). The
difference in energies implies that the O=C-C=0 dihedral angle for the diketone is more
rigid than the case found for the gas-phase inter-conversion of EtPy (6.5 kJ mol™).

In order to try and simulate the diastereomeric complexes that maybe feasible under
experimental conditions, a total of eight complexes were fully optimised with starting
structures biased towards geometries in which the proposed N*-H--:O H-bonding could
be reinforced. As mentioned earlier with respect to the mechanistic models drawn for
the hydrogenation of a-ketoesters (Chapter 2, sections 2.2.7-2.2.11) it is the Open(3)H"-

diketone complexes, which are of most interest.

5.2.5. Analysis of Diastereomeric Complexes of Protonated Cinchonidine and Butane-
2,3-dione

Since our conformational analysis of CD illustrated the relevance of the Closed(1),

Closed(2) and Open(4) conformers it seems appropriate to briefly discuss their

interactions with the s-cis and s-trans diketones. The energies for these complexes are
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provided in table 5.4 and are specified relative to the pro (R) Open(3)H -s-cis diketone
complex, thought to yield the initial (R)-3-hydroxybutan-2-one which further
hydrogenates into the (R, R)-butan-2,3-diol (Chapter 2, section 2.3). Unlike the EtPy
case, for which the pro (R) and pro (S) structures were identified based on the effects of
steric hindrance, it is not so easy to distinguish the structures for the diketone

omplexes. In this case, only the complexes that are sufficiently populated are termed

the pro (R) and pro (S} species.
Reactant Components and Gas-Phase Absolute Concentration
Diastereomeric Complex Relative  Complexation of Reactant
Energy Energy Components
P ==l <
(kJ moi™) {%J mol™) and

s-cis Diketone 27.6 0.07
s-trans Diketone 0.0 0.93
Pro (S) Closed(1)H " -s-cis Diketone 7.9 99.0 1.65x10'!
Closed(1)H -s-trans Diketone 24.2 551 2.42x10®
Closed(2)H"-s-cis Diketone i2.1 98.5 4.45x10"°
Closed{2)H -s-trans Diketone 28.6 54.4 6.04%x10’
Pro (R) pen(3)‘{ -s-cis Diketone .0 104.0 1.79x10"
Open(3)H -s-trans Diketone 12.8 63.5 1.04x10"
Pro (S) Open(4\.H -s-cis Diketone 11.2 103.3 1.54x10"
Open(4)H"-s-trans Diketone 34.5 524 1.36x10"
ee 98%

Table 5.4: Energies of diketone isomers and resuitant CDH -diketone diastereomeric complexes relative

to the minimum-energy structures. Absolute complexation energies calculated using equation 5.1

appropriately substituted for the energies of the diketone isomer and energies of the CDH' conformers

specified in table 5.3. Relative concentrations deduced from the model presented in Appendix A and

using the CD concentrations specified in table 5.3. ee caiculated using equation 5.2 for which the

cies indicated in red font were substituted into the calculation.
DFT calculations performed at the B3LYP level with a 6-31G(d) basis set using methodology specified in

Chapter 4, section 4.2.1 and executed with GAUSSIANO3 software.

nergies presented in the above table are found to follow the same trend as
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averaging at 16.4 kJ mol™, with a difference of 0.2 kJ mol™ calculated for the latter
structures. This gap is reduced to 12.8 kJ mol™” for the Open(3)H" pair of complexes
and nearly doubled in the case of the Open(4)H" structures. Once again the results
illustrate the concept of how CDH" stabilises the s-cis diketone on interaction more so
than the s-trans.

As with the EtPy isomers, the s-cis diketone conformer has a considerably larger
dipole moment than the s-trans (5.4 vs. 0.0 D) [47], for which the two polar carbonyl
groups are oriented antiparallel. The degree of dipole moment is expected to affect the
stabilisation of the conformers, as clearly emphasised in reference 14, where the s-cis
conformer of EtPy was found to significantly stabilise relative to the s-frans on
increasing solvent polarity. The diketone conformers are expected to display the same
characteristics as above with regards to the effect of solvents as experimentally (as with
the hydrogenations of a-ketoesters), solvents with low dielectric constants are found to
result in the highest enantioselectivities (with the exception of acetic acid [45]) [48].

The most thermodynamically stable structure is the complex involving the Open(3)
CDH" with the diketone optimised in its s-cis geometry (figure 5.5(a)), this affords an
energy of 104 kJ mol™”. Subsequently, with the Open(3) form being the most populated
conformation of CD, the relative concentration of this complex is calculated to be the
most abundant at room temperature of all the diastereomeric complexes optimised in
this data set. The Open(3)H -s-cis diketone structure is proposed to yield the (R)-
product of the first hydrogenation step of the overall reaction (Chapter 2, section 2.3,
figure 2.11) and is analogous to the minimum-energy structure found in the CDH"-EtPy
case. The second most abundant species is the analogous Closed(1)H" complex (figure
5.5(b)), which possesses a higher energy of approximately 8 kJ mol™ and costs an extra
5 kJ mol™ to form than the reference Open(3)H-s-cis diketone structure. Note that the
differences between the magnitudes of the relative concentrations of these abundant
species is a factor of 100 in favour of the Open(3)H' complex. The calculated
abundance of the Closed(1)H -s-cis diketone implies that this structure could indeed be
responsible for generating the experimentally observed low yield (S)-3-hydroxybutan-2-
one product of the hydrogenation reaction. The calculated difference in the relative
abundance pro (R)/pro (S) (equation 5.2) at room temperature corresponds to a

theoretical ee of 98% in favour of the (R)-product.
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(a) (b)

Pro (S) Closed{1}H"-s-cis Diketone

7

Pro (S) Open(4)H -s-cis Diketone

Figure 5.5: Space filling, minimum-energy structures of CDH -diketone complexes: {a) structure of the

most abundant complex leading te the (R)-hydroxybutancne with (b) the seccnd most abundani

intermediate and (¢} the structure ieading to the (S)-hydroxybusanone, respectively upon hydrogenation
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insufficiently populated at room temperature as reaction intermediates, as their relative
abundances are minute in comparison to the Open(3)H"-s-cis diketone complex.

As with the case of the abundant pro (R) Open(3)H'-s-cis EtPy structure, the
coordination geometry of the diketone interacting with the CDH' in the analogous
diketone complex determines the overall stability of it. On optimisation the s-cis
diketone no longer lies parallel to the CDH" plane, for which the starting structure was
biased towards and is found to have moved into a low energy geometry where the
methyl groups are orientated below the aromatic plane of the CDH" (figure 5.5(a)).
Both of the O atoms of the carbonyl groups of the diketone interact with the N*-H of the
CDH" in this tilted manner. The H-bonding of this interaction is bifurcated as the N*-
H:--O distances were measured at 2.0 and 2.2 A (as found in the pro (S) structures,
figure 5.5(b) and (c)) these distances are similar to those found in the corresponding
EtPy complexes (figure 5.3). The distance to the O atom of the carbonyl group furthest
away from the quinoline moiety of the CDH" is shorter than the distance to the keto
group O closer to the ring, suggesting that steric repulsion from the aromatic ring of the

modifier can account for this trend.

5.3. Discussion

3.3.1. The Conformation of Cinchonidine

In the gas-phase, semi-empirical and ab initio calculations at different levels of
theory have identified the stability of the two Open and two Closed conformations of
CD, suggesting relative populations of them in an equilibrated mixture at room
temperature. The relative stability of these conformers is greatly influenced by the
repulsive interaction between the quinoline, quinuclidine, and the O-H parts of the
molecule. On measuring the O--Hs distance (figure 5.3(a)) for the optimised
GAUSSIAN Closed(1) and Open(4) conformers we find the value to be shorter by
approximately 0.17 A compared with the equivalent O--H; distance (figure 5.3(a)) in
the Closed(2) and Open(3) forms. This suggests a greater H-bonding interaction
stabilising the latter two complexes. In support of this, Biirgi and Baiker [13] calculated
the Gibbs free energies for the same CD conformers (similar theory level as specified in
our calculations) and compared them against the corresponding energies for deoxyCD

(supporting information in reference 13), which is a derivative of the alkaloid in which
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the O-H group of CD is replaced with a H atom. Thus, as expected the repulsion
between the corresponding H; and Hs and the substituted H atom in deoxyCD was less
than that found between the same atoms and the O-H group of the CD. Such an effect
was found to stabilise the Closed(1) conformer by about 2.9 kJ mol” relative to the
Open(3), when going from CD to deoxyCD.

Although our DFT studies clearly emphasised Open(3) to be the most stable
conformation, in agreement with the crystallographic structure found by Margitfalvi and
Tfirst [40], the Closed(1) has become closer in energy than in Baiker’s calculations
albeit a relative difference of 6.7 kJ mol”. Note that the PM3 method had given the
Closed(1) to be most stable. The theoretical importance of the Closed(1) is valid as
NOESY experiments of Dijkstra and co-workers conducted for deoxyCD in benzene
[41] found amounts as high as 40% besides the more abundant Open(3). The stabilities
of the Open(3) and Closed(1) CD conformers are reflected in their relative abundances.
Using the GAUSSIAN energies, the Open(3) is the most abundant conformer of CD
with a calculated relative abundance of 91% at room temperature. This compares to the
population of 74% derived by Biirgi and Baiker [13] when performing analogous ab
initio calculations. In contrast, the populations of the Closed(1) and (2) conformers at
13% in this study are found to be twice as abundant for our Closed(1) structure (6%)
and 11% greater for the Closed(2). However, in agreement with the earlier authors, the
contribution of the Open(4) is negligible at roughly 1%. The discrepancies in the values
exist as the authors added an extra diffuse function to the 6-31G(d) basis set, which was
used in our calculations.

Under experimental conditions, the use of solvents can affect the observed trend in
the gas-phase stability of the CD conformers (Chapter 2, section 2.2.12). In the
reference study above [13], the analysis of CD in various solvents found the Closed
conformers to become more stable relative to the Open(3) as the polarity of the solvent
increased. This stability of the Closed forms in relation to the Open(3) was also
observed in our calculations for which the quinuclidine N atom of the CD was
protonated to mimic the effect of acidic media. The abundances of the conformations of
the modifier altered to give 72% Open(3), 22% Closed(1) and 5% Closed(2). Roughly
the same population of the Closed(1) was found in calculations incorporating a solvent
of dielectric constant 4.8 [13]. At the same time the population of the Closed(2) was
derived to be the same at 21% and the Open(3) was 58% [13]. As in our calculations,
the stability of the Open(4) was not found to be affected by the presence of solvent [13].
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The strength of the interaction between the solvent and the solute is determined by
the dipole moment of the CD and this is affected by its actual conformation. Therefore,
according to Biirgi and Baiker [13] the actual stabilisation of the conformers should in
fact correlate to their dipole moments. Note that, despite solvation having a
considerable effect on the relative stability of the CD conformers the actual geometries

of them are not much altered from their optimised gas-phase structures [13].

5.3.2. The Approximate Intermediate Complexes of Cinchonidine-Ethyl Pyruvate and

Cinchonidine-Butane-2, 3-dione

To date the mechanistic models for trying to understand the ed at the CD modified Pt
surface for hydrogenation reactions are limited to the chiral induction in a-ketoesters
(Chapter 2, sections 2.2.7-2.2.11). One of the most prominent models it that proposed
by Baiker et al. (Chapter 2, section 2.2.11), which principally argues the fact that it is
the different stabilities of the diastereomeric complexes which would lead to the (R)-
and (S)-products, respectively upon hydrogenation from the surface side. The adsorbed
modifier and the reactant are assumed to interact via an inter-molecular H-bond, which
leads to the initial discrimination for adsorption of the reactant on one of the two
enantiofaces. In other words, the relative populations of the competing intermediate
complexes determine the reaction ee. Unlike the other models proposed (Chapter 2,
sections 2.2.8-2.2.10), this model has proven to be effective in not only predicting the
absolute configuration of the reaction product and the enantio-differentiating power of
cinchona alkaloids [5] but also several other synthetic modifiers [21,49].

Therefore, rationalising the populations of our optimised diasterecomeric complexes
against this model, a theoretical ee of 33% is obtained from the pro (R) and pro (S)
Open(3)H -s-cis EtPy complexes (figure 5.4). However, the experimental ee achieved
under optimised conditions for the hydrogenation of Mt- and EtPy over CD modified Pt
is reported to be 95% and above [50]. There are a number of factors, which can explain
the low predicted ee value, the most obvious is the fact that the populations have been
derived from gas-phase energies.

In an analogous investigation conducted by Biirgi and Baiker [21], the relative
stability calculated for the pro (R) and pro (S) complexes between the protonated
Open(3) and s-trans MtPy was found to correspond to an ee of 92% in favour of the (R)
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lactate. This ee is in excellent agreement with that achieved in acetic acid [50]. The
analogous complexes involving the s-cis MtPy were found to predict a theoretical yield
of only 17%. These values, unlike the ee estimated in our calculations are comparable
with experiment because the diastereomeric complexes were modelled in an
environment of acetone (g, = 20.7) using a self-consistent reaction field model in
GAUSSIAN94 [27]. In this case, the reported theoretical ees imply that the s-trans
conformation of the MtPy is effectively more reactive than the s-cis isomer.

For butane-2,3-dione, two intermediates were found to be equally populated and both
are expected to yield the (S)-hydroxybutanone. The relative concentrations of the pro
(R) Open(3)H"-s-cis diketone and either one of the pro (S) Closed(1)H"-s-cis diketone
or Open(4)H"-s-cis diketone was found to yield an ee of 98% for (R)-3-hydroxybutan-2-
one. The actual experimental ee recorded for the hydrogenation of the diketone over Pt
modified CD is 50% in dichloromethane [22] and 10% in favour of the (S)-
hydroxybutanone with CN. As with the case of the EtPy, the comparison of the
magnitude of the ee is not good but the correct sense of the selectivity is obtained.
Initially the ee is derived from the concentrations of gas-phase complexes mimicking
the effect of low dielectric constants and not actually optimised solvent energies.

Thus, it must be noted that perhaps our calculations are not accurate enough to draw
qualitative predictions of ee, as obviously the effects of solvent and most importantly
the presence of the Pt surface have been ignored (because of computational expense).
One would expect the relative stability of the complexes to alter as well as the
geometries in which they are stabilised in under the influence of either or both of these
parameters, as observed in the isolated cases of the CD and EtPy (Chapter 2, sections
2.2.12-2.2.15). However, in both reactions we have successfully shown that the dimer
model energetics can account for the sign of the observed selectivity.

Nevertheless, the ab initio calculations highlight the importance of the s-cis
complexes with respect to the s-trams, as they are stabilised on interaction with the
CDH'. Besides the obvious strength of the H-bonding in the CDH"-reactant complexes,
the largest contribution to the complexation energy is the charge-dipole interaction,
which favours the s-cis over s-trans. When considering the effect of the Pt surface the
s-cis complexes are expected to be more stable than the s-frans, as the s-cis conformer
with the larger dipole moment is thought to enhance the dipole-induced dipole

interaction on the metal. Such a scenario has been indicated by a vibrational
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spectroscopic study for MtPy on Ni(111) under UHV conditions, for which the s-ci

Eﬂ)

conformer was found in abundance [51].
Further support of s-cis stabilisation is found when the resulting N'-H--O=C H-

bonding interaction between s-cis FtPy and a trimethyl ammonium (TMA) ion is

stronger than the s-frans complex [14]. When comparing the optimised geometries of
this work, it is interesting to note a similar trend in the way in which the structure is
hydrogen bonded, for example, in the most favourable H-bonded s-trans Eth-TMA

complex the N'-H points inbetween the keto and ester carbonyl O with distances of 1.8

N

and 2.90 A. These values correspond well to those found in the s-trans, pro (R) and pr

o}

N
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»,
as
, +
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A
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omplexes (figure 5.6(a) and (b)) i.e. at 1.8 and 2.9 A respectively, (the
P e = U [ o e e R T e .
stronger H-bond was also evident in the corresponding s-frans diketone complexes).

(a) (b

Pro (R) Open(3)H -s-trans EtPy Pro (S) Open(3)H -s-frans EtPy

Figure 5.6: Space filling, minimum-energy structures of Open(3)H -s-trans EtPy complexes potentially

leading to: (a) (R}- and (b} (S)-EtLt, respectively upon hydrogenation from the Pt side, i.e. from below.
N'-H--O distances measured in A. DFT caiculations performed at the B3ILYP level with a 6-31G{d)

basis set using methodoiogy specified in Chapter 4, section 4.2.i and executed with GAUSSIANO3

- AR o et TRESTIIE, e Sei. it i
The interaction of the s-cis conformers of EtPy and diketone with CDH™ were found

he bonding observed in the reference s-cis EiPy-TMA complex [14],

pu—y

to be analogous to

as the optimal arrangement was vig a bifurcated hydrogen bond in which the N'-H

"

proton interacted with the lone pairs of both carbonyl groups through distances
measuring 2.04 and 2.20 A, respectively. As illustrated in figure 5.4, the same
bifurcated hydrogen bond was cbserved in the s-cis, pro (R) and pro (S) EtPy complexes

,,,,,,,,,,,,

with bond lengths measured at 2.1 and 2.2 A for the former and 2.1 A for the latter
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complex. Similar measurements were recorded for the s-cis diketone complexes (figure
5.5).

The origin in the energy difference between the two complexes in favour of the pro
(R) can be explained in terms of steric hindrance or the repulsive interaction between
the EtPy and the quinoline ring of CDH", as the ester portion of the pyruvate in the pro
(S) clashes with and is pushed away from the optimal hydrogen bonding arrangement
found in the pro (R) complex. A similar analogy can be applied to the butane-2,3-dione
case as the adsorption of the pro (R) complex in which the methyl groups are clearly
unhindered by the alkaloid (figure 5.5(a)) is energetically more favourable than the pro
(S) complexes (figure 5.5(b) and (c)).

In the latter example, i.e. the complex involving the Closed(1) conformer of CDH*
(figure 5.5(b)), the s-cis conformation of the diketone cannot adsorb via the n-systems
of both carbonyl groups on the Pt surface and thus, with respect to the mechanism
proposed would not be capable of generating the hydrogenated products. For this
reason, the most probable pro (S) structure according to the calculations presented here
for the diketone hydrogenation reaction is the slightly less abundant Open(4)H"-s-cis
diketone complex (figure 5.5(c)).

In Baiker’s model (Chapter 2, section 2.2.11), the origin of ed is thought to be
controlled thermodynamically i.e. by the stability of the involved modifier-reactant
complexes. Since the ab initio calculations predict a sufficient energy gap between the
pro (R) and pro (S) complexes for the s-cis conformation of EtPy (1.7 kJ mol™) and for
butane-2,3-dione (11.2 kJ mol™) the model is reinforced. However, in contrast to this a
similar theoretical approach involving Open(3)H'-MtPy complexes saw the s-cis
conformation of MtPy fail to predict a considerable energy difference between the pro
(R) and pro (S) complexes, leading the authors to question the origin of ed [21].

Thermodynamics alone could not account for the observations found in the
aforementioned complexes and so it was proposed that the ed in this case could be
kinetically dictated by the different hydrogenation rates of the pro (R) and pro (S)
complexes. It was suggested that the reaction rate could be influenced by the hydrogen
bond formed between the N*-H and the keto group of the pyruvate, which is ultimately
hydrogenated. For the Open(3)H"-s-cis MtPy complexes, in particular the pro (R), the
consequence of a shorter distance measured between the quinuclidine N and the keto O

compared to the pro (S) complex could be responsible for the enhancement of the rate of
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reaction for the pro (R). Similarly, it was proposed that the s-trans could be kinetically
favoured over the s-cis complexes, since the quinuclidine N-keto O distance was found
to be shorter for the former (as observed in the analogous EtPy and diketone complexes
modelled here).

At the time of the above study [21] there was no microscopic information available
to support the argument of the kinetic concept, however, a few years later Vargas within
Baiker’s research group managed to illustrate how the mechanistic model could indeed
account for ed as well as the ra induced by the modifier, with different rates predicted
for the pathways to (R)- and (S)-products [52]. The experimental and theoretical
methods rationalised the concept of how the more stable interaction complex within a
diastereomeric couple is hydrogenated the fastest. This was deduced from the
correlation between the hydrogenation rate and the stability of the carbonyl & orbitals of
the reactant.

Finally, it should be noted that the energetic considerations of the approximate
intermediates in this work were carried out in isolation, assuming no effect from other
coadsorbed species such as solvent and product. If coadsorbates were present, then one
would expect the surface population of the diastereomeric complexes to be affected,
which would ultimately challenge the calculated relative stability versus surface
coverage correlation.

With regards to accuracy and reliability the complexes modelled in this study are
perhaps not necessarily the minimum-energy complexes expected if to assume the
presence of a flat Pt surface, as clearly figure 5.6 illustrates the EtPy molecule optimised
in space with the neglect of this assumption. In an ideal situation, constraints to keep
the CDH" and reactant coordinates in a common plane should have been imposed in the
starting geometries, thus allowing the other degrees of freedom to optimise, as specified
in the parallel study of Baiker ef al. [21]. Therefore, due to the possible number of
different configurations of the CDH'-reactant complexes it appears that single
calculations of geometry optimised structures may not identify the true minima, or
indeed sample the available minima well, for reliable conclusions to be drawn.
Certainly a more accurate approach to this investigation would have been a systematic
search of the PES, employing sampling techniques so that the average difference
between the many alternative routes across the PESs could have been taken into

account. However, the number of dimer structures and the requirement to use high-
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level DFT calculations to obtain accurate results precluded this approach due to

inevitable restrictions on computer time.
5.4. Conclusions

The most widely accepted mechanistic model for the enantioselective hydrogenation
of activated ketones over chirally modified heterogeneous catalysts is Baiker’s model
[42]. The model is used to explain the ra and the ed observed in the hydrogenation of
EtPy and the ed in the first hydrogenation step of butan-2,3-dione. Ab initio HF
calculations were performed to study the conformational stability of CD. The
calculations illustrated CD to be stable in four different conformations: two each of the
Open and Closed forms. The structures and stabilities were found to compare well
against ab initio HF calculations of Biirgi and Baiker [13]. The semi-empirical CD
structures obtained with the MOPAC code were best used as the start point geometries
for the more computationally expensive ab initio calculations. The higher theory level
calculations revealed the important conformations of CD in the gas-phase: the Open(3)
and the Closed(1), which are illustrated in figure 5.3(b) (Chapter 5, section 5.2.1).
Concentrations of the CD conformers were calculated from their electronic energies.
91% of a CD mixture will constitute the Open(3) form whereas the Closed(1) form
represents 6%. Only trace amounts were calculated for the Open(4) and Closed(2)
structures. In acidic media the quinuclidine N atom of the CD is found to be protonated
[21]. Ab initio HF calculations for the protonated CD conformers found the Closed
forms to stabilise relative to the Open(3) as the populations of the Closed(1) and
Closed(2) increased to 22% and 5% whilst the Open(3) fell to 72%. The stability of the
Open(4) did not alter on protonation.

Optimisation of the intermolecular interaction between the CD conformers and the
activated ketones relevant to the Baiker model were obtained by performing ab initio
HF calculations. One of the key points revealed was that the conformation of the
ketone was just as important as the conformation of the CD, as both were found to
affect the stereochemical outcome of the reaction. The complex yielding the (R)-ethyl
lactate upon hydrogenation is one in which the protonated CD adopts the Open(3)
conformation and the EtPy, the s-cis geometry. This dimer is calculated to be more
stable than the pro (S) complex by 1.7 kJ mol™” and corresponds to a 33% ee. The

experimental ee achieved under optimised conditions for the hydrogenation of a-
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ketoesters over CD modified Pt is reported to be 95% and above [50]. The stability of
the complexes is accounted for by the extent of steric repulsion felt between the EtPy
and the anchoring group of the modifier. The calculations show that the effect of this
plays an important role for ed. For the pro (S) complex the calculation models the ester
functionality of the EtPy to be sterically hindered against the quinoline ring of the CD
whereas in the pro (R) complex the methyl of the keto carbonyl is less hindered.

For the case of butan-2,3-dione this explanation does not help to discriminate
between the pro (R) and pro (S) complexes, as the substituents on the two carbonyl
groups are the same. The calculations show that the more stable pro (R) complex
yielding (R)-3-hydroxybutan-2-one upon hydrogenation is analogous to that modelled
for EtPy hydrogenation. The pro (S) complex is taken to be one in which the protonated
Open(4) CD is H-bonded to the s-cis butan-2,3-dione. The pro (R)/pro (S) energy
difference corresponds to a 98% ee and is larger than the experimental value of 50%
recorded for dichloromethane [22].

The calculated ees for the hydrogenation of EtPy and butan-2,3-dione are poorly
modelled against their experimental values. We expect this to arise from our model
provided in Appendix A, as a small error in the energy of the complex will lead to a
large error in the calculated ee as the ee is exponentially related to the calculated
energies.

S-cis EtPy and butan-2,3-dione forms a bifurcated hydrogen bond to the quinuclidine
H of protonated CD involving the O atoms of both carbonyl groups. On average, for
the EtPy the hydrogen bond distance to the keto group is slighty shorter for the pro (R)
complex, which could favour hydrogen addition to this complex in the case of s-cis
EtPy. The complexes involving the Closed conformations of CD are not suitable
intermediates as their concentrations in solution are calculated to be negligible.
Geometrically, these complexes are constrained as both the modifier and the reactant
cannot simultaneously interact with one another whilst assuming a parallel interaction
with the surface: they do not fulfil the steric requirements imposed in the model [42].

In conclusion the calculations have been shown to provide a detailed description of
the stable conformations the modifier and reactants adopt in the gas-phase and the
maximum interaction in which both stabilise to form the surface dimer proposed by
Baiker [42]. To improve the calculations we suggest imposing steric constraints on the

anchoring group of CD and the O=C-C=0 section of the a-ketoester so as to impose
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parallel adsorption with the catalyst surface as well as incorporate solvent effects. Such
modifications have been applied to analogous calculations involving MtPy as the
reactant [21]. In the literature, the energy difference between the s-cis complexes was
found to completely vanish and the stability of them reduced with respect to the s-trans
complexes. An ee of 92% was calculated from the pro (R)/pro (S) s-trans complexes
and found to be in full agreement with experiment [21]. On changing the conformation
of the EtPy in our calculations into the s-trans, the energy difference between the pro
(R) and pro (S) complexes increases to 2 kJ mol™ and results in a 37% ee, showing an
already improved ee. Clearly this is the direction in which the calculations should be
heading. However, our results demonstrate that molecular modelling with ab initio
calculations is a powerful tool to give quantitative data for the substrate-modifier

interactions taking place in the liquid phase.
5.5. Future Work

Chapter 2, section 2.2.3, briefly highlighted literature ideas regarding the
implications of Pd modified catalysts in enantioselective hydrogenation reactions
[53,54]. In 1996, Wells et al. through deuteration experiments for the case of
hydrogenation of a-ketoesters with Pd/Al,O; illustrated how the major route to product
was conversion to adsorbed enol, with the CD chemisorbed onto the metallic surface
before attachment of the substrate to be hydrogenated [55].

In view of this, it seems apparent that all of the literature examined neglected the
possibility of the enol pyruvate forming a stable diastereomeric complex with the CD,
despite the concept being known for a while. The recent combined theoretical and
experimental investigations focussed purely on the conformational behaviour of the CD
and the pyruvate in the resulting diastereomeric complexes.

As assessed in this present work and reinforced by the ab initio calculations,
sufficient data exists in understanding the role of the approximate intermediates, i.e.
how the complexes of Open(3) CDH' with pyruvate in the s-cis and s-trans
conformations can account for the ed and ra observed. However, it must be made clear
that the role of the enol could alter these conclusions as no real study to date has

modelled the CD N'-H---O enol pyruvate interaction.
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A good insight into the role of the enol is by initially analysing the gas-phase keto-
enol equilibrium. Both the s-cis and s-trans conformer of EtPy can interconvert into the
corresponding enol forms, illustrated in figure 5.7. Table 5.5 provides the ground state
energies for the resulting s-cis keto and enol and s-trans enol EtPy gas-phase structures,
measured relative to the s-trans keto EtPy. The corresponding data relative to the s-

trans butane-2,3-dione is also supplied.

(a) (b)
OH
HO (0]
o
CH,CH
Zes H,C \CH20H3
H,C 0]
(0]
s-cis enol-EtPy s-trans enol-EtPy

Figure 5.7: Enol tautomers of EtPy derived from: (a) s-cis and (b) s-trans EtPy (figure 5.1).

Keto-Enol Tautomers Gas-Phase (g, = 1.0)
Relative Energy (kJ mol ™)

s-cis keto EtPy 27.6

s-cis enol EtPy 60.9

s-trans keto EtPy 0.0

s-trans enol EtPy 73.1

s-cis keto diketone 6.5

s-cis enol diketone 59.7

s-trans keto diketone 0.0

s-trans enol diketone 62.9

Table 5.5: Energies for the s-cis and s-trans keto and enol gas-phase structures for EtPy and butane-2, 3-
dione. In each case the energies are measured relative against the s-trans keto structures, as this is the
conformation thought to favour the (R)-products in the corresponding hydrogenation reactions.

Calculations were performed at the DFT B3LYP level using 6-31G(d) basis set.

The calculations above clearly illustrate the unstable nature of the gas-phase enols
for both EtPy and butane-2,3-dione, as it stands the s-frans are more stable than the s-cis
which in turn are more stable than the enol. However, on interaction with the CD the
order of stability could clearly alter, as our calculations previously estimated the s-cis
complexes to be energetically favourable over the corresponding s-frans complexes.
One would thus expect the enols in particular the s-cis derived molecules with the larger

dipole moments to stabilise on interaction with the Pt metal, as dipole-induced dipole
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interactions would maximise. Stabilisation of the enols on contact with Pd and Pt
surfaces have been verified with the use of periodic models presented in Chapters 6 and
7.

In fact, when considering the s-trans and s-cis EtPy enols, the n-electrons are higher
in energy (—10.03 and —10.02 eV, respectively) [56], more polarisable and therefore
more likely to complex to Pt than the corresponding low energy electrons of the
pyruvate carbonyls of the most stable twisted (6 = ~ 95°), s-trans and s-cis coplanar
EtPy conformations [58] (-13.38, —13.34 and —13.33 eV, respectively) [56], suggesting
that the enol is more reactive towards hydrogenation.

This partly justifies the hydrogenation mechanism of EtPy, under acetic acid over
CD modified Pt/Al;O; outlined by Solladié-Cavallo et al. [58]. Here, the modifier is
thought to activate the pyruvate through the formation of a faster reacting enol species
(figure 5.8(a)) (acceleration part of reaction) and is in equilibrium with the CD
ammonium acetate (CDH'/OAc") which associates via H-bonding to EtPy in a complex
similar to that of figure 5.8(a) (responsible for higher reactivity). In this mechanism the
pKa (acid dissociation constant) of the CD is suitable to provide enough enol and then to
liberate the corresponding hydroxyester once hydrogenation is over [59].

With regards to this study, it would be interesting to model the corresponding s-trans
and s-cis EtPy enol CD complexes as implied in figure 5.8(a), and to analyse the
stability and energetics of them over the relevant s-trans and s-cis CDH" diastereomeric
complexes, so as to comment on their true nature as to whether they exist in equilibrium
with the product inducing, higher reactivity complexes i.e. reinforce the arguments of
Wells et al. [55] and Solladié-Cavallo et al. [58]. Similarly, to extend the scope of the
mechanistic work on the butane-2,3-dione reaction, the analogous eno/ CD complexes
(figure 5.8(b)) would be worth considering. The specific implications of the effect of

surface adsorption of the enol are examined in the following Chapters.
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CHj
/
(e} /O_CHZ
Hol \ % H,C 0
Open(3)-s-trans enol-EtPy Open(3)-s-trans enol-Diketone

Figure 5.8: Formula models for the proposed (a) CD-s-trans enol-EtPy and (b) CD-s-trans enol-butane-
2,3-dione complexes, note that the corresponding s-cis reactants may also form the enol complexes as

above.
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Periodic DFT Results: Chapter 6

6.0. Introduction

Earlier in Chapter 2, the possibilities of ketones to rearrange via proton movement
into vinyl alcohols through the process of keto-enol tautomerism were discussed. As
implied in Chapter 5 and referenced in the available literature, the enol and
corresponding enolate species (evidenced by surface RAIRS on Ni(111) [1]) could play
a significant role as surface adsorbed intermediates in the enantioselective
hydrogenation of a-ketoesters and related structures. At present most mechanistic
arguments for the model reactants ignore this concept (Chapter 2, sections 2.2.8-2.2.11).

To investigate the possible surface adsorbed intermediates and spectator species
under experimental conditions in the hydrogenation reaction over Pd and Pt(111)
surfaces, periodic DFT slab calculations were employed. This plane-wave approach has
been chosen for the study of molecular adsorption [2] over the alternative DFT cluster
method, as generally a better description of the electronic structure of the metals close
to the actual experimental catalytic surfaces can be modelled, thus yielding adsorption
data comparable to experimental values. This holds true for the adsorption of simple
molecules such as H; [3,4], CO [5,6], NO [7,8], O, [9] and hydrocarbons: CHy4 [10] and
CoH, [11].

Since simulation of the pyruvate structures using periodic techniques are
computationally expensive the chemisorption of smaller kefo containing molecules are
studied. The simplest kefo group containing molecule is formaldehyde, which with the
addition of 2C and 4H atoms builds up to acetone. For acetone kefo-enol tautomerism
is possible, with the equilibrium favouring the kefo form under acid and base catalysed
conditions.

Two leading programs used routinely in computational chemistry for catalytic
surface studies are the plane-wave periodic codes CASTEP and VASP, which were
briefly reviewed in Chapter 4. Initially, in this work simulations for the effect of
formaldehyde adsorption and the tautomerism of acetone on both Pd and Pt surfaces are
performed using the CASTEP code. However, prior to this an investigation into the
energetics of ethene over Pt(111) is used as a model system for a comparative study of
VASP and CASTEP. Such a study will hopefully identify the most suitable programme

to be used in further simulations of periodic intermediates in this thesis.
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At present, extensive literature is available for the different theoretical approaches
used to study chemisorption such as periodic vs. cluster, but comparison between
different codes which essentially perform the same types of calculations is much more
limited.

Throughout this work and where necessary all adsorption data will be compared to

experimental and theoretically derived adsorption energies from the literature.
6.1. The Adsorption of Ethene on Pt(111)

The interaction of ethene with the (111) surface of Pt was chosen as a model system
for the comparative study between the two codes because, firstly, the size of the
molecule is representative of the molecules of the kefo group to be explored in this work
and secondly, it is a well researched area due to its importance in many catalytic
processes, such as hydrogenation/dehydrogenation and isomerisation. The main study
to be used as reference is the VASP work conducted by Watson et al. [12]. Using the
computational procedure outlined in the reference and discussed in Chapter 4, section
4.3.1, periodic DFT calculations were performed to investigate six adsorption modes of
ethene (bridge, fcc and hcp hollow, atop-bridge and -hollow and cross bridge (refer to
figure 6.3 for the most stable sites) on Pt(111). The corresponding adsorption energies
were found to compare well against experimentally derived values [12] and are
presented in table 6.2.

These calculations were repeated using the CASTEP program. Initially the bulk fcc
Pt unit cell (obtained from the Cerius® [13] resource library) was first optimised and
then built up and cleaved using the Cerius® modules visualiser [14] and surface builder
[15] to form a (111) index 3-layer Pt slab of dimensions p(2 x 2), with a 9.2 A vacuum
gap. The computations were performed under the same settings as specified in the
reference work [12] i.e. a 300 eV plane-wave cutoff energy and a k-point sampling of 9
x 9 x 1 accelerated to convergence with the use of Methfessel-Paxton electron smearing
[16]. Full relaxation of the adsorbing ethene and all of the atoms in the Pt slab were
specified.

Prior to the introduction of ethene onto the surface, a comparison between the fully

equilibrated bulk Pt cell against the corresponding VASP cell is essential to verify the
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optimisation procedure in CASTEP. A comparison of the CASTEP derived bulk

parameters against the literature values are provided in table 6.1.

Bulk Pt Models Lattice Constant, a, (A) Interlayer Pt Spacing A)
Cerius® experimental cell 3.9239 227
CASTEP 3.9755 2.30
VASP? 3.9837 2.30

Table 6.1: Relaxed lattice constants and interlayer surface atom spacing of bulk Pt. CASTEP
computation performed using bulk modified periodic DFT parameters as specified in Chapter 4, section
4.3.1. “Data obtained from reference 12.

Relaxation results in the expansion of the bulk cell as a slight lengthening of the
lattice constant is observed when compared against the corresponding experimental cell.
For CASTEDP, this translates to an expansion of 1.3% in both the lattice constant and the
interlayer Pt spacings, when compared against the original experimental XRD cell
obtained from the Cerius’® library. However, Watson et al. [12] do not quote the
dimensions of the experimental cell used in their study and so in comparison with the
above cell, the lattice constant is found to enlarge by roughly 0.06 A. These differences
in lattice constant between the CASTEP and VASP bulk cells are within the expected
error from DFT theory. There is no deviation between the measured interlayer spacings
of the Pt planes in the two theoretically derived models, and consequently it appears that
both programs are consistent in optimising the bulk. Most importantly, both models
show excellent agreement with the LEED derived bulk Pt spacing of 2.26 A [17], which
helps to verify the theoretical method used. To ensure accuracy in adsorption energies
the CASTEP derived lattice constant is used as the lattice constant in the surface
calculations with CASTEP.

Surfaces are composed of atoms which do not have a full complement of neighbours,
each surface atom in the (111) fcc plane of Pt and similar transition metals have 9
nearest neighbours compared with their normal coordination number of 12 in the bulk.
The loss of 3 nearest neighbour bonds in the formation of the surface results from the

“removal” of a layer of bulk atoms, as illustrated in figure 6.1.
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Figure 6.1: The CASTEP p(2 x 2) Pi(111) surface used in the ethene adsorption studies, computed with
the periodic DFT parameters as specified in Chapier 4, seciion 4.3.1. The surface atoms have lower

coordination numbers than the related bulk atoms. The surface is formed by effectively removing a plane

Ik atoms. Surface layers are celowr coded: first layer blue, second layer red third layer and

In order for the surface to compensate for the “loss” of bonding, it may undergo
“surface relaxation” in the form of an oscillatory change in the interlayer spacing,
measured as a difference in the z coordinates of the highest-lying and lowest-lying metal
atoms in the surface layer (Az), as shown in figure 6.4. In this process, to regain

coordination, the first layer atoms tend to contract towards the second layer, to

o

ompensate the over coordination in this layer the third layer atoms respond by

4

expanding away. The oscillation in Az continues to further, penctrate deeper into the
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the effect is completely damped. Consequently, this effect is

d morphology of the resulting surfaces. The effect of
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Figure 6.2: The effects of surface relaxation on atomic layers. Figure obtained from reference 18.

On relaxation of the p(2 x 2) Pt surface the ¢

g

different from that of the bulk as the interlayer spacing at 2.27 A was contracted by 0.03
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A. The CASTEP surface energy for the slab was calculated at 1.52 J m™? using the

expression below:

— n
E —- E slab n' E bulk

surface — 24 (Equatlon 61)

where E represents the electronic energy and % is the stoichiometric ratio of the
number of surface atoms over the number of bulk atoms in the fcc cube. 4 denotes the
surface area and is calculated from 4 = |a| |b| sin 60° measured in A%>. Both a and b
are the unit cell dimensions in A. The surface energy is originally obtained in units of
eV A and is converted via a series of steps into the common units of J m™.

The surface energy of the reference slab is approximately 1.50 J m™ (as calculated
from analogous VASP computations, Chapter 4, section 4.3.3) and is sufficiently lower
compared to the CASTEP energy implying a more stable plane with enhanced surface
atom coordination. For this surface an expansion in the interlayer spacing from the bulk
value of 2.30 to 2.32 A for the slab was observed, in good agreement with the expansion
indicated by LEED experiments for the surface layer of a Pt(111) single crystal [17].
However, the CASTEP surface contradicts this behaviour as a 1.3% contraction is
calculated. The fully relaxed Pt slab has an interlayer spacing of 2.27 A compared to
the calculated bulk spacing of 2.30 A.

At this stage it is evident that the computer codes have produced different surfaces,
which in theory should be identical. These differences are expected to carry on through
into the estimation of adsorption energies for ethene, but to what extent, and the origin
of them, is the concern of the following discussion.

Of the original six adsorption modes investigated by Watson et al. [12] the fcc and
hep hollow sites were not computed, as the authors remarked upon the uncertainty of
the existence of these species. For each of the remaining four adsorption modes an
ethene molecule was placed on the relaxed surface in a geometry similar to that
obtained in the reference (figure 6.3). Using the methods outlined in Chapter 4, section

4.3.1, geometry optimisation of all the atomic positions were then performed using

CASTEP.
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first layer blue, second iayer red, third layer vellow, H white and C grey.

interaction of the molecule with the surface, and is provided by the expression:

b \ .
AEads " "(Eadcorbate/ surface ~ (Esurface + L adgsorbate }) (Equatlon 62)

Here the energy of the adsorbed molecule, F usorsaresurface 18 compared with that of the

SL e8] niet

free surface, E,me and the gas-phase molecule, E,gsorpare.  The adsorption energy is
imply the energy evolved on adsorption and is positive for exothermic adsorption. The
resulting adsorption energies for the CASTEP ethene configurations are provided in

table 6.2, with the corresponding reference values stated for comparison.

Adsorption Energy (kJ mol ™)
Coordination Geometry VASP* CASTEP
Atop-bridge (m) 85.8 105.7
Atop-hollow (1) 84.8 103.9
Bridge (di-o) 127.3 143.3
Cross bridge 9.2 11.0

Table 6.2: Theoretical adsorption energies of ethene on Pt(111) calculated using equation 6.2.
Computations performed using periodic DFT specified at theory level GGA-PW91 using computational

parameters as specified in Chapter 4, section 4.3.1. °Literature values obtained from reference 12.

Both programs predict the same ordering in the relative adsorption energies. The
cross bridge adsorbs ethene equidistant from two surface Pt atoms with the C-C bond

parallel to the surface and perpendicular to the Pt-Pt direction (figure 6.3(a)). This



arrangement has ethene only weakly adsorbed with a binding energy of around 10 kJ
mol™”. The alternative n adsorbed modes, in which the molecule is coordinated to a

single Pt atom, differ only in the orientation of the C-C bond relative to the
neighbouring Pt atoms. For the atop-bridge alignment occurs with the bridge sites
(figure 6.3(b)) whereas in the atop-hollow the molecule aligns with the hollow sites
th programs point towards the iso-energetic nature of the two modes
suggesting that realistically the orientation of the ethene in an atop site would not be
fixed. The most favourable site for ethene is binding to the surface through the bridging
mode where the two carbon atoms interact with separate Pt atoms forming di-c bonded
species (figure 6.3(c)). A stronger adsorption i.e. a difference of 16 kJ mol™ is given by
CASTEP than VASP for this coordination. In fact, throughout the dataset CASTEP

values appear to b

®
=)

uch larger, although to varying degrees, than the corresponding

VASP adsorption values. The largest discrepancies, up to 23%, are modelled in the two

Upon chemisorption, it is typical for a molecular geometry to distort from its free
gas-phase state into a new geometry, which accommodates the electronic influence of

metric paramieters are
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distortion, and these are briefly summarised in figure 6.4.

Measure of activation,
Change in planarity, C-C bond length

allge

C-CH; angle L

Change from sp” to s

otrel.gﬁ of interaction, % u , 1
C bond length — j |9 C-C-H angle Pt interl."er
& O & g
] 'I' apablng,

too4 ¢

@ ¢ 0 o O

Ethene di-c bonded

W ot N

Figure 6.4: S:
F) ; L £ o Py srbed ethene moleciile. Surface lavers and moleciilar atoms are colour

molecular distortion o ari rbed ethene molecule. Surface layers ana moiecular atoms ai GLOU}

2 x I ,‘,J' S8 3D . P . > Ry Ty
coded: first layer dark blue, second layer red, third layer yellow, H grey and C green.

Using ethene as the example, the C-C bond length is used te measure the degree of

activation of the molecule as it indicates the extent of double bond character. This is

expected to vary from the CASTEP gas-phase calculated values of 1.318 A for the
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double bond of ethene and 1.511 A for the single bond of ethane. These bond lengths,
although slightly shorter, are found to be in agreement with the corresponding
theoretical bond lengths from VASP (1.334 and 1.527 A) [12] and the experimental
values of 1.337 and 1.541 A [19], respectively. Moving from double to single bond
character can result in the planar nature of the molecule changing, by measuring the
angle between the C-C bond and each of the CH, planes (the C-CH, angles) this can be
monitored. For ethene, the degree of distortion away from the planar structure should
range between 180° (gas-phase ethene) to 128.1° (gas-phase ethane). Accompanying
this is the change in the C-C-H bond angle, which signifies the change from sp to sp®
hybrid geometries of the carbon atoms. The range this bond angle is expected to change
by on adsorption is 10.7°, as the angles take the values of 122.2° for ethene and 111.5°
for ethane. Finally, as an indication of the strength of the interaction of the molecule
with the surface atoms, the Pt-C distance is measured, the stronger the interaction the
shorter the distance.

Earlier, clear differences between the calculated adsorption energies for the four
adsorption sites of ethene (table 6.2) were observed when compared with the
corresponding VASP data. To investigate the effect on the structure of the adsorbed
species, the geometric parameters discussed above were calculated for the most stable
di-c bonded model, ie. ethene adsorbed in the bridge site. The effect of surface
bonding for this adsorption mode in comparison with the VASP data is summarised in
table 6.3.

Simulation Method
VASP* CASTEP
Gas-phase Gas-phase

Property Ethene Ethane Bridge Ethene Ethane Bridge
C-C(A) 1.334 1.527 1.485 1.318 1.511 1.472
C-HA) 1.099 1.098 1.096 1.084 1.083 1.090
C-CH,® (°) 180.0 128.1 138.1 180.0 128.0 103.2
C-C-H (®) 122.2 111.5 112.1 122.0 111.3 114.6
Pt-C (A) 2.117 2.099
Az (PY)° (A) 0.235 (x2) 0.252/0.250
Pt interlayer 2238 2246

spacing® (A)

Table 6.3: Theoretical geometries of adsorbed ethene on Pt(111) as modelled by CASTEP and VASP

using the computational parameters as specified in Chapter 4, section 4.3.1. °Literature values obtained
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from reference 12. °Angle of C-C bond to CH, plane. ‘Displacement of coordinated Pt atoms from the
surface plane. dSpacing between the first and second Pt layers of the surface.

In each case the C-C bond appears to be elongated from its gas-phase measurements
in the adsorbed states. Greater lengthening of the bond is observed in the CASTEP
simulated molecule compared with the VASP model, as the differences between the C-
C bond lengths of the gas-phase structure with the adsorbed state is measured at 0.154
and 0.151 A, respectively. As the extent of elongation indicates the di-c nature of the
bond, both VASP and CASTEP C-C bonds at 1.485 and 1.472 A display a significant
reduction in the double bond character and are closer to the bond length in ethane than
ethene. Compared against the gas-phase data both adsorbed states display a
considerable amount of distortion away from the original planar structures, at C-CH,
angles of 138.1° (VASP) and 103.2° (CASTEP), the ethene molecules can be
considered to begin mimicking the properties typical to gas-phase ethane (C-CH, angle
of 128.1°). This distortion is accompanied by a change in the C-C-H bond angle and
both adsorbed states clearly illustrate a marked change from sp® to sp3 hybrid
geometries of the carbon atoms (the trend being more apparent in the CASTEP system).

Overall the geometries from the two programs show general agreement and certainly
lead to the same conclusions regarding the change of molecular geometry compared to
the corresponding gas-phase data. However, the stronger interaction from CASTEP
results leads to shorter Pt-C distances (2.099 A) and a slightly more pronounced
movement of the coordinated Pt atoms out of the surface plane (0.252/0.250 A). This
extraction of surface atoms causes a rumpling effect, as the rest of the surface layer
contracts to reduce the interlayer spacing. The movement of the surface Pt atoms
suggests that some repulsion occurs between the molecule and the surface, which is
relieved by the directly coordinated Pt atom moving out of the surface. By doing so, the
effective density of the surface layer is reduced which in turn lowers the strain of the
surface by relaxing toward the bulk. However, contrary to the adsorption data this
effect is more prominent for the VASP model as the Pt interlayer spacing is reduced
from the reference surface value of 2.320 to 2.238 A, whereas for CASTEP the
corresponding layer spacings are 2.270 and 2.246 A, respectively.

In summary, the degree of distortion of the geometry of ethene ties in well with the
observation that the adsorption energies calculated by CASTEP are consistently greater

than the corresponding values from VASP.
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6.2. The Adsorption of Formaldehyde on Pd and Pt(111)

Experimentally, the chemisorption modes identified for formaldehyde are the two
geometries termed the n' or endon, in which the O lone pair of the molecule couples to
the surface in a tilted or vertical fashion (figure 6.5(a)) and the n? or di-c mode in
which, similar to the ethene molecule, the C and O atom each interact with a separate
surface atom with the C=0O bond axis parallel to the surface plane (figure 6.5(b)).
Recently, a variety of theoretical chemisorption models have confirmed these
adsorption modes and a full discussion of the available literature is presented in Chapter

2, section 2.6.1.

(@ ®)
Ra( R N
%I RS
..... O A W

Figure 6.5: Surface bonding configurations of keto groups: (a) 1'(0) (endon) and (b) 17(C,0) (di-c). R

= H or CH; to give formaldehyde and acetone, respectively. M = surface metal atom.

Although, theoretically the dimensions of the unit cell used for the previous ethene
calculations are sufficient to accommodate the chemisorption of formaldehyde, it lacks
adequate metal sites for the adsorption of acetone and its enol tautomer. As the aim of
this work is to collect a comparable dataset of adsorption energies for keto group
functionalities, a new set of surfaces representing the (111) plane of Pd and Pt were
generated.

As specified in Chapter 4, section 4.3.2, the new 3-layer surface slabs were increased
to dimensions of p(3 x 3), so as to minimise the interaction of adsorbates with their
periodic images. Sufficient convergence of the total-energies for these surface cells
were found with the use of 5 Ménkhorst-Pack special k-points and a KE cutoff of 380
eV. The width of the vacuum gap was increased to 15 A for reasons discussed in
Chapter 4, section 4.3.3. As with the ethene surface, both the Pd and Pt surfaces were
initially constructed using the surface builder module within the Cerius® interface and

cleaved from their corresponding fully relaxed bulk fcc unit cells. Geometry

178



Periodic DFT Results: Chapter 6

optimisations were performed as specified in Chapter 4, section 4.3.3, i.e. using the
same DFT parameters as employed in the ethene study.

For these surfaces, the reference state used for the calculation of adsorption energies

include fully relaxed Pd and Pt slabs that have an interlayer spacing of 2.28 A and 2.29
to their calculated bulk spacings of 2.26 and 2.30 A, respectively. The
corresponding experimental values for the single (111) crystals determined by LEED
o from the bulk value of 2.246 to 2.2
the surface layer of Pd and 0.9% from 2.26 to 2.28 A for Pt. The optimised surface

energies for the p(3 x 3) Pd and Pt slabs were estimated at 1.20 and 1.57 J m™,

The investigation intoc the adsorption of formaldehyde over these surfaces was
conducied by copying the optimised gas-phase structure of the molecule into the
periodic surface region and manipulating the structure so that it resembled firstly, the 1’

mode and secondly, the n? coordination as discussed earlier (refer to figure 6.5). In

f ’ 5
Figure 6.6: CASTEP adsorption geometries of formaidehyde: (a) 17 (0) and (b) 7(C.0) on Pd(11]).

Most of the metal atoms have beern removed jor clarity. Geometry opiimisations performed using
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Surface Adsorption States

M =Pd M =Pt
Property Gas-Phase  7'(0) n%C,0) 1'(0) n%C0)
Formaldehyde
AEq4 (kJ mol™) 13.2 60.3 41.2 77.6
C=0 (A) 1.210 1.228 1.347 1.215 1.304
O-CH>? (°) 180 180 148 180 137
M-C (A) 3.527 2.117 3.007 2.107
M-0 (A) 2.320 2.040 2.149 2.039
M-O-Cb(?\ 172 111 123 111
Az (M)® (A) 0.120(C) 0.155(C)
0.059  os30) 9988  0.1190)

Pt interlayer

spacing® (A) 2.242 2.236 2.860 2.300

Table 6.4: CASTEP adsorption energies and geometries of adsorbed formaldehyde on Pd and Pt(111).
Periodic DFT computations performed using parameters and methodology as specified in Chapter 4,
sections 4.3.2 and 4.3.3. “Angle between CO bond and CH, plane. ®Displacement of coordinated metal
(M) atom(s) from the surface plane. ‘Spacing between the first and second Pt layers of the surface.

Upon optimisation both the n' and n? adsorption modes are observed in both
systems. The data implies that the oxygen atom of the formaldehyde in the n'
configuration is weakly coordinated to a single M atom compared to the alternative n’
mode. On adsorption in the n' mode the molecular geometry of the formaldehyde
remains almost planar with very little affect on the C=O bond length or the O-CH;
angle. The distortion of the C=0 bond from the gas-phase data (i.e. C=0 1.210 A)is
more pronounced on the Pd surface. The adsorption energy on Pt is 28 kJ mol™ greater
than that for Pd and the M-O distance is correspondingly shorter by 0.171 A. In the
case of Pd the molecule appears to be orientated almost perpendicular to the surface, as
evidenced by the large value of the M-O-C angle, whereas for Pt the C=0 bond makes a
much smaller angle to the surface. In the 1]](0) adsorption mode the perturbation of the
surface by the presence of the molecule is small but the stronger interaction with Pt
results in a slightly greater movement (0.01 A) of the coordinated metal out of the
surface plane.

The optimised structures for the n2 adsorption geometries were found to be
reminiscent of di-c bonded ethene. In these structures the molecular plane of the
formaldehyde was found to be parallel to the surface. This was indicated by the O-CH;
angles and the M-C and M-O interactions taking up the additional coordination sites for
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each C and O atom. In this adsorption state the more electronegative oxygen atom
tends to form shorter bonds than the carbon atom to the surface. As in the ' case, the
adsorption was found to be greater on Pt than on Pd for the r|2 adsorbed states by 17.3
kJ mol”. This was accompanied with greater movement of the coordinated surface
atoms out of the surface plane. However, the extension in the C=0 bond compared to
the gas-phase bond length was more apparent in the Pd case than the more strongly
adsorbed Pt state.

To summarise the Pt metal appears to be more reactive than the Pd surface as in each
calculation greater adsorption energies with generally, shorter and stronger interactions
are observed. Of the two adsorption modes greater stability of the formaldehyde in the
nZ(C,O) configuration far exceeds the n'(O) mode. For Pd, the difference between the
adsorption energies of each species equates to 47.1 kJ mol”, whereas for Pt the gap

reduces to 36.4 kJ mol™ because of its more reactive nature.
6.3. The Adsorption of Acetone on Pd and Pt(111)

The adsorption of acetone on metal surfaces is an interesting topic, with regard to the
adsorbate as a possible intermediate in hydrogenation catalysis all possible adsorption
modes must be investigated. As discussed in Chapter 2, section 2.6.3, either acid or
base catalysed conditions can trigger keto-enol tautomerism, in which rearrangement of
a single proton yields a vinyl alcohol. Such isomeric forms are well known for acetone

(figure 6.7) and studies investigating the equilibrium are well documented [20-22].

AL

CH, H,C CH,

Keto tautomer Enol tautomer

Figure 6.7: Keto-enol tautomerism for acetone.

Prior to surface calculations, it is important to comment upon the energies of the keto
and enol isomers of acetone, in the gas-phase the equilibrium is known to strongly

favour the keto form with less than 0.1% of a given sample to be occupied by the enol
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structure {23]. The energetics modelled by CASTEP will theoretically illusirate the

Optimisations of the gas-phase structures were performed using the same

computational parameters as used in the formaldehyde study. Each calculation was

1

energy difference to be just under 51 kJ mol” favouring the ketone form.

The bias of the equilibrium towards the Zefo isomer implies that there are two
possible scenarios for surface adsorption, as summarised in figure 6.8. In the first
situation the ezo! may well have a higher adsorption energy than the keto isomer but if
the energy does not overcome the gas-phase difference then the ketone remains the

thermodynamically favoured species on the surface (figure 6.8(a)). However, if the
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Figure 6.8: Possible scenarios for the adsorption of the keto-enol energetics of acetone: (@) keto isomer

and {(b) enol isomer preferred adsorbed states. Energy profiles not drawn io scaie.

as with formaldehyde the corresponding n' and n° coordinations are investigated as

0

well as the enol species. The enol is expected to interact with the surface in a manner
2

similar to that of the n” state observed for formaldehyde, i.e. upon chemisorption, the C
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gous fashion to that specified in the
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acetone the investigation was carried out over Pd and Pt(111) surfaces.
The resulting optimised geometry and binding data for the kefo isomer of acetone

only the most stable species on the alternative metals
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however the structure of the 1'(O)? species on Pd is included to illustrate the differences
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Surface Adsorption States

M=Pd M =Pt
Property Gas-Phase  0'0)' 7'©O® 1'©" 'O’
Keto Acetone
AEq4s (kJ mol™) 18.8 20.8 12.9 42.9
C=0 (A) 1.222 1.237 1.226 1.233 1.241
O-Mey/M° (°) 29 87 29 89
M-C (A) 3.126 3.367 3.302 3.257
M-O (A) 2.353 2.154 2.655 2.198
M-O-C (°) 134 169 141 142
Az (M) (A) 0.114 0.052 0.042 0.154
;;gi‘ﬁfslea(yzr) 2236 2.239 2302 2.308

Table 6.5: CASTEP adsorption energies and geometries of adsorbed keto isomer of acetone on Pd and
Pt(111). Periodic DFT computations performed using parameters as specified in Chapter 4, sections
4.3.2 and 4.3.3. °Structure located starting from molecular plane parallel to the surface. bStructure
located starting from molecular plane perpendicular to the surface. °Angle defined between molecular
plane (O and methyl carbons taken as reference points) and surface plane. Displacement of coordinated

metal (M) atom from the surface plane. °Spacing between the first and second Pt layers of the surface.

Initially, the starting structures for the keto isomer of acetone were manipulated so
that the two different geometries as observed in the case of formaldehyde would be
considered i.e. one with the molecular plane parallel to the surface and the other with it
perpendicular. However, for acetone both of these alternatives lead to a n'(0) or endon
optimised final geometry, the di-o bonding mode was not observed. For both metals the
final geometries differ in the orientation of the molecular plane with respect to the
surface with the parallel starting point leading to a smaller O-Me,/M angle. In the Pt
case the optimise structures differ in adsorption energy by 30 kJ mol™ even though both
are best described as 1' adsorption geometries. The greatest geometric difference is in
the O-Me/M angle, in the higher adsorption energy structure this is close to 90° with
one methyl group closer to the surface than the other (figure 6.9(b)). The lower energy
structure has the O-Me,/M angle close to 30° and the methyl groups similar distances
from the surface (figure 6.9(c), shows the analogous structure over Pd). A similar
preference can be seen for the Pd calculations although the energy difference is less
pronounced (figures 6.9(a) and (¢)).

The strength of the molecular adsorptions are reflected in the movement of the

bonding metal atoms pulled out of the surface planes, this is more apparent in the Pt
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case as a difference of 0.112 A is noted for the two n modes. Due to the similarities in

the adsorptions over the Pd metal, similar adsorbate induced surface corrugations are

S

observed (average interlayer spacing for the two surfaces, 2.238 A), whereas the

differences are more apparent in the Pt case. The interlayers of the Pt surface are very

slightly more contracted in the weakly adsorbed nl(O)a adsorption compared to the

n'(0)"° species, as the corresponding Az values are 2.302 and 2.308 A, respectively.
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is observed for all species. Initially, upon binding with the surface the C=0 bond of the

molecule is found to expand, implying stabilisation of the acetone through electron

donation from the oxygen lone pair orbital. The largest expansion compared to the gas-
phase C=0 bond length of 1.222 A is observed in the 1'(0)" adsorption on the Pt

surface, which ties in well with the observed adsorption energy.

To summarise, the kefo acetone is found to remair
metal surfaces, and the bonding is thought to occur via a weak interaction between the
oxygen lone pair and a single metal atom. For the 1'(O)° endon species the Pt surface
appears to be much more reactive than the Pd one, this irend is reversed for the
alternative n'(0)? adsorption mode.

For the adsorption of the eno/ isomer the acetone was found to optimise through the
expected 1°( on the Pd(111) surface (figure 6.13(a)). However, this geometry was

10t achieved on the corresponding Pt surface as the molecule ended in a structure

[y

reminiscent of the endon configuration of the keic isomer (figure 6.10(b)). A summary

of the calculated adsorption energies and geometric data of the enol isomer investigaied

(a) (b)

Figure 6.10: CASTEP adsorption geometries of the enol isomer of acetone on: (a) Pd and (b) Pt(] 11).
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periodic DFT parameters as specified in Chapter 4, section 4.3.2 and 4.3.3. Molecular atoms are colour

coded: Pd purple, Pt blue, H white, C grey and O red.

Surface Adsorption States

M =Pd M =Pt
Property 1*(C,0)* 1'(C)
AEgs (kJ mol™) 71.1, {21.1}° 117.5, {66.5}"
C-OH (A) 1.362 1.304
C-CH;° (°) 156 139
C-CCO° (°) 163 176
M-C (A) 2.180/2.312 2.130/2.804
M-C-C (°) 77 103
Az (M)® (R) 0.286 0.190
Pt interlayer spacing® (A) 2.233 2.306

Table 6.6: CASTEP adsorption energies and geometries of adsorbed enol isomer of acetone on Pd and
Pt(111). Periodic DFT computations performed using parameters as specified in Chapter 4, section
4.3.3. °Both atoms coordinate to a single Pd atom. °Adsorption energy relative to the gas-phase keto
isomer of acetone shown in braces. ‘Angle formed by the plane of three atoms and the bond indicated by
dash. “Displacement of coordinated metal (M) atom from the surface plane. °Spacing between the first

and second Pt layers of the surface.

In the case of Pd the adsorption energy relative to the ketone gas-phase isomer is
close to the favoured endon adsorption of the kefo isomer from table 6.5. This suggests
that both keto and enol isomers will be present on the Pd surface at thermodynamic
equilibrium. From the calculated adsorption energy of the enol and kefo isomers on the

Pt surface it appears that the enol form should be strongly favoured on Pt(111).

6.4. Discussion
6.4.1. The Adsorption of Ethene on Pt(111)

Experimentally, as emphasised in Chapter 2, section 2.5, the adsorption behaviour of
ethene over the stable (111) plane of Pt has been well characterised [24]. At low
temperatures, n-bonded ethene is present which upon heating transforms to a strongly
chemisorbed di-oc mode, the formation of which is considered to be an activated
process. This temperature dependence is reflected extremely well in the calculated

adsorption energies. The most stable mode investigated was the di-oc adsorption at a
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bridge site followed by the m mode adsorbed at the two atop sites. The difference in
stability equates to around 38 kJ mol™. The iso-energetic behaviour of the two top sites
implies that experimentally the orientation of the m-bonded ethene would not be fixed.
The least stable site, the cross bridge, in which ethene is found to very weakly interact
using a combination of both n and di-c electron density (i.e. © interaction with the
second layer Pt atom of the hcp hollow site directly beneath the plane of the molecule
and di-o stabilisation with the surrounding first layer Pt atoms, figure 6.3(a)) is very
unlikely to be observed experimentally.

On comparison against experimental data the calculated adsorption energies of 104.8
kJ mol’! (average) for the m adsorption and 143.3 kJ mol™ for the di-c are within the
upper limit of 203 kJ mol™ obtained from collision-induced desorption studies [25].
However, these values are much higher than those estimated by VASP calculations, as
the corresponding energies are 85.8 kJ and 127.3 mol”, respectively [12]. Closer
agreement is found to exist between the CASTEP data and the microcalorimetric
energies of 136 kJ mol” for the di-c and 120 kJ mol” for a mixture of 7 and di-o
adsorbed ethene on the more reactive (110) surface [26], and the measured value of 120
kJ mol™ for a mixed n/di-o adsorption on Pt powders [27,28].

The optimised geometries of the adsorbed ethene are also in agreement with the
available surface science results. EELS [29], UPS [30] and NEXAFS data [31,32] all
point towards a “bridging” adsorption mode, with a C-C bond length of approximately
1.50 A. The corresponding bond length of 1.472 A (refer to table 6.3) calculated by the
CASTEP program for the di-c mode is in excellent agreement with the experimental
value and found to be closer to the gas-phase ethane (1.541 A) than ethene (1.337 A).

The observed elongation of the C=C bond, implies a reduction of the bond order and
strengthening of the surface-adsorbate bonds in the di-c mode which can be explained
in terms of a simple bonding model. In this coordination, ethene chemisorbs onto the Pt
surface by forming two Pt-C dative ¢ bonds with associated loss of the initial 7 bond.
Since ethene is a weak base the bonds are stabilised by an additional bonding
contribution i.e. back-donation of electron density from the metal to the ethene. This
occurs with electron transfer into the molecular n* orbital which has the right symmetry
for effective overlap with occupied Pt d-orbitals. The net result of this back-donation of
electron density, known as the Dewar-Chatt-Duncanson model [33] is the significant

change in the structural geometry of the adsorbed molecule. The stabilisation of the
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atop mode of ethene can be explained in terms of this model by a simultaneous back-
donation and n-donation of electron density. m-Donation implies the transfer of electron
density from the n orbitals of the C-C double bond into an empty Pt d-orbital. In the
atop case donation/back-donation must be much weaker since molecular planarity is not
lost.

Although much of the data implies that the di-c adsorption of ethene on the bridge
site of the Pt(111) surface is the most stable of the alternatives considered, it is
important to be aware of the fact that recent diffuse LEED data at 200 K, suggests the
di-c molecule to be preferentially adsorbed on the fcc hollow site with a C-C bond
length of 1.56 + 0.5 A. Whether this is a realistic adsorption mode is a matter of debate
as the uncertainty in the atom positions in the experimental study were large.

However, with use of the theoretical model referenced in Chapter 4, section 4.3.1,
Watson et al. [12] investigated the fcc hollow adsorption along with the alternative at
the Acp hollow site. The calculated adsorption energies were quoted as 74.7 and 71.7 kJ
mol™, respectively. Although, not as stable as the bridge mode or the n-bonded atop
sites significant stabilisation compared to the cross-bridge site is observed (table 6.2).

The uncertainty of the presence of the adsorption at the hollow sites lead to a neglect
of them in this work, by simplifying the investigation it was decided that the energetics
of adsorption at the remaining four sites of Watson’s study (figure 6.3) were enough to
help discriminate the differences between the two similar codes, CASTEP and VASP.

Although the same, periodic DFT method as used by Watson ef al. [12] was applied
to the CASTEP investigation of ethene, significant differences between the CASTEP
and VASP adsorption energies were noted. Both programs were consistent in
predicting the same trend in adsorption i.e. the bridge site more stable than the atop
followed by the cross bridge (table 6.2). However, the binding energies of ethene were
found to be consistently overestimated by between 10 and 20% by CASTEP, compared
to the analogous VASP energies, which were previously shown to be in good agreement
(considering the error associated with DFT) with the available thermodynamic data
[12]. Since the calculated adsorption energy depends on the adsorbate structure and on
the reference states of the free surface and free molecule the observed difference may be
due of any or all three of these calculations.

Both programs are consistent in relaxing the bulk fcc unit cell of Pt to a degree in

which the interlayer atom spacings are identical (refer to table 6.1). However this is not
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the case for the optimisation of the surface slab. Upon relaxation, a contraction of the
interlayer spacing is observed for the CASTEP p(2 x 2) Pt surface whereas the
analogous VASP slab gives an expansion of the interlayer spacing. The loss of surface
expansion was noted to contradict the surface LEED experiments carried out on a single
Pt(111) crystal [17]. The contraction of the surface is symptomatic of a general
overbinding in the CASTEP results. This is also evident from the general trend for
shorter molecular bonds in the CASTEP results for both the adsorbed structures and
reference gas-phase calculations (table 6.3).

Although the origin of the difference in the calculated data has been deduced, the
root of the problem was not initially evident. Theoretically, both programs perform the
surface calculations in the same way, i.e. the system is modelled by using the supercell
approach with PBC. The periodic calculations then take advantage of calculation in k-
space through FFT techniques employed in expansions of both the electronic
wavefunctions, expressed in terms of a plane-wave basis set, and the potential generated
by the nuclei. The theoretical concepts behind this calculation procedure are discussed
in Chapter 3.

The main source of error in the energies can be linked to differences in the norm-
conserving pseudopotentials (NC-PP) [34] used. In each set of calculations, Vanderbilt
US-PPs [35] were employed to represent the interaction of the valence electrons with
the ionic core. The advantage of using the US-PPs is to reduce the plane-wave cutoff
needed for elements that would be described by hard NC-PPs. As essentially it is
difficult to generate NC-PPs for first row elements such as O, N, F and transition metals
as very large plane-wave basis sets are required to accurately represent the contracted p
and 3d orbitals, respectively. To yield sufficiently converged results, the PPs require
cutoffs of more than 70 Ry.

In Vanderbilt’s “ultrasoft” approach the normalised charge density is the sum of the
two terms: a soft part represented in terms of smooth orbitals and a hard part which is
treated as an augmented charge. For a concise summary of the parallel implementation
of the Car-Parrinello scheme [36] using US-PPs used in both programs consult
reference [37,38].

Although, initially the same type of PPs were used in both sets of calculations, they
are found to differ in the way in which they are derived and treated within the

calculations. In the CASTEP case, standard US-PPs used to describe the Pt, C and H
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atoms were obtained from the Cerius’ CASTEP library [39]. They were originally
generated for CASTEP version 3.2 and were used in this case with the 4.2 academic
version of the code. The US-PPs for the atoms were generated with the settings
suggested by Prof. Lee’s group [40] (refer to Appendix B) and were shown to
adequately converge the lattice constants and bond lengths of a number of systems
using GGA corrected DFT calculations with the “PRECISE” cutoff value of 300 eV.
Validation tests for the Pt US-PP showed a deviation of 1.2% in the lattice constant a
when compared against the experimental unit cell of Pt. This expansion is in agreement
with the 1.3% modelled in our calculations, refer to table 6.1. However, larger
discrepancies were observed in the analogous calculations performed to test the C US-
PP, a difference of 4.5% in the lattice constant ¢ was observed for graphite. This is not
unexpected as the dispersion forces, which hold together graphite sheets are poorly
represented in DFT.

As evident from the calculations performed in this work, the systematic
inconsistency noted at the validation procedure for the CASTEP US-PPs is found to
continue through into subsequent GGA surface calculations. Irrespective of user
selection of LDA or GGA functionals, the PPs are generated using LDA. For GGA
calculations, problems arise because essentially the core is modelled using LDA.

Although LDA is well known to accurately model structural properties such as bulk
moduli, bond lengths and lattice constants for crystalline compounds, it overestimates
cohesion energies [41] i.e. the energy of the solid with respect to infinitely separated
constituent atoms. Consequently, LDA generally overbinds atoms in most types of
model systems and causes the bond energies to be exaggerated. The reasons for this are
quite simple, while LDA is successful in describing regions of high electron density
near the core it fails to properly describe the decay of the electron density in the low
region, i.e. wavefunction tails. As a result, tightly bonded systems such as solids are
treated well whereas weakly interacting particles and surface adsorbed systems are not.

To correct the deficiency in LDA, i.e. calculation of bonds that are too short, the
GGA functional is used. By incorporating a dependence on the gradient of the electron
density, the exponential decay in the low density region can be more accurately
described. In theory, the use of the GGA should help to improve and possibly
overshoot the calculated bond energies (resulting in too long bonds). However,

although it is fairly well established that gradient corrected methods are superior to
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LDA for surface applications and systems with H-bonded components, it appears that in
this case the results are unacceptable.

In principle, when GGA is used in solid-state systems with LDA-generated
pseudopotentials (referred to here as a “mixed” approach), the GGA correction should
be smaller than calculations employing GGA and GGA-generated pseudopotentials, as
employed in the VASP calculations conducted by Watson et al. [12]. The latter fact
helps to explain why most of the time the “mixed” approach works better than either
methods employing LDA and LDA-generated PPs or GGA and GGA-generated PPs.
The derived energies and bond lengths are estimated somewhere in the middle range
between the two limits and is often observed to be closer to experiment. Although, this
is expected, it appears that, in this case, the estimation of bonds in molecules with use of
the GGA and GGA-generated PPs (Watson et al. [12]) works much better than the
“mixed” approach of GGA and LDA-generated PPs employed in the CASTEP
calculations, as the results are pulled towards the LDA overbinding. This
overestimation is not good as the CASTEP results of ethene adsorption are clearly in
poor agreement with the available experimental and VASP data.

In an attempt to try and improve the accuracy of surface calculations with CASTEP,
our initial findings were reported to the program developers. Correspondence via
Krokidis [42] (PI-IMI representative), lead to a series of test calculations performed by
his colleague Milman [43]. With the use of a later version of CASTEP a repeat of the
Pt calculations were carried out. When calculations were performed with GGA-PPs,
Milman found CASTEP to model the bulk Pt (3.959 A) much better than VASP (3.984
A), which pointed towards “underbinding”. However, with the use of an all electron
method i.e. no PPs, relaxation correctly showed an expansion from the bulk value of
2.286 to 2.312 A for the surface layer of Pt(111) in accordance with the 0.9% expansion
reported in LEED experiments [17] and the VASP study [12]. This expansion
contradicts the contraction modelled in our calculations i.e. from 2.297 to 2.267 A,
when using LDA-PPs, which is clearly wrong. In principle, these test calculations
prove the ability of the CASTEP code to model surface applications within the limits of
DFT.

However, to amend the problem of overbinding in our data, since the GGA-PPs as
used by Milman are not implemented within the program version available, he does
suggest using a different approach to model the surface. As used in the test

calculations, a 6-layer slab to represent the surface with the two bottom layers held
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fixed is recommended. However, earlier work within the group (discussed in Chapter 4,
section 4.3.3) tested the number of surface layers as well as the protocol of fixing the
slab bottom and found that a fully relaxed slab employing 3-layers was sufficient to
give adsorption data comparable to experimental values [44]. For this reason, and for
advantages of simplification of the calculations, such a surface was employed in our
calculations.

Although, a good comparison between the two periodic models for ethene adsorption
has been provided here, it is perhaps necessary to compare the CASTEP data with
corresponding cluster models, as this will put into context where the CASTEP results
lie. With the use of a 10-atom cluster simulated using DFT with the B3LYP exchange
and correlation functional, Watwe et al. [45] calculated the adsorption energies of the
di-c and m modes to be 149 and 103 kJ mol’. Surprisingly, excellent agreement
between these values and the corresponding CASTEP energies exist, with calculated
differences of 5.7 and 2.7 kJ mol™, respectively. Obviously, a clear overestimation in
the values are observed when compared against the more respectable periodic energies
calculated by Watson et al. [12].

The large adsorption energies derived from the cluster calculations were rationalised
in terms of the ethene interacting directly with Pt atoms from the cluster edge, which are
considered to be more reactive than those of an extended (111) crystal surface.
However, further calculations by the same group [28] illustrated how cluster size affects
adsorption energies as a larger cluster of 19-atoms was found to reduce the energies of
the two adsorbed species to 116 and 71 kJ mol™, making them more comparable against
periodic calculations in which the substrate is better modelled.

One of the major outcomes of Watson’s study [12] was the effect k-point sampling
and surface relaxation has on the convergence of energy. Low k-point sampling and
insufficient relaxation was found to model the metal band structure poorly, which
ultimately causes the adsorption energies to be overestimated. With this in mind it is
fair to comment on the possible nature of periodic calculations to behave like cluster
models if the above two factors apply. Clearly, such an explanation could account for

the observed similarity between the CASTEP results and the cluster energies of Watwe

et al. [28,45].
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6.4.2. The Adsorption of Formaldehyde on Pd and Pt(111)

Unlike ethene, it is extremely difficult to experimentally characterise the adsorption
of formaldehyde on transition metals because the species are highly reactive and either
decompose at roughly 170 K via C-H bond cleavage to produce adsorbed CO and
surface H or polymerise to form paraformaldehyde [46]. However, the available
literature has clearly emphasised two stable adsorption modes for formaldehyde, the n'
(endon) and the n2 (di-o) (as discussed earlier, section 6.2).

Upon optimisation both modes of adsorption were found to be stabilised on both the
Pd and Pt(111) surfaces. In both cases the m> formaldehyde resembled the di-o
adsorption mode found for ethene on Pt(111), with both the C and O atoms interacting
with single separate surface atoms in a bridged geometry. This adsorption mode was
significantly stabilised compared to the ' on both metals. There is a stronger attraction
of the formaldehyde to the Pt(111) surface than the analogous Pd plane. The adsorption
energy of the di-o formaldehyde over Pd and Pt was calculated to be 60.3 and 77.6 kJ
mol”. These values appear to be greater than those derived from TPD experiments.
The estimated adsorption energy of formaldehyde on Pd(111) is 51 kJ mol™ [46], which
is similar to the value derived for the analogous Pt surface, at 52 kJ mol™ [47]. Closer
agreement between the theoretically derived value and the experimental data exists for
the Pd surface as the difference in the overestimation translates to 18%, which is 31%
smaller than the Pt case. However, for Pt, the CASTEP adsorption energy for the n'
mode is closer at 41.2 kJ mol to the TPD estimate than the stable 1> geometry.

Although, experimental data for formaldehyde adsorption is lacking, sufficient
theoretical data is available for comparison (refer to Chapter 2, section 2.6.1 for details).
However, most studies investigate formaldehyde in the context of adsorbed
intermediates for the dehydrogenation of methanol. One in particular, is the periodic
DFT investigation carried out by Desai e al. [48]. With the use of the VASP program,
the di-o adsorption energies for formaldehyde over Pd and Pt(111) were estimated at 54
and 49 kJ mol!. These values are found to be in excellent agreement with the available
TPD estimates, and clearly emphasise the overbinding of formaldehyde with CASTEP.

Despite the significant differences in the calculated adsorption energies, the
geometries of the adsorbed n2 species on the Pt(111) surface modelled by the two
programs are well matched. Both codes optimise the formaldehyde with the carbonyl
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group orientated roughly parallel to the metal surface with the hydrogen atoms directed
away from the surface. The resulting Pt-C and Pt-O bonds in the CASTEP model are
measured at 2.107 and 2.039 A, respectively, which correlate well, although slightly
shorter against Desai’s analogous lengths of 2.12 and 2.06 A [48].

The full effect of surface binding is reflected in the extent of surface corrugation.
For the di-c adsorbed formaldehyde on Pt, the interlayer spacing calculated by
CASTEP is 2.3 A whereas the analogous separation simulated in the VASP model is
much smaller at 0.11 A, implying a higher degree of surface contraction due to a larger
surface-adsorbate repulsion. This observation ties in well with the calculated adsorption
energies ie. di-o binding estimated to be stronger in the CASTEP model by
approximately 29 kJ mol”. A similar scenario is observed in the Pd case, the stronger
CASTEP adsorbed di-c species contract the surface layer by roughly 0.03 A more than
the analogous weakly adsorbed VASP state, which has an adsorption energy of 53.9 kJ
mol™ (Chapter 7, section 7.2).

The overestimation in the CASTEP formaldehyde adsorption energies further
confirms that the CASTEP GGA calculations incorporating US-PPs generated at the
LDA level lead to overbinding. Desai er al. [48] employed US scalar relativist PPs
implemented within VASP, as previously cited by Watson et al. for ethene [12].

Realistically, a fair comparison between the two sets of data cannot be drawn for a
number of reasons. Firstly, the adsorption energies and geometries of formaldehyde are
thought to be coverage dependent. In the CASTEP calculations a p(3 x 3) unit cell was
used representing an adsorbate surface coverage of 56%. Desai et al. [48] on the other
hand, employed a much smaller surface of dimensions p(2 x 2) which was equivalent to
one-quarter monolayer. This was modelled using a 3 Pt layer slab as in the CASTEP
calculations but with a smaller vacuum gap measuring 11 A (CASTEP employed a
vacuum gap of 15 A). Convergence was optimum with a larger k-point grid of 5 x 5 x 1
and a smaller cutoff of 330 eV compared to the CASTEP system (3 x 3 x 1 k-points and
380 eV cutoff).

Although, the use of low k-point sampling is known to overestimate adsorption
energies by reducing the repulsion between the extended electronic states of the surface
and the C=0 double bond electron density, the effect of surface relaxation can also
influence the energetics. To allow likely changes in the surface structure upon

adsorption of formaldehyde, only the first two layers of the Pt(111) slab were fully
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relaxed during optimisation in Desai’s model with the third layer atoms held fixed at
their bulk positions [48]. In contrast all Pt atom layers were allowed to fully relax in the
CASTEP surface. If full relaxation was incorporated in Desai’s surface an increase in
the adsorption energies for formaldehyde are anticipated. However, Desai’s model in
practice is satisfactory as close agreement between experimental data is observed [48].
Finally, as with the ethene case, the periodic values of formaldehyde adsorption can
also be compared against cluster models. Recently, Kua et al. [49] and Ishikawa et al.
[50] independently reported calculations on the dehydrogenation of methanol for which
formaldehyde was an adsorbed state. Their DFT calculations incorporated clusters
containing between 8-10 metal atoms. The adsorption energy of the di-c bound
formaldehyde was reported to be within 74.9 kJ mol? over Pd(111) [49-50] and is
roughly 15 kJ mol™ larger than the analogous adsorption energy calculated by CASTEP.
Delbecq and Sautet also examined the adsorption of formaldehyde at various sites on
Pd and Pt using extended Hiickel theory [S1]. Two different cluster models containing
49 and 114 atoms were used to represent a flat and stepped (111) surface. In agreement
with the CASTEP data, their analysis also implied the stability of formaldehyde in the
di-o, bridged site on both metals. On Pds and Pty the n' and n? adsorptions were
calculated at 43.1, 133.1, 46 and 95.8 kJ mol™, respectively. Generally, these values are
found to be poorly modelled against the CASTEP values (table 6.4). Similarity arises
only in the n' formaldehyde over Pty as the adsorption energies differ by only 4.8 kJ
mol”! as the CASTEP value is calculated at 41.2 kJ mol”. Comparison between the
CASTEP adsorption energies and those calculated at the Pt;4 terrace lead to the same
conclusions. Here the corresponding adsorptions for the n' and n? adsorbed species
were calculated at 38.9 and 95.8 kJ mol”, respectively. In this case the adsorption
energy of the endon formaldehyde on the Pt;14 cluster is better matched to the CASTEP
value then the adsorption measured on the Pty cluster. The differences in adsorption
energies over these cluster models can be attributed to the same reasons as discussed for
ethene i.e. due to cluster-size effects, the poor representation of the band structure of the

metal and the reactive nature of edge atoms.
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6.4.3. The Adsorption of Acetone on Pd and Pt(111)

As with formaldehyde, and especially at low temperatures, surface science studies
have clearly distinguished the endon and the di-c geometries of acetone to be stabilised
upon adsorption on metal surfaces. Generally, as the multilayer phase develops the n'
species disappear and are replaced by n? acetone, the conversion below temperatures of
200 K is more rapid on the Pt(111) surface [52,53] compared to the equivalent Pd
surface [54]. A full review of the available literature is presented in Chapter 2, sections
2.6.2 and 2.6.3 of this work.

On Ni(111), with the use of RAIRS, Sim et al. [1] proposed the adsorption of
acetone through an enolate intermediate. Since acetone is known to undergo keto-enol
tautomerism, the effect was investigated with CASTEP. The gas-phase difference
between the two isomers was calculated to be roughly 51 kJ mol™ with the equilibrium
in favour of the more stable keto species. This value is in good agreement with the
experimental range of 46.9-58.2 kJ mol™ [20,21] and the best theoretical estimate of
51.9 kJ mol™ [22].

The adsorption of keto acetone on both surfaces was found to optimise primarily
through the 1'(O) geometry and the di-o coordination was not observed, despite the
starting structure of the calculation being a modified version of the optimised di-o
adsorbed formaldehyde. The two nl adsorption modes were labelled n'(0)* and n'(0)°
with n1'(O)" having the higher adsorption energies for both metals.

Experimentally, TDS studies have measured the heats of adsorption of the di-o and
endon modes to be 52.3 and 48.1 kJ mol! with multilayer acetone at 33.5 kJ mol™ on
Pt(111) [55]. The CASTEP n'(0)° species over the analogous surface is found to be in
agreement with the corresponding TDS value [56] as well as with the earlier adsorption

energy predicted by Avery et al. (48.5 kJ mol™) [52].
The experimental Pd(111) adsorptions are found to be similar to those of the above

study on the analogous Pt surface. In particular, the n' coordinations are identical
whereas the di-c is strongly adsorbed by roughly 16.7 kJ mol™ [54]. On Pd, the
CASTEP adsorptions of n'(0)* and nl(O)b are closely matched (average adsorption
energy, 19.8 kJ mol™) and as a result neither one of these energies show the same

degree of stabilisation as observed by Davis et al. [54].
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On comparison with other theoretical models, a good reference to use is the cluster
study conducted by Delbecq et al. [57]. Already discussed in context of formaldehyde
adsorption, the results of acetone over a Pty cluster contradict the experimental TDS
observations i.e. the n' is stabilised over the nz, whereas for the corresponding Pd
cluster the same trend of di-o stabilisation is observed. The periodic energy of the
11](0)b over the Pd surface at 42.9 kJ mol™ is found to be in excellent agreement with
the cluster result of 43.1 kJ mol!. This trend runs through into the Pt results, CASTEP
models the same adsorption mode at 42.9 kJ mol™ which is 3.1 kJ mol™ lower than the
cluster value. Although a suitable di-o adsorption mode has not been successfully
modelled on either metal in this set of calculations, the energies from the cluster
approach were 25.5 and 79.9 kJ mol' for Pt and Pd(111). Note that acetone
chemisorbed on a Pt;4 terrace predicts n' and > geometries with adsorption energies of
38.5 and 20.9 kJ mol™ [57]. The arguments presented in the ethene and formaldehyde
discussion stand for the differences observed in the cluster and periodic adsorption
energies for acetone.

Unfortunately, comparison against a suitable periodic model for the investigation of
acetone adsorption could not be made as there is a lack of literature available.
However, analogous periodic calculations performed using the VASP program (Chapter
7, section 7.3) indicated the presence of both i)' and 1> geometries of the kefo isomer of
acetone on both metals. The CASTEP 1'(O)* adsorption energy was found to be in
excellent agreement with the VASP endon species on Pd(111), as the difference in
energy was found to be 0.4 kJ mol™ greater in the CASTEP value. However, for the
Pt(111) case, the corresponding VASP adsorption energy was found to lie in between
the range of the CASTEP n'(0)* and 1'(0)" modes at 28.3 kJ mol’. The VASP
adsorption energies for the di-c acetone species were roughly estimated at 9 and 19 kJ
mol™! on the Pd and Pt(111) surfaces.

In addition to the adsorption of endon and di-c acetone the erol species was
investigated over both metals, however, an appropriate structure was only found to be
stabilised on the Pd surface with both C atoms of the double bond interacting with a
single metal atom. The structure was found to be stabilised in a similar manner to that
found for the atop mode of ethene over Pt, i.e. via the donation of electron density from
the 7 orbital into an empty Pd d-orbital. The adsorption energy was found to be much
higher than either of the previous two adsorption modes (nl(O)""’) and at 71.1 kJ mol™
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closely resembled the experimental and theoretical values gained for the di-c kefo
acetone species. On Pt the adsorption was not stabilised in the expected mode but via
the n'(C) alkyl mode and at 117.5 kJ mol™’ was found to be significantly stabilised
compared to the kefo adsorbed states identified by the experimental and theoretical work
discussed above.

Note that the enol adsorbed structures in the analogous VASP study (Chapter 7,
section 7.3) were found to bind to both metals via the stabilising n*(C,C) geometries
bridged over two single metal atoms as in the case of the CASTEP formaldehyde di-o
coordination. For Pd, the adsorption for the enol species was slightly weaker compared
to the Pt mode, which was calculated to be approximately 125 kJ mol'. The VASP
enol Pd adsorption energy at 81.5 kJ mol™ is close to the CASTEP 1*(C,C) value of
71.1 kJ mol™ on the analogous surface.

Although, the interaction of the emol is expected on both Pd and Pt(111), the
stabilities of the CASTEP structures can be improved upon as illustrated by the VASP
models. As with the case of the previous ethene and kefo containing molecules, the
problems associated with the use of LDA pseudopotentials as well as 5 k-points to

represent the electronic structure of the metals within the calculations still exist.
6.5. Conclusions

The calculations indicate that the most favourable adsorption mode for ethene on the
Pt(111) surface is the di-oc adsorption site and is in agreement with experimental EELS,
UPS and NEXAFS data [29-32]. The = adsorption mode is stabilised in the atop-bridge
and atop-hollow sites with respect to gas-phase ethene, although less stable than the di-
c. The calculations indicate that the adsorption energies of the two orientations are
practically the same implying that the orientation of the ethene in the atop sites would
not be fixed under experimental conditions. The cross bridge mode has been shown to
be only weakly adsorbed and is very unlikely to be observed experimentally. The trend
in adsorption of ethene to Pt(111) is modelled in accordance with that calculated by
Watson et al. [12], although the adsorption energies are overestimated by between 10-
20% in our calculations. The adsorption energies for the di-c and the n adsorption
mode are modelled reasonably well against the values derived from microcalorimetric

studies on Pt(110) [26] and Pt powders [27,28] but the values can be improved upon.
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The adsorption energies calculated in the literature were derived with the VASP
program and are in better agreement with the available thermodynamic data [12].

The over estimation in the adsorption energies in our calculations derives from the
Vanderbilt US-PPs employed in CASTEP. The US-PPs employed in the VASP
program have the core of the atoms generated at the GGA level whereas in CASTEP
they are calculated with the LDA functionality. The calculations show that differences
in electronic energies are obtained when these different PPs are combined with gradient
corrected DFT. In CASTEP the LDA PPs are found to overestimate the cohesion
energies and is responsible for the over binding of the atoms resulting in increased bond
lengths and energies. The GGA corrections to the calculations are supposed to rectify
the problem, but for CASTEP the effect of LDA is prominent. The problem associated
with the PPs will always be consistent for CASTEP calculations as user selection of the
choice of PPs is restricted within the code. It is clear from the literature that it is better
to use the VASP code than CASTEP for surface calculations as GGA US-PPs are
available which when combined with GGA DFT calculations give more promising
adsorption energies which are comparable to experimental data [12]. However, our
adsorption energies for the di-oc and n adsorbed ethene are in good agreement with
cluster calculations of Watwe et al. [45].

For the interaction of formaldehyde to a Pd and Pt(111) surface, two adsorption
modes identified as the di-o, 1%(C,0) and the endon, n'(0) were stabilised. The most
energetically favoured mode on both metals is the di-c adsorption site and the
corresponding adsorption energies were calculated at 60.3 and 77.6 kJ mol™ on Pd and
Pt(111) respectively. This result, however, contradicts TPD experiments which
indicates the adsorption to be iso-energetic on both surfaces at 51-52 kJ mol! [46,47]
and the periodic calculations of Desai et al. in which the di-c mode at 54 kJ mol™ is
stabilised by 5 kJ mol” to the Pd(111) surface [48]. Our calculations show that by
increasing the size of the unit cells of the surfaces by one unit cell and allowing each
layer of the slab to relax the strength of the adsorption is increased. The TPD
assignment is most likely the formyl (H-C=0) adsorbed species and not molecular
formaldehyde as modelled in our calculations, as this is the known species in which
formaldehyde reacts with Pd and Pt(111) [46,47]. The preference for the stabilisation of
the di-oc mode onto the Pd(111) surface is also demonstrated by the extended Hiickel

calculations of Delbecq and Sautet [51].
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For the adsorption of acetone to Pd and Pt(111) the keto and enol isomeric forms
were considered, as were the orientations in which formaldehyde was found to interact.
The gas-phase calculations showed the ketone to be considerably more stable than the
enol form implying that the first step in any adsorption process would begin with the
ketone interacting with the surface. For the keto isomer only the endon configuration
was stabilised and the adsorption to the Pt surface was stronger by roughly 22 kJ mol™
than that to Pd(111). The n?*(C,0) adsorption mode did not form even if the starting
geometry was biased towards it, which suggests that there is a barrier to the formation
of the di-c bonded molecule. The calculations show that the strength of the adsorption
of acetone to the Pt surface is similar to the corresponding mode for formaldehyde but
on the Pd surface the adsorption of the acetone is much stronger. Our results for the
adsorption energy for acetone on the Pt surface is in good agreement with the
experimental value derived from TDS [52,55]. The adsorption energies also agree with
the cluster calculations of Delbecq et al. [57].

The enol isomer was found to adsorb in a nz(C,C) geometry on Pd(111) and in a
much stronger n'(C) alkyl alcohol mode on Pt(111). In both cases the adsorption
energy in the enol form is sufficient to compensate for the gas-phase energy difference
between the keto and enol isomers, suggesting that thermodynamically the enol form
will be favoured on both metals. The energetics of acetone adsorption on both the
metals is summarised in figure 6.11.

Our results confirm the model of molecular adsorption proposed by Watson et al.
[12]. We find adsorption to be a balance between attraction, which results from
localised bond formation, and repulsion, which is due to the interaction between the
extended electronic states of the surface and the molecule’s electron density. With the
adsorption energies agreeing well with cluster models it appears that the extended
electronic states of the Pd and Pt surfaces are underestimated in the low k-point
calculations and results in stronger bonding to the surface as the repulsion is
underestimated, causing the values to be overestimated. Ultimately this effect will
depend on the strength of the localised bonding. However, in our calculations the effect
of poorly treated extended electronic states only partially contributes to the

overestimation observed as the greatest contribution is from the use of LDA derived

US-PPs in GGA calculations.

200



Periodic DFT Results: Chapter 6

To improve the CASTEP results, so that the effect of over binding is reduced, we
propose two different methods to model the substrate. Firstly, the slab thickness can be
increased from three to six metal layers and secondly, working with the original slab the
coordinates of the two bottom layers can be fixed to their bulk values. In either case,
energy convergence with regards to unit cell size, k-point density, KE plane-wave
cutoffs efc would have to be tested.

To conclude, our calculations clearly illustrate the inadequacies of the US-PPs
incorporated within CASTEP to predict realistic adsorption energies. In this work,
CASTERP is deduced as a good theoretical tool for qualitative investigation of surface
adsorption as the electronic structure of the metals are poorly represented. The
quantitative nature of the alternative plane-wave code VASP, as employed by Watson et
al. [12], has been shown to better model the energies of surface adsorbed species. A
repeat of this investigation with use of the VASP code is provided in the following
results chapter. Efforts towards finding activation barriers for the formation of the enol

or the possibility of an enolate ion are also presented.
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7.0. Introduction

The previous Chapter highlighted the shortfall of the available CASTEP Vanderbilt
US-PPs [1] to predict adequate surface energies and heats of adsorption for ethene,
formaldehyde and acetone over group 10 transition metals, in particular, when applied
to periodic DFT GGA corrected surface calculations. However, the use of the
alternative version of the CASTEP code, VASP used by Watson ef al. [2] illustrated the
successful application of the computational methodology in calculating the adsorption
data for the interaction of ethene on Pt(111), as the calculated values were found to be
in excellent agreement with the available thermochemical data. Thus, to be able to
correctly quantify and examine the effects of the keto-enol adsorption of acetone
(Chapter 6, figure 6.7) on the clean (111) surface of Pd and Pt it was decided that the
VASP code would be employed.

In an attempt to extend our previous quantum chemical calculations and turn the
effective qualitative approach of CASTEP (Chapter 6) into a more quantative one,
VASP has been used to explore all of the possible adsorption geometries of
formaldehyde and isomeric forms of acetone as well as to determine the most stable
structures. Preliminary work on the adsorption characteristics of butane-2,3-dione over
both metals is also provided. With reference to the initial VASP US-PPs [1] used to
describe ethene adsorption a new set of potentials derived by the projector augmented-
wave (PAW) method [3,4] are introduced.

To gain insight into the kinetics, that is, to estimate the rates of reaction and
understand the mechanism of adsorption, the latter part of this work will focus on the
application of the VASP interfaced nudged elastic band (NEB) method (Chapter 3,
section 3.5.2) used to calculate activation barriers, where the potential energy maximum
along the MEP is determined. This has been applied to the case of the transformation of
the endon adsorbed molecule into the di-o adsorbed species, which for acetone extends
to the formation of a possible enolate ion.

As with the CASTEP results, the VASP adsorption energies will be verified against
earlier experimental and theoretical data reviewed in Chapter 2. The system of
nomenclature for the adsorption energies are drawn from the concept of hapticity used
in organometallic chemistry and is consistent with that reported in the literature and the

previous work. However, in addition to the earlier structures of type n'(0) and
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n%(C,0), the symbol p, will be used to indicate that the adsorbate is bridging » surface
metal atoms.

It is the aim of this work to use computer modelling to consider the adsorption modes
of ketone molecules on Pd and Pt(11 1), and to discuss the implications of them for

models of the enantioselective hydrogenation of a-ketoesters.
7.1. The Adsorption of Ethene on Pt(111)

To check the validity of the VASP program available to the Cardiff theoretical group
the surface adsorption calculations of ethene interacting with Pt(111) presented in the
previous Chapter were repeated. The periodic computations were constructed and
performed using the same methodology as stated in Chapter 6, section 6.1, and set to
those parameters used in the reference study of Watson ez al. [2]. However, the original
Vanderbilt US-PPs (Appendix B) were substituted with the use of novel PAW-PPs
(Appendix C) implemented within the recent release of the VASP code, of which
version 4.4.5 was employed [5].

As with the CASTEP simulations of the Pt surface (Chapter 6, section 6.1), the
corresponding lattice parameters for the optimised VASP bulk Pt cell against the
experimental cell (obtained from the Cerius® [6] database of XRD structures) and the

reference cell [2] are provided in table 7.1.

Bulk Pt Models Lattice Constant, a, (A) Interlayer Pt Spacing (A)
Cerius” experimental cell 3.9239 2.27
VASP 3.9806 2.30
VASP? 3.9837 2.30

Table 7.1: Relaxed lattice constants and interlayer surface atom spacing of bulk Pt. VASP computation
performed using bulk modified periodic DFT parameters as specified in Chapter 4, section 4.3.1. “Data

obtained from reference 2.

In agreement with the findings outlined in the corresponding section of the previous
Chapter, the bulk Pt cell is found to expand by 1.5% upon relaxation, as the lattice
constant lengthens from the experimental value by approximately 0.06 A. The
dimensions of the relaxed cell are consistent with those calculated for the reference cell
of Watson et al. [2], in which different PPs were employed in the calculation to those

used in this study: refer to section 7.4.1 for a full discussion. The expansion in the cell
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is also consistent with experimental LEED data for which the interlayer Pt spacing is
reported to be 2.26 A for the bulk (111) single crystal [7]. To ensure accuracy in the
calculations the relaxed lattice constant is used to build the subsequent p(2 x 2) surface
to which ethene is adsorbed. The surface energy of the 3-layer slab analogous to the
CASTEP model presented in Chapter 6, figure 6.1 is calculated to be 1.50 J m2. The
energy is determined with the use of the appropriately substituted form of equation 6.1;
refer to Chapter 6, section 6.1. The interlayer spacing is calculated to be 2.32 A and the
0.9% expansion from the bulk corresponds to the expansion from 2.26 to 2.28 A (0.9%)
observed for the surface layer of a Pt(111) single crystal [7].

To this surface a single molecule of ethene was positioned in the adsorption modes
illustrated in figure 6.3 (Chapter 6, section 6.1). Following the method outlined in
Chapter 4, section 4.3.1 geometry optimisation of all the atomic positions were then
performed using VASP. The adsorption energy of the ethene molecule interacting with
the surface was calculated using the expression defined as equation 6.2 in the previous
Chapter. The calculated energies for the ethene adsorption modes are provided in table

7.2 and are compared against the reference values of Watson et al. [2].

Adsorption Energy (kJ mol'l)

Coordination Geometry VASP* VASP
Atop-bridge () 85.8 85.3
Atop-hollow (7) 84.8 84.9
Bridge (di-o) 127.3 132.0
Cross bridge 9.2 9.0

Table 7.2: Theoretical adsorption energies of ethene on Pt(111) calculated relative to the clean surface
and gas-phase molecule using the appropriately substituted form of equation 6.2 (Chapter 6, section 6.1).
Computations performed using periodic DFT specified at theory level GGA-PW91 using computational

parameters as specified in Chapter 4, section 4.3.1. °Literature values obtained from reference 2.

The recent VASP simulations are found to compare well against those previously
modelled, as not only are the adsorption energies in excellent agreement with each other
but the same ordering of stability of adsorption modes is achieved. As with the
previous case i.e. the CASTEP models, the cross bridge site is the least stable mode of
interaction of ethene on Pt(111) followed by the iso-energetic sites of atop-bridge and
atop-hollow. With a strong adsorption measuring 132 kJ mol! the bridge site with

ethene bonded to the surface in a di-o fashion is the most stable mode of binding.
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Since the adsorption energies are estimated within roughly 4% accuracy of each
other, (largest discrepancy observed in the di-c adsorbed states), the effect of distortion
of the geometry of the molecule upon binding will not be discussed to avoid repetition.
Firstly, most of the comments will be similar to those discussed in Chapter 6, section
6.1 but obviously the geometric data will be less exaggerated as the CASTEP program
was found to overestimate adsorption and secondly a good discussion is provided in the
reference work [2]. At this stage the analysis of the adsorption energies is good enough
to deduce that reliable data can be achieved with the available VASP program, as

comparison with thermochemical data is good: refer to section 7.4.
7.2. The Adsorption of Formaldehyde on Pd and Pt(111)

For reasons discussed in Chapter 6, section 6.2 a larger surface unit cell of
dimensions p(3 x 3) was used to model the stable adsorption modes of formaldehyde on
the (111) plane of Pd and Pt. These surfaces were constructed using the same
methodology as stated in the aforementioned Chapter and geometry optimised to allow
full relaxation of the metal atom coordinates. The relaxed surfaces used as the reference
states for the calculation of adsorption energy include 3-layer slabs of Pd and Pt that
possess an interlayer atom spacing of 2.29 and 2.33 A compared to their calculated bulk
spacings of 2.26 and 2.30 A, respectively. These values are comparable to the CASTEP
data presented in Chapter 6, section 6.2. In comparison, experimental LEED data
showed expansions of 1.3% and 0.9% in the surface layer of a Pd and Pt(111) single
crystal [7]. With the use of equation 6.1 (Chapter 6, section 6.1) the energies of the
VASP surfaces were calculated at 1.17 J m™ for Pd and 1.55 J m™ for Pt, implying the
high reactivity of the latter surface.

As with the previous CASTEP calculations the endon and di-o adsorption modes of
formaldehyde were investigated using the same modelling procedure, schematically
these surface bonding configurations are illustrated in figure 6.5 (Chapter 6, section
6.2). The corresponding VASP optimised adsorption energies and geometric data is
provided in table 7.3. The actual optimised configurations of the molecule are shown in
figure 7.1 and vary slightly to those obtained from the CASTEP calculations (figure 6.6,
Chapter 6, section 6.2). The most significant difference is the direct bonding observed

in the VASP models for the interaction of formaldehyde in the n'(O) geometry.

210



,_
-]
p
=
R

D

Figure 7.1: VASP adsorption geometries of formaldehyde: (a) 1'(0) and (b) 17 (C,0) on Pt(111). Most

of the metal atoms have been removed for ciarity. Geome!ry optimisations performed using periodic
DFT specified at theory ievei GGA-PW91 using compu nal parameiers as discussed in Chapter 4,

sections 4.3.2 and 4.3.3. Note that the configurations on the Pd{111) surface are similar to those found

gL

1

foaw P¢ noaco F elichi Aiffoeos 15 7.2 FOLEE D
Jor the Pt case but with only slight differences in the geometry (table 7.3) and so for this reason are not
provided here. Molecular atoms are colour coded: Pt blue, H white, C grey and O red.

==
=
~
=]
'
=
N
oy
0
=]
-’
=]
-
)
e’
=
~
0
@
N’

roperty Gas-Phase
Formaldehyde -
AEags (kJ mol™) by, 53.9 Pl 69.5
PP BN ~ ~~ A e ~ -
C=0(A) 27 1.223 1.316 1.232 1.363
O-CH>" (°) 180 180 148/212 180 136/224
M-C (A) 3.459 2.132 3.142 2.111
M-O (A) 2,323 2.080 2.144 2.036
M-O-C (°) 153.3 111.9 135.4 111.1
Az (MY’ (A) TR o o) g R 1)
T 0.102(0) [ 8 0.168(0)
Table 7.3: VASP adsorpti rgies and geometries of adsorbed formaldehyde on Pd and Pi(111)
Adsorption energies calculated relative to the clean suiface and gas-phase formaldehyde molecule using
the appropriately substituted form of equation 6.2 (Chapter 6, section 6.1). Periodic DFT compuiations
performed using parameters and methodology as specified in Chapter 4, sections 4.3.2 and 4.3.3. “4ngle

berween CO bord and CH; plane. bDisp.-'acemen! of coordinated metal (M) atom(s) from the surface

plane.

- s ==

Formaldehyde was found to bind to the two me tal surfaces in the manner expecied,

as clearly the two distinct adsorption modes in which the starting structure was biased
towards were observed. The effect of adsorption on fonnaldehyde geometry is similar

6.2). Characteristically, in the endon mode only the O atom is c;osely coordinated 1o

pE
- ]/ ~

the surface and weakly interacts with a single metal atom (M) in a n (O) configuration.
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On both metals, the molecule binds to the surface in almost a planar geometry, as
indicated by the calculated O-CH, angles. This is accompanied by the lengthening of
the C=0 bond compared to the gas-phase distance. The adsorption energy on Pt is 5.4
kJ mol” greater than that optimised for the Pd surface and the M-O distance is
correspondingly shorter by 0.179 A. The large M-O-C angle of 153.3° suggests that
formaldehyde is orientated almost perpendicularly to the Pd surface, whereas it is
slightly more tilted towards the Pt, as the corresponding angle is measured to be 135.4°.
As indicated by the movement of the coordinated metal atom out of the surface plane
the more strongly bound endon molecule on Pt is found to disrupt the surface geometry
more so then the weakly bound Pd formaldehyde.

The di-c adsorption was found to be similar to that modelled for the stable geometry
of ethene over Pt(111) i.e. parallel coordination to the surface with the molecule bridged
over two separate surface atoms. As with the analogous CASTEP models (Chapter 6,
section 6.2), the O atom formed a slightly shorter bond than the C to the alternative
surfaces and the effect was more pronounced in the Pt system. This was accompanied
by an observed elongation in the C=0O bond length and in accordance with the
calculated adsorption energy of 69.5 kJ mol”, this was greater for the Pt adsorbed
formaldehyde than that of the Pd molecule, which has a lower adsorption energy at 53.9
kJ mol™.

Experimentally, at a temperature of 170 K, HREELS and TPD studies have provided
evidence for the adsorption of formaldehyde in the n2 configuration as an intermediate
species in the decomposition process of methanol on Pd and Pt(111) [8,9]. The n'(0)
adsorption mode has been difficult to isolate experimentally due to the reactive nature
of the formaldehyde but evidence for the stabilisation of the intermediate comes from
the modelling work of the previous Chapter (Chapter 6) and the theoretical calculations
of Delbecq and Sautet [10,11].

Since the presence of these surface intermediates on Pd and Pt have been
demonstrated, barrier calculations have been performed to understand in more detail the
transformation of the endon, 1'(O) formaldehyde to the stable di-c, 'r]z(C,O) adsorption
mode. The calculations on Pd and Pt(111) have been executed using the elastic band
method [12]. The method involves using fixed start (endon formaldehyde) and end (di-
o formaldehyde) points from the relaxed surface adsorbed calculations. With the use of

a linear interpolation technique a series of structures from the start and end point are
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obtained, these are then used in a parallel computer simulation in which the end points

(IJ

are fixed. To prevent the structures from “collans ing” into one another the calculation

is performed using a constraint to keep the structures equidistant from its neighbour. As

a result the chain of structures behave like an elastic band that is siretched and beni until

the lowest energy pathway is found. The theory behind the method is discussed in

detail in Chapter 3, sections 3.5.1 and 3.5.2 and the parameters used in the calculation

o 1n°(C.0) formaldehyde are summarised in

figure 7.2 and shows the adsorption energy as a function of the reaction coordinate. It is
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Figure 7.2: VASP energy as a function of reaction coordinate for the iransformation of endon, 1'{0) to
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di-o, 7(C,0) formaldehyde on the (111) surface of: (a) Pd and (b) P1, obtained from elastic ban

calculations set to the parameters specified in Chapter 4, section 4.3.4. NB. Struciures | and i2

represent the fixed start and end points for the elastic band calculations. On relaxing the chain of
siructures the original endon and di-o siates fur!her minimise into adsorbed states 4 and 11 and these
structures are used to calculate the energy barrier for the inter-conversion.
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C distance was recorded as the chain of structures converged to their MEPs. These
pathways are illustrated in figure 7.3, and are consistent with the previous calculations
in the sense that the same energy barriers exist for adsorption in the di-c mode on Pd

and Pt{111).

elative Energy (kJ mol™)

]
3

M-C Distance (A)

| —e—(a) Pd(111) —a— (b) Pt{11

\_a

Figure 7.3: VASP energy as a junction of height of the di-o, 7(C,0) formaldehyde on the (111) surface
of: (a) Pd and () P1, obtained from elastic band calculations set to the parameters specified in Chapter

{Chapter6, section 6.3) was briefly discussed in the previous Chapter (section 6.3). As
with the CASTEP calculations the gas-phase equilibrium was calculated using VASP.
iter care than the previous simulations were taken to derive accurate
energies, as the gas-phase molecules were relaxed in the empty p(3 x 3) simulation cells

of Pd and Pt to be used in the surface calculations. For the Pt system the gas-phase
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slightly larger at 53 kJ mol™. The calculations point towards the stability of the ketone
form, in agreement with the earlier CASTEP work (Chapter 6, section 6.3). The
importance of the keto-enol energetics of acetone with regards to surface adsorption
were summarised in figure 6.8 (Chapter 6, section 6.3).

The same adsorption modes for acetone as presented in Chapter 6, section 6.3 were
modelled using VASP. Geometry optimisations were preformed using the parameters

and computational methods outlined in Chapter 4, sections 4.3.2 and 4.

(8]
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similar fashion to that applied for the formaldehyde species. Table 7.4 gives the

calculated data for the kefo isomer of acetone adsorl

o
Q
o,

ver Pd and Pt(111) and figure

0
I || | Y I i 1 ~ . P e ) . i .
7.4 illusirates the stable endon, 1'(0) and di-o, 1(C.0) geometries of the molecule.

Chapter 6, section 6.3) and are representative of the surface stabilised species observed

for formaldehyde (figure 7.1).

(a) (b)

ke R T x . = b N e . P I 2~
Figure 7.4: VASP adsorption geometries of the keto isomer of acetone: {a) n (O) and {B) 17 (C.T; on

e O
Pi(111). Most of the metal atoms have been removed for clarity. Geomerry optimisations performed
Chapter 4, seciions 4.3.2 and 4.3.3. Note that the configurations on the Pd(111) suiface are similar to
those found for the Pt case but with only slight differences in the geometry (table 7.4) and so jor this
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reason are not provided here. Molecular atoms are colour coded: Pt biue, H white, C grey and O red.
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Surface Adsorption States

M=Pd M =Pt
Property Gas-Phase  1'(0) n%C0) n'(0) n*C0)
Keto Acetone
AEqq4s (kJ mol™) 18.4 8.9 28.3 19.1
C=0 (A) 1.226 1.236 1.305 1.247 1.373
O-Me,/M? (°) 180 180 148/212 180 133/227
M-C (A) 3.394 2275 3.266 2.173
M-O (A) 2.191 2.112 2.210 2.046
M-O-Cb(‘?\ 163.6 119.6 140.2 115.1
Az (M)® (R) 0.175(C) 0.231(C)
0.080 114000 %170 o152(0)

Table 7.4: VASP adsorption energies and geometries of adsorbed keto isomer of acetone on Pd and
Pt(111). Adsorption energies calculated relative to the clean surface and gas-phase keto acetone
molecule using the appropriately substituted form of equation 6.2 (Chapter 6, section 6.1). Periodic DFT
computations performed using parameters and methodology as specified in Chapter 4, sections 4.3.2 and
4.3.3. “dngle defined between molecular plane (O and methyl Cs taken as reference points) and metal
(M) surface plane. bDisplacement of coordinated M atom(s) from the surface plane.

As with formaldehyde, the kefo isomer of acetone was found to stabilise in both
endon and di-o coordination on both metals. However, for acetone the n (0) mode was
strongly adsorbed on the surfaces by roughly 9.5 kJ mol™! than the alternative n*(C,0)
configuration. As expected the geometry of the molecule was distorted upon adsorption
to accommodate the influence of the surface. The large M-O-C angles of the n'(0)
mode indicate that the plane of the molecule is more “upright” i.e. perpendicular to the
surface on Pd than Pt and by doing so this causes only a small disruption in the surface
atom plane. Despite the fact that the n'(0) adsorption energy is 9.9 kJ mol” greater for
Pt than the Pd surface, the corresponding M-O distances are roughly measured to be the
same and the C=0 distances are not much altered from those measured in the gas-phase
molecule.

For the weakly bound di-c acetones the adsorption energy on Pt was found to be
twice as much as that calculated for the Pd(111) surface. Like formaldehyde, acetone
adsorbs parallel to the surface but in each case the M-O bond is shorter than the M-C
distance and as a result the C atom is found to withdraw the bonding metal atom out of
the surface plane more so than the O atom. In contrast to the C=0O bond lengths

measured for the endon geometries, a significant expansion is observed in the di-c

216



Periodic DFT Results: Chapter 7

modes when compared to the gas-phase distance of the free acetone. This implies a
significant change from double to single bond character upon adsorption.

Experimental observations have shown n'(O) adsorbed acetone to form at high
coverage at 185 K on the (111) surface of Pt, which transforms to a low coverage di-o
mode on heating to 220-240 K [13-15]. The conversion between these absorbed states
has been shown to occur rapidly on Pd(111) [16]. Since direct adsorption into the di-o
mode at low temperature is prohibited by the stabilisation of the endon geometry a
barrier to the transformation to it must exist, preventing it from forming. To investigate
this barrier to the bridged n*(C,0) mode, elastic band calculations, as summarised for
the case of formaldehyde (section 7.2) were conducted for adsorption on both the Pd
and Pt(111) surfaces. The resulting MEPs for the transformation from the endon to di-o
states are illustrated in figure 7.5. For the Pd surface, the calculations show that there is
no energy barrier to adsorption, and emphasise the preferential stabilisation of keto
acetone in the endon geometry at low temperature. This corroborates with the
conclusions drawn from the profile of di-c adsorption illustrated in figure 7.6(a), in
which adsorption energy as a function of the height of the molecule from the surface is
plotted. ~However, two distinct peaks indicating two energy barriers for the
transformation are observed on the Pt surface (figure 7.5(b)). The first barrier (1)
measuring a little over 1 kJ mol™ can be translated as a more stable n'(O) geometry of
keto acetone than that specified as the fixed point i.e. starting configuration of the elastic
band calculation. The second barrier (2) at roughly 10 kJ mol™ can be assumed to be
the activation energy required for the endon geometry to convert into the di-o
coordination. This energy barrier is also observed in figure 7.6(b), which shows the
change in the M-C bond distance of the di-o keto acetone as the chain of structures
relaxes to the MEP.
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Figure 7.5: VASP energy as @ function of reaction coordinate for the transformation of the endon, n'{(0)
keto isomer of acetone to di-o, 17°(C,0) adsorption mode on the (111) surface of (a) Pd and (b) Pt,
ohtained from elastic band calculations set to the parameters specified in Chapter 4, secti
Structures I and [2 represeni the fixed siart and end poinis for the elastic band calculations. On relaxing
the chain of structures the original endon and di-o states further minimise into adsorbed states 6 and 11

on Pt and species 4 on the Pd surface. These structures are used to caicuiate the energy barrier for the
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p

sw_‘face of- {a} Pd and (5) Pt, obtained from elastic band calculations set to the parameters s-‘ecifed in

Having observed the stabilisation of the keto isomer, the enol form of acetone was

docked onto the surfaces in a geometry that would favour surface bonding and then
optimised using the same parameters and methods as specified for the ketone. The

resulting adsorption data is summarised in table 7.5 and the stabilised geometry is
illustrated in figure 7.7, note that the surface coordination is significantly different to

that modelled by the CASTEP code, refer to figure 6.10 (Chapter 6, section 6.3).
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Figure 7.7: VASP adsorption geometry of the enol isomer of acetone on Pt(111). Most of the metal (M)

atoms have been remove J"r c.aruy ueorrelry opnrusauon perforn’ea' usmg per.odtc DFTparameters

, section 4.3.2 and 4.3.3. Note that the adsorpiion geomeiry on the Pd(l11)
Pt case (table 7.5) and so for this reason is not illustrated. Molecular atoms are
white, C grev and O red.
e Adsorption States
Gas-Phase M =Pt
P2 N g
Enol Acetone n(C,C)
Property M=Pd M-=Pi
1 a
J mol™) 124.6, {74.6}
A) 1.384 1.377 1399
(&) 180 180 226
\ /7 .
b i80 180 135
) 2.101/2.151
®) 102.4/112.0
2 INNE S
(_A)l O.LLJ\Cl )
0.216(C»)
Table 7.5: VASP adsorption energies and geometries of adsorbed enol isomer of acetone on Pd and
Pi(I11). Adsorption energies caiculated relative to the clean surface and gas-phase enol and “keto
. o~ ) . 2 . Tad il o & B brndg Moo  Biailig .l B M LESRE Limnlh s 3
isomer of aceione {(Snowr in braces) using th ppronnale; 'y suostituted jorm of eguation 0.2 {Cnapier 0,

“Displacement of coordinated metal (M) atoms from the surface plane.

On both metals, eno! acetone stabilised via a coordination in which the plane of the

molecule was parallel to the surface with the C=C bond bridged over, and binding to

two separate surface atoms in a mode similar to that found for ethene over Pt(111)

~ 70

(figure 6.3(c), Chapter 6, section 6.1). The adsorption energies for the erol isomer are
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referenced against the gas-phase keto isomer so that it included the energy required to

convert a gas-phase ketone into the enol form and thus, serves as a common reference
state for all surface adsorbates considered. The interaction was found to be 46.1 kJ mol’

: stronger on Pt than the Pd surface with the M-C distances correspondingly shorter,
resulting in a larger movement of the coordinated Pt atoms from the surface. The enol,
unlike its gas-phase structure is adsorbed in a geometry that is non-planar in nature as
emphasised by the change in the C-CH, and C-CCO angles, and the lengthening of the
C-OH bond. The geometry of the adsorbate and structure of the metal is distorted in
such a way as to maximise the attraction and yet minimise the effect of repulsion as
well as satisfy the conditions of steric hindrance.

With the enol isomer stabilised on the metal surfaces it is reasonable to assume that
the corresponding enolate could well play a role in the mechanism of hydrogenation of
ketones and be present on the catalytic surface as an adsorbed intermediate. Recently,
RAIRS experiments for the condensation of acetone over a clean and preoxidised
Ni(111) surface have isolated such species [17]. The enolate is formally an anionic
species generated by proton abstraction from the alcohol group of the enol isomer. To
model the adsorption modes of the enolate, the abstracted hydrogen atom is also
included and is docked onto the metal surface as far as possible from the enolate moiety
in the simulation cell employed. The gas-phase calculation of the enolate ion, modelled
in the Pd simulation box, shows the species to be roughly 258 kJ mol™ higher in energy
than the stable keto isomer of acetone. For the Pt simulated enolate, the gas-phase
energy difference is slightly smaller at 256 kJ mol.

Earlier, the enol was found to stabilise in a n?(C,C) bridging adsorption geometry,
figure 7.7. For this adsorption mode the corresponding enolate ion was modelled on
both the surfaces with the abstracted H atom positioned in the two most favourable sites
for adsorption i.e. the hcp and fcc hollow sites (refer to Chapter 2, section 2.4 for
relevant literature). The resulting adsorption energies for these species are presented in

table 7.6 with the most stable geometry for the enolate illustrated in figure 7.8.
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—

Figure 7.8: VASP adsorption geometry of the most nolate ion of acetone Pylll). The

abstracted H atom is adsorbed onto an fce hollow site. M) atoms have been removed
Jor clarity. Geomeiry optimisaiion performed using periodic DFT parameters as specified in Chapter 4
section 4.3.2 and 4.3.3, i.e. those used for the simulation of keto group molecules. The corresponding
adsorpiion geomeiry on the Pd(111) surface is simiiar bur weakiy bound {tabie 7.6) and so for this reason

is not illustrated. Molecular atoms are cofour coded: Pt blue, H white, H-abstracied green, C grey an

Ored.

Surface Ad sor ,1 tion Staies
Adsorption siie of H a

Hcp Hollow FC" Hollow
M =Pd M =Pt M = Pd 'IV'7= Pi
Property n'(C) n'(C) n'(C) n'(C)
' EEE  Bda2lB4.2)"

Table 7.6: VASP adsorption energies of adsorbed tone enclate species on Pd and Pt(11i)
Adsorption energies calculated relative to the clean surface and gas-phase enclates and “keto isomer of

acetone (shown in braces) using the appropriately substituted form of equation 6.2 (Chapter 6, seciion
6.1). Periodic DFT computations performed using parameters as specified in Chapter 4, sections 4.3.2
and 4.3.3, i.e. those used to model keto group molecules.

In contrast to the parallel coordination of the adsorbed erof species, the enolates

SRS

alkyl mode, reminiscent of the CASTEP eno!

ure 6.10, Chapter 6, section 6.3). The energies

indicate that the adsorption of the H atom in an

ically more stable than the alternative hcp site. The

and when compared to their parent enol
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For the Pt surface, elastic band calculations, set to the same specifications as
commented upon earlier, were employed to investigate the energy barrier for the
transformation from the stable enolate (figure 7.8) to the corresponding 1%(C,0)
adsorbed state of kefo acetone (figure 7.4(b)). The resulting profile is illustrated in

-

figure 7.9 and from it a clear peak is observed from which a barrier of approximately 51

kJ mol” can be derived. This is roughly how much energy the abstracted H atom,
occupying an fcc hollow site would require to diffuse across the Pt(111) surface to react
with the enolate to produce the di-c bound ketone. The energy barrier can also be seen
n figure 7.10, which follows the reaction for the C-H bond formation i.e. between the

abstracted H atom and the C atom of the adsorbed enclate to give the resulting methyl

Relative Energy (kJ mol )

Figure 7.9: VASP energy as a function of reaction coordinate for the iransformation of aceione enolat

1]

o

adsorbed in a 7'(C) geometry with the abstracted H atom occupying an fecc hollow site to the di-o,
17(C,0) adsorption mode on the (111) surface of Pt. Elastic band calculations set to the parameters

specified in Chapter 4, section 4.3.4. NB. Structures 1 and 7 represent the fixed start and end points for
;

W, ’ -1 o faran
the elastic band calculations. On relaxing the chain of structures the original endon state further

minimises info adsorbed state 3. Structures 3 and 7 are used to calculate the energy barrier for the inter-

conversion.
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18 set 1o the parameters specified in Chapter

7.4.1. The Adsorption of Ethene on Pt(111)

The calculated adsorption energies are in good agreement with the observed

temperature dependence of the binding mode of ethene to the (111) surface of Pt,

2

(literature discussed in Chapter 2, section 2.5). As with the previous CASTEP dat.

1<

5

(Chapter 6, section 6.1), the VASP e es show the bridging, di-c adsorption mode to

be most stable followed by = adsorp ion at the alternative atop sites. The weak
interaction of the cross bridge mode, indicated by its small adsorption energy (9 kJ mol”
') implies the unlikely nature of this adsorbed species to be observed under experiment.
The di-o adsorntion at 132 kJ mol” is in good agreement with the microcalorimetric

1 c 124 LT =i e o i 19 2 =R A Sahay s A I L2
study of 136 kJ mol” for di-c and 120 kJ mol” for a mixed di-c and 7 adsorption
t(11

0) surface [18] and Pt powders [19,20].
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The structural results of the bridging mode are consistent with older EELS [21], UPS
[19] and NEXAFS [10,20] data but do not agree with a recent LEED study [22] in
which the fcc hollow site is preferred. The stability of this adsorption is commented
upon in Chapter 6, section 6.4.1.

Although, the same code as the reference study [2] was used to model the periodic
adsorption of ethene, the energetics were found to differ slightly but not the actual trend
in adsorption. The largest discrepancy measuring roughly 5 kJ mol™ is observed in the
di-c adsorption. Despite the same methodology and parameters being employed in the
DFT calculations the main difference, as with the CASTEP code (Chapter 6, section
6.4.1) is the use of PPs. In Watson’s investigation [2] Vanderbilt US-PPs [1,23] were
employed, as these were the only PPs interfaced with the code. However, with the
updated version of VASP available to this project, novel PAW-PPs [3,4] were used
instead as these were strongly recommended by the code developers, purely because
they are generated via a better electronic structure method.

Briefly, the PAW formalism is a generalisation of ideas from both Vanderbilt-type
US-PP and the linear augmented-plane-wave (LAPW) methods [24] and was first
proposed by Bldchl [4]. Blochl introduced a linear transformation from the soft pseudo-
(PS) to the all-electron (AE) wavefunction and applied the derived PAW total-energy
functional to the Kohn-Sham (KS) functional. @Compared with the US-PP, the
construction of the PAW datasets is much easier because the pseudization of the
augmented charges is avoided as the PAW approach uses only the AE wavefunctions
and potentials. The full derivation of the exact formal relationship between Vanderbilt-
type US-PPs and Blochl’s PAW method, along with it’s implementation in the VASP
code can be found in references 3 and 4.

Although, it has been illustrated that both approaches yield reasonably accurate total-
energies, the PAW-PPs are considered to be more precise than the alternative US-PPs
for two reasons: the first of which involves the size of the core radii, PAW possessing
smaller radial cutoffs than the US-PPs, and the second involving the ability of the PAW
to reconstruct the exact valence wavefunction with all nodes in the core region. Note
that older US-PPs can be used if higher precision calculations are not required, as the
smaller core radii of the PAW-PPs require larger energy cutoffs (i.e. basis sets). As an
example, PAW-PPs used in the ethene adsorption calculations have been provided in

Appendix C and their corresponding Vanderbilt US-PPs are specified in Appendix B.
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In comparison with earlier DFT calculations, the VASP energetics and structures are
in excellent agreement with the periodic study of Ge and King [25] for which
adsorption energies of 121.8 kJ mol™ for the di-o and 53.4 kJ mol” for the & modes
were obtained. However, unlike the CASTEP results (Chapter 6, section 6.4.1), the
periodic energies are not comparable to the cluster model of Watwe et al. [26], for
which adsorption energy was found to be affected by the size of the cluster and the poor
representation of the extended (111) state of the Pt surface.

Excellent agreement between the literature periodic work and in particular the
reference study verifies the methodology employed to study surface calculations.
Unlike the CASTEP code, for which the approximate error in ethene adsorption energy
was calculated to be between 10-20%, VASP generated more reliable data. The actual
difference between the energetics and that of the reference work is calculated to be up to
4% and is well within the acceptable limit for DFT calculations. For this reason,
continuation to study the chemisorption characteristics of the ketone groups over Pd and
Pt(111) with VASP was justified.

7.4.2. The Adsorption of Formaldehyde on Pd and Pt(111)

Despite the fact that at low temperature the adsorbed species of formaldehyde cannot
be easily characterised on Pd(111) [27] and Pt(111) [28,29] because of the reactive
nature of the molecule, theoretical models have isolated the single adsorbed
intermediates. In accordance with the CASTEP modelling (Chapter 6, section 6.2),
VASP stabilised both the endon and di-c geometries of formaldehyde on both the (111)
surfaces of Pd and Pt. Weaker interactions were calculated with the VASP program
(table 7.3) than the CASTEP code (table 6.4, Chapter 6, section 6.2) as reflected in the
calculated adsorption energies. In each case, the calculations show the di-c mode to be
more strongly bound to the surface than the endon formaldehyde, in agreement with the
dominant species observed experimentally [28].

A significant difference in energy between the two adsorption modes, measuring up
to 42 and 52 kJ mol"! on Pd and Pt was observed, prompting the barrier between the
transformation from endon to di-c to be calculated. Elastic band calculations indicate
small barriers of 2 and 6 kJ mol™ for the transformation on the Pd and the Pt surface.

This shows the origin of the stability of the endon mode at low temperature on Pt and
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the rapid conversion between the adsorbed states on Pd(111), and ties in well with the
literature i.e. formaldehyde adsorbed states decompose or polymerise rapidly. Note,
also, that the conversion of the analogous n' to the 1 adsorbed state of acetone has
been shown to occur rapidly on Pd(111) above 200 K [16].

The adsorption energy of 54 kJ mol” for the di-c adsorption on Pd(111) is in
excellent agreement with the TPD estimate of 51 kJ mol”! of Davis and Barteau [27],
whereas, for the Pt surface the interaction is stronger by roughly 18 kJ mol” than the
TPD value characterised by Abbas et al. [28]. However, experimentally, the adsorption
of the '(0) mode has only been characterised on surfaces which have been modified
with an oxygen adatom overlayer, and for this reason the corresponding data presented
here is best compared against earlier theoretical work. The adsorption of the endon
state on Pd and Pt(111) is roughly 12 and 17 kJ mol™ and is found to disagree with the
corresponding values of 43 and 46 kJ mol” calculated by Delbecq et al. [10,11].
Coincidentally, the predominant di-c species, with adsorption energies measuring 95.8
and 133 kJ mol™ for the Pd and Pt(111) are also grossly exaggerated in the above study
compared to the periodic values. The disparity is expected as extended Hiickel
calculations were used employing clusters of 49 metal atoms to represent the flat (111)
surface of Pd and Pt. Although, the adsorption energy of the di-c on the defect surface
of Ptj14 (step site) was observed to be lower than that measured on the (111) terrace
[11], the values were still in poor agreement with those calculated by VASP. Generally,
for surface calculations cluster models tend to neglect the extended states in the metal
system, causing the adsorbates to over bind [30].

However, the adsorption energy of the di-c on the Pd(111) was modelled by VASP
to be identical to the DFT value calculated by Desai et al. [31]. Unfortunately, the
corresponding Pt value was overestimated by some 20 kJ mol”, which corresponded to
the TPD estimates [28]. The difference in energy originates from the parameters used
to represent the periodic models and these were discussed previously (Chapter 6, section
6.4.2) and not the program used. Note that the same computational parameters except
the US-PPs in the CASTEP work were applied to the VASP models presented here.

Structurally, the results of the di-o correspond to the vibrations observed in HREELS
spectra after Pt(111) is annealed to 240 K [8]. The distortion of the molecular geometry
in the sense that the atoms sites are hybridised from sp2 to sp3 on coordination with the

surfaces is analogous to that reported for aldehydes [10,27,32]. In the di-o case, the
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C=0 bond length is significantly increased from its gas-phase distance and is close to
the value of 1.40-141 A found in organometallic complexes such as Pty(1,5-
C3gH12)2n2(CF3)2CO [33] and (Cp,ZrX),(HRCO) [34].

7.4.3. The Adsorption of Acetone on Pd and Pt(111)

VASP optimised two very different stable minima for the keto isomer of acetone on
each of the (111) surfaces of Pd and Pt. These were found to correspond to the
coordination modes reported in the literature, which were derived from experimental
characterisation techniques [15,16]. The adsorbed structures were analogous to those
determined for formaldehyde. Note that only the endon, 1'(O) geometries were
observed with CASTEP modelling (refer to figure 6.9 and table 6.5, Chapter 6, section
6.3). With the use of VASP, the stability of the endon coordination over the di-c was
predicted on both surfaces and found to support the TDS and HREELS experiments of
acetone on Pt single crystals, in which the nl(O) mode dominants the small quantity of
nZ(C,O) observed at defect sites [15]. The dominance of the endon mode is also
confirmed by more recent RAIRS and HREELS experiments on almost defect free
Pt(111) [35]. Note that recent vibrational studies performed by a colleague within the
computational group at Cardiff, illustrates the incorrect assignment of this di-c, n%(C,0)
ketone to be representative of an adsorbed enolate species instead [36].

Experimentally, the results of TPD studies have been used to derive adsorption
energies for the 1n'(0) acetone on Pd and Pt(111) using the Redhead equation [37]. The
values are similar and between 48-49 kJ mol! [15,16,35]. However, they do not
correspond to the periodic calculations, as the adsorption energies are roughly 30 and 21
kJ mol™ greater in energy. Likewise, the corresponding adsorption energy of the di-c
mode on Pd is 69 kJ mol™ and 52 kJ mol™” on Pt [16] and again is nowhere near the
values optimised in VASP ie. 19 and 9 kJ mol’, respectively. In fact the theoretical
calculations presented here contradict the energetic ordering determined by TPD and the
earlier HREELS and TDS data of Vannice et al. [35]. This could possibly be due to the
incorrect assignment to adsorbed states, as mentioned earlier.

However, the ordering, although not the absolute adsorption energies are comparable
to the cluster model of Delbecq er al. [11], which was referenced earlier for the

adsorption of formaldehyde (section 7.4.2). On the Pty surface the endon adsorption

228



Periodic DFT Results: Chapter 7

measured 46 kJ mol™ and is found to be roughly twice the value calculated by the
periodic model and in agreement with the TPD data above [15,35] whereas the di-c
adsorption at 26 kJ mol™ is stronger by 7 kJ mol”. On increasing the size of the Pt
cluster to 114 atoms, the corresponding adsorption energies of binding onto the terrace
of the step site was found to reduce to 39 kJ mol™ for the n'(0) mode and 21 kJ mol
for the nz(C,O) coordination. Despite this, the reverse ordering was observed on the
Pdyo cluster as the di-c adsorption at 80 kJ mol™” was found to be dominant over the
endon geometry (43 kJ mol™). Note that previous DFT calculations based on a 2-layer
Pt(111) surface slab with only adsorbate atoms geometry optimised, confirmed that, for
acetone, the 'r]z(C,O) parallel adsorption geometry is less energetically favourable than
the n'(0) endon structure [38], in agreement with the data presented here.

Initially, to study the adsorption of the n*(C,0) acetone the starting structure of the
calculation was set-up so that the molecular plane was configured parallel to the surface.
By doing so the structure was found to relax to the endon adsorbed minimum. The
actual di-o coordinations reported here were obtained by distorting the molecule so that
the methyl groups were away from the surface prior to relaxation. Hence, elastic band
calculations were performed to measure the energy barrier for the transformation from
endon to parallel adsorption modes. From the adsorption data (table 7.4), the lower
bound of the barrier on Pd is estimated to be 9.5 kJ mol™ and for Pt 9.2 kJ mol™.
However, no barrier to conversion was observed on Pd (figure 7.5(a)) whereas on Pt
(figure 7.5(b)) an activation energy of 10 kJ mol” is required, indicating in both cases
the origin of the stability of the observed n '(0) mode at low temperature. Nevertheless,
if the conditions are favourable then the barrier on Pt could very easily be overcome to
allow the stabilisation of the di-o geometry and thus, supports the evidence for the small
concentration observed at defect sites [15]. Note that rapid conversion of the 1’ to the
n2 state has been observed above 200 K on Pd(111) [16].

The reverse energetic ordering of the adsorbed states for formaldehyde in
comparison to the trend observed for the keto acetone implies that the steric interaction
of the methyl groups with the (111) surface is responsible for destabilising the 1%(C,0)
structure. In earlier DFT models the destabilisation was thought to be exaggerated due
to the use of a fixed surface [38].

The adsorption of the enol isomer of acetone was investigated with VASP, the gas-

phase equilibrium of the kefo-enol tautomerism was found to lie between 50 and 53 kJ
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mol™ in preference of the ketone for Pt and Pd, respectively. The discrepancy between
the energy difference can be explained in terms of the size of the simulation box used.
The dimensions for the Pt cell measured in A are slightly larger at 8.43 x 8.43 x 19.59
than those for the Pd ie. 8.33 x 8.33 x 19.54, and thus contribute to the measured
energies of the acetone isomers. The energies are consistent with our earlier DFT
calculations (Chapter 6, section 6.3) and are in agreement with the experimental range
of 46.9-58.2 kJ mol™ [39,40] and theoretical estimates of 51.9 kJ mol™ [41].

The adsorption geometry of the enol in the n%(C,C) coordination modelled on both
surfaces is found to be close to that predicted by the CASTEP program for the Pd, in
which both C atoms of the double bond interact with a single metal atom, refer to figure
6.10 (Chapter 6, section 6.3). However, the adsorption energy for the corresponding
enol site stabilised by VASP on the Pd(111) surface differs by 7.4 kJ mol”. From the
adsorption energies relative to the gas-phase ketone, the enol isomer is
thermodynamically preferred on both metals over the ketone and its adsorbed enolate.
A summary of the adsorption data is included in the Conclusion (figure 7.11), however,
on the Pd metal the enol is roughly 20 kJ mol™ stronger than the enolate (abstracted H
atom occupying fcc hollow site) and the ©?(C,0) keto isomer but only 10 kJ mol™
stronger than the alternative nl(O) mode. For the Pt case the corresponding values are
on average 24 kJ mol™ for the keto adsorbed states and roughly 40 kJ mol™ for the
stable enolate.

Note, that for surface adsorption calculations the correct treatment of the enolate is
simple as the abstracted H atom adsorbs onto the metal surface. However, the problem
lies in the gas-phase description. The gas-phase values of 258 and 256 kJ mol™ for the
enolate modelled in the Pd and Pt simulation cells (discrepancies in the values occur for
reasons mention above) were calculated by applying a uniform positive background
charge to the anion in the unit cell. In this method an overall neutral repeat unit is
modelled and thus, is a more stable solution than the alternative, which includes an H
atom explicitly in the simulation cell. This is not surprising since the energy of

abstraction of H in a reaction depends strongly on the species receiving the H atom.
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7.5. Conclusions

The adsorption of simple ketone containing molecules to the (111) surface of Pd and
Pt have been considered as representative structures for the adsorbed intermediates
involved in the enantioselective hydrogenation reaction of a-ketoesters over cinchona
modified group 10 surfaces. Various orientations and possible isomeric forms of
formaldehyde and acetone have been investigated with the use of the plane-wave
periodic code VASP [42].

A repeat of the investigation of surface adsorption of ethene to Pt(111) originally
conducted by Watson et al. [2] verified the procedure of modelling an adequate surface
with the use of a fully relaxed 3-layer metal slab. The energetics of adsorption for
ethene calculated with the use of the more recent version of VASP (release 4.4.5) were
found to be in excellent agreement with the adsorption energies calculated by an earlier
release of the code by Watson er al. [2]. The calculations showed that the di-c
adsorption site was preferred over the two atop modes and that the weak interaction of
the cross-bridge site was most unlikely to be observed under experimental conditions.
The stabilisation of the di-oc mode was found to agree with the experimental findings
from EELS [21], UPS [19] and NEXAFS [10,20] studies and with the periodic
calculations of Ge and King [25]. Only slight differences in the adsorption energies for
the ethene modes were calculated in comparison to those modelled by Watson et al. [2].
The largest discrepancy in adsorption energies is 4% for the di-o adsorption. In our
calculations the core of the atoms are modelled more accurately with the use of novel
PAW-PPs [3,4]. However, if higher precision calculations are not required then
standard Vanderbilt US-PPs [1,23] (as applied in the reference work [2]) can still be
used.

For the interaction of formaldehyde, two adsorption geometries are stabilised on both
the metal surfaces. The coordination of the molecule in the parallel, n*(C,0) mode is
calculated to be roughly 42 and 52 kJ mol™ more strongly adsorbed than the alternative
endon, 11'(0) mode on Pd and Pt. Experimentally, the adsorption energies for the di-o
formaldehyde on both Pd and Pt(111) have been reported by TPD to be iso-energetic at
51 and 52 kJ mol™ [27,28]. Our calculations contradict this as a clear energy difference
of 16 kJ mol™ in preference for the Pt surface is modelled. The assignment for the TPD

data could in fact relate to the adsorption of the formyl species, rather than molecular
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formaldehyde modelled in our calculations, as this is the species known to decompose
to CO and H; or initiate formaldehyde polymerisation on Pd and Pt(111) [27].
However, the preferential stabilisation of the di-o mode over the endon geometry in our
calculations is also supported by extended Hiickel calculations of Delbecq and Sautet
[10,11].

The low adsorption energies calculated for the endon adsorbed formaldehyde imply
that the transformation from the endon to the di-c mode and the direct adsorption to the
di-c mode may be activated processes. Barrier calculations show that the direct
adsorption of the di-o mode is an activated process on Pt(111) with a small activation
energy of roughly 6 kJ mol™ required. For the Pd(111) surface the activation energy is
much smaller at 2 kJ mol™ and is considered to be negligible. It can be assumed that
adsorption directly into the di-oc mode is most likely hindered by the narrow adsorption
channel created by the very specific orientation of the molecule required for strong
interaction, as implied for ethene adsorption [2]. The calculations also find the
transformation from the endon to the di-o formaldehyde on both metal surfaces to be an
activated process requiring the same activation energy as required for the direct
adsorption into the di-c modes. Although the activation energies illustrate the origin of
the stability of the endon mode at low temperature, the magnitudes imply the likelihood
of rapid conversion between the adsorbed states, in support of the experimental
observation whereby the species are known to decompose or polymerise rapidly [27].

The gas-phase calculations of acetone show the ketone to be considerably more
stable than the enol or the enolate. This implies that any adsorption process will begin
with the ketone interacting with the surface. The geometry in which the kefo acetone
stabilises on adsorption to the Pd and Pt surfaces is analogous to that found for
formaldehyde, but the energetic ordering is reversed. Adsorption in the endon, n'(O)
configuration is found to be roughly 10 and 9 kJ mol™” more strongly adsorbed than the
alternative di-o, n%(C,0) mode on Pd and Pt(111). This energy difference is caused by
the steric interaction between the methyl groups of the acetone and the surface and so is
likely to be common to any substituted ketone adsorbed parallel to the surface. Barrier
calculations show that the inter-conversion from the endon mode to the di-o
configuration is an activated process requiring activation energy of approximately 10 kJ

mol” on Pt. This illustrates the origin of the stability of the endon adsorbed mode
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below 220 K [13-15]. No barrier was observed on Pd for the kefo acetone, supporting
the rapid conversion from the 1'(0) to the n*(C,0) adsorbed state above 200 K [16].

The enol isomer of acetone was found to adsorb in a parallel n*(C,C) coordination
geometry on both Pd(111) and Pt(111). The interaction was calculated to be much
stronger on the latter surface with the adsorption energy calculated to be roughly 75 kJ
mol'. In both cases the adsorption energy in the enol form is found to be sufficient to
compensate for the gas-phase energy difference between the kefo and enol isomers.
This suggests that thermodynamically the enol form is the preferred adsorbed state on
both metals, although it may not be kinetically accessible, as for ketones the n'(O)
mode is dominant.

The enolate species were found to stabilise on both the surfaces in a nl(C)
coordination geometry with the abstracted H atom occupying a surface fcc hollow site.
The adsorption to the Pt surface at 34.2 kJ mol™ was stronger by approximately 26 kJ
mol” than that calculated for the Pd(111) surface. The energy barrier found for the
diffusion of the abstracted H atom of the enolate across the Pt surface to give the di-o,
nz(C,O) keto acetone species was 51 kJ mol™, implying that the ketone is prevented
from reforming once the enolate has formed. Since the enolate is more stable than the
ketone it is reasonable to assume that the backward barrier is much higher than the
forward barrier. A summary of the energetic ordering of the acetone adsorbed species
over both metals is provided in figure 7.11.

Experimental TPD data reports the secondary, di-c adsorbed species of kefo acetone
to be more strongly bound than the endon geometry on both Pd [35] and Pt(111) [15],
which is not supported by our own calculations. Our results find that the adsorption
energy for the stable enolate on Pd(111) at 41.3 kJ mol™ to be in good agreement with
the TPD value of 48 kJ mol™ for the second adsorbed state of acetone. We propose that
this second species observed in the surface science experiments for acetone is a n'(C)
enolate and that the assignment for the di-o mode is unlikely. This is also confirmed by
an additional study conducted at Cardiff in which the calculated vibrational frequencies
of the enolate were compared with the experimental vibrational spectra [36]. It is quiet
reasonable to assume that deprotonation of acetone to form the enolate ion on clean Pd
and Pt surfaces can occur at low temperatures of surface science experiments as similar

species have been reported on the (111) surface of Ni [17].

233



Periodic DFT Results: Chapter 7

With respect to the model proposed to predict the selectivity in enantioselective
hydrogenation, the parallel adsorption of the ketone group of the pyruvate ester is
inferred. However, from our calculations we believe this to be incorrect as it is more
than likely that the modifier interacts with the ketone adsorbed in an endon geometry
causing the plane of the molecule to tilt towards the surface, thereby allowing
hydrogenation to take place.

To conclude, the results presented here illustrates the active role of the enol as an
adsorbed species on Pd and Pt surfaces during the hydrogenation of ketones, for which
keto-enol tautomerism is possible. The molecular models reinforce the findings made
by Wells et al. [43] in which deuteration of the methyl group of MtPy was observed,
indicating the hydrogenation to occur through either the enol or enolate species on Pd.
The lower ee observed for pyruvate hydrogenation on Pd compared to the Pt surface can
be rationalised in terms of competitive hydrogenation between the adsorbed keto and

enol/enolate species.
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7.6. Future Work

Although, most of the calculations presented here are based on the relative
adsorption energies of the alternative isomers, preliminary calculations have begun to
locate the transition states for their inter-conversion. To fully understand the kinetic
interchange of adsorbed species on Pd and Pt, a thorough investigation into all of the
possible adsorption modes of the enolate species are required followed by barrier
calculations.  As referenced earlier the study is being continued within the
computational group at Cardiff with emphasis on calculating vibrational frequencies in
view of correctly assigning adsorbed states to experimental spectra [36].

One of the aims of this project is to build on the information gained so far for ketone
adsorption and apply DFT calculations to investigate the interaction of butane-2,3-dione
on Pd and Pt(111). Previously, isolated gas-phase calculations modelled the interaction
between the diketone with the CDH' modifier in accordance with the dimer model, as
the first hydrogenation step into (R)- and (S)-3-hydroxybutan-2-one is assumed to be
analogous to the hydrogenation step of a-ketoesters over cinchona modified Pt and Pd
(Chapter 2, section 2.3).

As calculated for acetone, it is possible for the diketone to adsorb through the kero-

enol forms of the s-cis and s-trans isomers, as shown in figure 7.12.

(o] (o} HO O
— \  /
o > ==L
H 3C CH 3 H 2C CH 3
s-cis keto Diketone s-cis enol Diketone
9 OH
H3C -——— H,C
o o
s-trans keto Diketone s-trans enol Diketone

Figure 7.12: Keto-enol tautomerism for the geometric isomers of butane-2,3-dione (diketone): (a) s-cis

and (b) s-trans.
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Surface Adsorption States
Adsorption Energy (kJ mol")

(111) Surface n%(0,0) u3(C,0,0)
Pd 33.6 -
Pt 35.7 80.7

Table 7.7: VASP adsorption energies for the interaction of s-cis butane-2,3-dione on Pd and Pt(111),
calculated relative to the clean surface and gas-phase keto isomer using the appropriately substituted
form of equation 6.2 (Chapter 6, section 6.1). Periodic DFT computations performed using the same
parameters used to relax keto group adsorbed states, i.e. those specified in Chapter 4, sections 4.3.2 and
4.3.3.

The calculated adsorption energies illustrate the significant stabilisation of the
parallel adsorbed species over the endon structure and is comparable to the energy of
the di-c bound enol acetone specie over Pd(111) relative to the gas-phase enol (refer to
table 7.5). The results presented in this research have illustrated the reactive nature of
the Pt metal and so the adsorption of the diketone, parallel to the Pd surface is predicted
to be analogous to the Pt, p3(C,0,0) mode but weakly bound.

As with the case of pyruvates, insight into the processes which govern
stereoselectivity in butane-2,3-dione hydrogenation can only be achieved if all reaction
intermediates are energetically and kinetically assessed. In parallel with the acetone
modelling, the theoretical group at Cardiff will continue to extend the surface DFT
calculations presented here for the diketone and concentrate on the s-trans adsorption
modes as well as the enol and enolate species. Emphasis will be placed on locating
transition states for their inter-conversion so that kinetic interchange of species can be
discussed.

In this research clean (111) surfaces have been employed for the sake of simplifying
the DFT computations. In reality catalytic surfaces are very rarely flat and as
emphasised in the literature (Chapter 2, section 2.6.1) adsorption of ketone groups on
defect sites such as a step edge is favoured over the flat terrace. It would be of great
interest to be able to further extend this project so that adsorption is investigated on
more accurately modelled catalytic surfaces, thus improving comparability with

experimental work.
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8.0. Conclusions

The aim of this thesis was to use computational techniques to investigate the role of
reaction intermediates in enantioselective heterogeneous catalytic reactions. The model
reaction used was that of the hydrogenation of a-ketoesters over cinchona modified Pt,
as the mechanism to account for the high ee and ra of the reaction has received much
attention and has been shown to be a valuable guide for the rational design of new
reactants and modifiers [1]. Although it must be emphasised that modelling of the
complete system has still not been successfully resolved because it is out of reach of the
capability of quantum mechanic calculations. To understand the molecular interactions
relevant to the catalytic process and catalyst design two different aspects of the system
were modelled in this work. In Chapter S the objective of our calculations was to try
and correctly predict the sense of enantio-discrimination of the reaction as observed
experimentally by modelling the surface dimer proposed in the mechanistic model [2],
whereas the effect of chemisorption on stability and structure of small ketone molecules
was the focus of Chapters 6 and 7. The underlying aim of the modelling work was to
discuss the implications for models of hydrogenation selectivity.

In this work and in agreement with most authors the enantioselective hydrogenation
is taken to proceed through a two-step, two-cycle mechanism (refer to Chapter 2,
section 2.2.11 for details) and that the enantio-differentiating transition state complex
involves the adsorbed chiral modifier and the reactant molecule in a 1:1 stoichiometry
[3-7]. By performing a series of ab initio HF calculations the conformation of CD was
found to be important. Four different conformations of CD were stabilised: two each of
the Open and Closed forms, in agreement with several experimental and theoretical
reviews [8-10]. The most abundant conformer is the Open(3) form as it is calculated to
consume 91% of a mixture whereas only 6% will be the Closed(1) CD. The other
conformers, Closed(2) and Open(4) occupy only trace amounts. This implies that CD
will adopt the Open(3) conformation, where the quinuclidine N points away from the
quinoline moiety in the diastereomeric complex. The different conformations of CD are
provided in figure 5.3(b) (Chapter 5, section 5.2.1). The start point geometries for the
ab initio calculations were CD structures optimised with semi-empirical calculations
employing the PM3 Hamiltonian. Initially it was thought that the lower theory level

calculations could accurately model the conformations, but the stabilities of the CD
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structures in comparison to literature models [8] showed that accuracy was lost at the
expense of the rapid optimisation time. Good energies for the ground state
configurations are essential to this work as the mechanistic model assumes
enantioselectivity to be thermodynamically controlled, i.e. by the relative stabilities of
the enantio-differentiating diastereomeric complexes.

As with CD the conformation of the reactant was also found to be essential to the
structure and stability of the pro (R) and pro (S) diastereomeric complexes. For CD to
appropriately interact with the reactant via a hydrogen bond as proposed in the model
the quinuclidine N atom of the modifier must be protonated. In acidic media the
relative proportions of the CD conformations are altered as the Closed structures were
found to stabilise relative to the Open(3) CD. The concentration of the Closed(1) form
was found to increase to 22% of the mixture, implying a definite presence on the
catalytic surface. Only a marginal increase of 3% was observed for the Closed(2) CD
and the stability of the Open(4) was not affected.

All four conformations of CDH" were found to interact with the reactants in either its
s-cis or s-trans form to give the corresponding complexes. However, only those
complexes found to be the most abundant as well as fulfilling the geometric
requirements of the mechanistic model [2] are the important dimers. For CDH'
adopting the Open(3) form and the EtPy the s-cis conformation, the complex yielding
(R)-ethyl lactate upon hydrogenation is calculated to be more stable than the pro (S)
complex by 1.7 kJ mol™, corresponding to 33% ee. These complexes are illustrated in
figure 5.4 (Chapter 5, section 5.2.3). The calculated ee is considerably lower than the
experimental value of 95% [11]. However, upon changing the conformation of EtPy to
the s-trans, the energy difference between the two enantio-differentiating complexes
increases to 2 kJ mol”, increasing the ee to 37%. This is despite the fact that the
complexes (regardless of the conformation of the modifier) with the s-cis EtPy are
considerably more stable than the corresponding s-trans complexes. The pro (R)
complex for the hydrogenation of butan-2,3-dione is found to be analogous to the case
of EtPy and the pro (S) is taken to be the Open(4) CD hydrogen bonded to the s-cis
isomer. The energy difference between these complexes, given in figure 5.5(a) and
5.5(c) (Chapter 5, section 5.2.5), provides an ee of 98% and is larger than the
experimental value of 50% [12]. The repulsion between the reactant and the anchoring
group are found to play an important role for enantio-differentiation. The effect is more

important for EtPy than the diketone as the substituents on the two carbonyl groups are

243



Conclusions: Chapter 8

different. For either reactant the s-cis conformation is found to form a bifurcated
hydrogen bond to the quinuclidine H of the protonated CD involving the O atoms of
both carbonyl groups. The hydrogen bond distance to the keto group of EtPy is very
slightly shorter for the pro (R) complex, implying that hydrogen addition to this
complex in the case of s-cis EtPy could be favoured.

For these types of models the magnitude of the ees are secondary to being able to
correctly predict the sense of selectivity for the reaction. With reference to Appendix A,
a small error in the energy of the complex will lead to a large error in the calculated ee
as the ee is exponentially related to the calculated energies. Two ways of improving the
calculations within the reach of quantum mechanics is by introducing the effect of a
solvent via a self-consistent reaction field model and by fixing the coordinates of the
anchoring moieties of the CD and the reactant to simulate the geometric constraints
imposed by the Pt surface. In an analogous study involving MtPy and the Open(3)
CDH'" such modifications to ab initio calculations were found to improve the reaction
ee [2].

For the DFT study of the adsorption of ketone molecules on Pd and Pt(111) two
common plane-wave codes: CASTEP and VASP were used. Calculations for the
adsorption of ethene to the (111) surface of Pt was used as a test to identify which
program would be most suitable for modelling the chemisorption of formaldehyde and
acetone. Calculations with the CASTEP program found ethene to adsorb on the surface
in four different geometries, the most stable of which were the di-c (in agreement with
experimental EELS [13], UPS [14] and NEXAFS [15,16] data) and the two atop modes:
atop-bridge and atop-hollow, for which similar adsorption energies were calculated.
The least stable site was the cross-bridge, which realistically would probably not be
observed under experimental conditions. The structures for these adsorption sites are
illustrated in figure 6.3 (Chapter 6, section 6.1).

In comparison to the analogous study performed with the VASP code by Watson et
al. [17], the trend in adsorption modelled by CASTEP was in full agreement although
the calculated adsorption energies were overestimated by between 10-20%. Although
the same computational procedure was used in both studies, the CASTEP calculations
differed by the type of Vanderbilt US-PPs employed. In Watson’s VASP work GGA
derived US-PPs were combined with gradient corrected DFT calculations [17] whereas

in the CASTEP calculations LDA US-PPs were used instead. The LDA functionality is
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found to be responsible for the overestimation in adsorption, as it is known to increase
cohesion energies and bond lengths and energies [18]. The GGA corrections in the
DFT calculations do not rectify the problem in the CASTEP models. Since user
selection for PPs is restricted in the 4.2 release of the CASTEP code (used in our
calculations), it is anticipated that this problem of over binding will be consistent for
surface adsorption calculations. However, it must be noted that this could possibly be
rectified in the more recent versions of the code and it is recommended that atom US-
PPs files are viewed in particular the information regarding the tests performed to
validate the PPs. This preliminary work emphasised the use of VASP to obtained better
energies than CASTEP as Watson et al. [17] found the adsorption energies for ethene
over Pt(111) to be in agreement with the available thermodynamic data.

On modelling formaldehyde and acetone to the (111) surface of Pd and Pt a rough
idea of the adsorption characteristics was obtained with CASTEP, whereas with VASP
a more accurate description of the adsorption geometry and stability was gained as
accurate PAW-PPs were employed in the calculations. At low temperature conditions
surface science experiments [19-22] have rationalised two adsorption geometries for
aldehydes and ketones: the endon, n'(0) and the di-o, n*(C,0) mode. For
formaldehyde both of these coordinations were modelled on both the metal surfaces by
both programs. In each case the di-c was stabilised over the endon and the adsorption
was preferred on the Pt surface. The respective CASTEP adsorption energy for the di-o
on Pd and Pt(111) was calculated to be 60.3 and 77.6 kJ mol !, whereas with VASP the
energies were reduced to roughly 54 and 70 kJ mol™'. This energy difference implies
there is barrier to adsorption from the endon to the di-c adsorbed state. Barrier
calculations showed the direct adsorption of the di-c mode to be an activated process on
Pt(111) requiring a small activation energy of roughly 6 kJ mol™. The barrier for
adsorption on the Pd surface was calculated to be much smaller at 2 kJ mol”. The
activation energies confirm the stability of the endon mode at low temperature and the
rapid conversion between the adsorbed states determined under experimental conditions
[19,23,24].

Our adsorption energies for formaldehyde are found to contradict the values derived
in a number of studies. Experimental TPD reports the adsorption on both the metals to
be the same, between 51-52 kJ mol! [19,23], whilst the theoretical calculations of Desai
et al. [25] and Delbecq and Sautet [26,27] stabilise the di-c mode on the Pd surface. A
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poor comparison against these modelling studies against our own periodic calculations
can be accounted for by the use of different levels of theory and different surface unit
cell size. The TPD assignment is also found to correspond to the formyl adsorbed
species and not molecular formaldehyde as modelled in our calculations, as this is the
most likely species involved in the reaction of formaldehyde on the Pd and Pt(111)
surface [19,23].

With acetone two different isomers can be present on the surface of metals: the keto
or the enol as tautomerism readily occurs under acid or base conditions [28]. In the gas-
phase both CASTEP and VASP was found to stabilise the keto form, which is
significant as it implies that any adsorption process for catalysis involving any activated
ketone will begin with this isomer interacting with the surface first. Only the nl(O)
adsorption mode for the keto isomer was stabilised on the surfaces with CASTEP as
illustrated in figure 6.9 (Chapter 6, section 6.3) and the di-c did not form even if the
starting structure in the calculation was biased towards it. The VASP program however
optimised both the adsorption modes as seen in figure 7.4 (Chapter 7, section 7.3) and
in agreement with the CASTEP modelling the adsorption to the Pt surface was
predominant. The CASTEP adsorption energy for the endon mode on Pt was calculated
to be roughly 43 kJ mol” and was found to be in agreement with the energy derived
from TDS [29,30] and the cluster calculations of Delbecq ef al. [27]. In our CASTEP
models the extended electronic states of the surfaces are poorly represented due to the
use of a low number k-points in the calculations and that is why comparison is good
with the cluster method. For the VASP structures the energetic ordering of the keto
adsorptions were found to be reversed to that modelled for formaldehyde as the n'(0) is
stabilised over the n*(C,0) mode. It is likely that the steric interaction of the methyl
groups with the (111) surface is responsible for destabilising the nz(C,O) structure for
acetone and therefore will be common to any substituted ketone adsorbed parallel to the
surface. Both the 11'(O) and the n(C,0) adsorption energies on Pt are calculated by
VASP to be roughly 10 kJ mol”! more strongly adsorbed than the Pd surface. The
activation energy required for the inter-conversion of the kefo isomer from the endon to
the di-c mode on Pt was found to be 10 kJ mol’ and in agreement with the
experimental finding of the stabilisation of the endon mode below 220 K [29,31,32].
No barrier was calculated for the Pd(111) supporting the rapid conversion observed for

this surface between the two adsorbed states above 200 K [20].
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For both the periodic codes the enol isomer of acetone was found to adsorb onto both
the metal surfaces but the energetics and the coordination geometries differed. With
CASTEDP, the interaction on the Pt surface via a n'(C) alkyl alcohol geometry was
favoured with an adsorption energy of 66.5 kJ mol™ over the n*(C,C) mode for the Pd.
These geometries are illustrated in figure 6.10 (Chapter 6, section 6.3). However, with
VASP the enol was found to stabilise in a n*(C,C) geometry only. In this case the
bonding was much stronger as reflected in the calculated adsorption energies (28.5 and
74.6 kJ mol” for Pd and Pt, respectively) than that found for the corresponding
CASTEP adsorption (figure 6.10(a) (Chapter 6, section 6.3)) as the molecule was
coordinated to two separate surface sites (figure 7.7 (Chapter 7, section 7.3) as opposed
to a central atom site observed for the CASTEP geometry. The calculations show the
adsorption energy in the enol form to be sufficient to compensate for the gas-phase
energy difference between the keto and enol isomers, suggesting that
thermodynamically the enol form will be favoured on surfaces of metal catalysts.

With the likelihood of the enol being present as an intermediate, a weaker enolate
was found to adsorb in a n'(C) geometry on both the surfaces with a strong preference
for the Pt site (figure 7.8 (Chapter 7, section 7.3). This implies that acetone can readily
deprotonate on the clean Pd and Pt surfaces even at the low temperatures of typical
surface science experiments to give the enolate. This may not be unreasonable since
similar species have recently been observed on the (111) surface of Ni [33]. Barrier
calculations show that an activation energy of 51 kJ mol™! would be required to reform
the ketone once the enolate is formed on the Pt surface. It can be assumed that this
backward barrier is much higher than the forward barrier as the enolate is stabilised over
the ketone.

Experimentally, TPD data reports a secondary, di-c adsorbed species of kefo acetone
to be more strongly bound than the endon geometry on both Pd [29] and Pt(111) [30],
which is not supported by our own calculations. The TPD adsorption energies of 48
and 49 kJ mol”! are found to correspond to the adsorption energies of the adsorbed
enolate species, in which the proton occupies a hcp hollow site. In doing so, it appears
that the second adsorbed species observed in the surface science experiments for
acetone on Pd and Pt(111) is not the di-oc bound keto or enol acetone but the

corresponding enolate and therefore the assignment made by Avery is incorrect.

247



Conclusions: Chapter 8

Further studies confirm this by showing the calculated vibrational frequencies of the
enolate to be in agreement with the experimental spectra [34].

In reference to the dimer model used to predict selectivity in enantioselective
hydrogenation, the pyruvate ester is thought to adsorb via the ketone groups parallel to
the surface [2]. However, our calculations indicate otherwise, as it is more than likely
that the role of the modifier is to interact with an endon adsorbed ketone group. This
interaction is expected to tilt the plane of the molecule towards the surface, thereby
allowing hydrogenation to take place.

From our calculations we can conclude that the dominant species for the ketones is
the endon geometry and that, although the enol is thermodynamically preferred it may
not be kinetically accessible. However, both the enol and enolate species will be
present on the Pd and Pt surface during the hydrogenation of ketones. In the case of
MtPy hydrogenation on Pt the kinetic studies of Wells et al. [35] (discussed in Chapters
2 and 5, sections 2.2.3 and 5.5) suggest that these species are spectators or lead to side
products. However, over Pd deuteration of the methyl group is observed and so there
must be hydrogenation through the enol or enolate species. Competitive hydrogenation
of the ketone and enol/enolate may explain the lower ee observed for Pd.

One of the major conclusions to be drawn from this work is the fact that CASTEP is
a good program to qualitatively examine the nature of chemisorption of surface
intermediates key to catalysis. More quantitative data can be achieved with the use of
the alternative plane-wave program VASP. Older versions of CASTEP are found to
restrict the level of accuracy employed to describe atom centres whereas with VASP a
comprehensive library of PPs is available. Unlike VASP, which is interfaced with the
NEB algorithm, no facility is available with CASTEP to study transition states.
However, for inexperienced users CASTEP is recommended as it has graphical
interface allowing automatic generation of input files, with VASP the files have to be
manually created. For such reasons it is therefore highly recommended that the
continued use of VASP should be perused in future works.

At present the mechanistic work in the literature regarding the surface adsorbed
dimer concentrates on the interaction between the most stable conformation of the
modifier and the s-cis and s-trans conformation of the pyruvate. There is no mention of
the enol, despite the fact that reference to the modifier-enol complex has been proposed
for sometime [35,36]. It would be interesting to model the corresponding s-cis and s-

trans EtPy enol CD complexes as illustrated in figure 5.8(a) (Chapter 5, section 5.5),
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and to analyse the stability and the energetics of them over the pro (R) and pro (S)
complexes to help clarify the role of the enol. This could also be extended to the butan-
2,3-dione system via the complex shown in figure 5.8(b) (Chapter 5, section 5.5).

For the surface calculations a thorough investigation of all of the possible adsorption
modes of the acetone enolate species is required, as so far only preliminary calculations
have been performed. To build on the conclusions drawn from the modelling work of
the CDH"-diketone diastereomeric complexes (Chapter 5, section 5.2.4), the interaction
of the butan-2,3-dione with the (111) surface of Pd and Pt can be investigated. Initial
calculations are presented in Chapter 7, section 7.6 and at present adsorption data for the
s-trans keto isomer as well as the enol and enolate species is missing. Where necessary
barrier calculations to locate transition states should also be conducted to examine the
kinetic interchange of adsorbed species on the surfaces.

It would also be of prime interest to investigate the adsorption of ketones to surfaces
that accurately represent catalytic planes such as those consisting of steps and defects.
In the literature the adsorption of ketones to these sites is favoured over a flat terrace
[27]. In this work clean surfaces for Pd and Pt were used so to simplify the DFT

calculations.
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Concentration of Diastereomeric Complexes: Appendix A

A. 1. Kinetic Model

We have calculated the relative energies of the various conformations of the CD and
pyruvate esters. Under thermodynamic equilibrium these energies allow us to estimate
the relative concentrations for each species. For example if we have a concentration Cy,
of modifier and use the normal chemical notation of [O3] efc for concentrations we

have:

[C1] + [C2] + [03] + [04] = Cm (Equation A.1)

The Gaussian calculations find that the Open(3) conformation is the most stable and so
we have quoted the energies with reference to this conformer. The other concentrations

can be estimated from their energy differences to conformer O3 via:

[x] E, .
T—=¢Xp ——— Equation A.2
[ 03] P( RTJ (Eq )
where [X] represents a general conformers concentration, E, is the activation energy for

the conformers, R is the gas constant at 8.32 J K™ mol™ and 7 is the temperature in K.
For [O3] itself we can then re-arrange equation A.1 to give:

[03]= Cn

E
1+ ) exp| ——*-
)2 "p( RT)

X+#03

(Equation A.3)

The denominator here is the partition function for the system of conformers defined as:

Z= Z exp(— 54"—) (Equation A.4)

X

Then any conformation concentration can be estimated using:

C E, .
Xz =~ =X Equation A.5
1= Crene{ - 2 (Bquation A.5)

A similar procedure can be used for the pyruvate esters so that the calculated energies
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can be used to estimate the equilibrium concentration of both the modifier and reactant.

Then we can work out the relative concentrations of the intermediate dimers based on

reaction schemes between the modifier and adsorbate i.e.
X + EtPy ---> X_.EtPy

Ko [x...EtPy]
[X][EzPy]

K is related to the complexation energies for each dimer since:

AG = —RT In(K)
So
K =exp (— %)
and

AG
[x..Etpy]=[X] [Eth]exp(—- E)

(Equation A.6)

(Equation A.7)

(Equation A.8)

(Equation A.9)

(Equation A.10)

To use this formula we make the assumption that the interaction energy is the

determining factor in the free energy differences between alternative complexes.
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CASTEP US-PPs: Appendix B

The following LDA derived Vanderbilt US-PPs were employed in the CASTEP
surface adsorbate calculations for comparison tests with VASP in this thesis. The PPs
are obtained from the Cerius’ 4.6 resource library and are distributed by Accelrys, refer
to http://www.accelrys.com/cerius2/castep.html for details. PPs for Pd and O were
obtained from the same source. Note that only the information regarding the parameters
used for the generation of the PPs and the tests performed to verify them are supplied
here. For the actual output of the calculations refer to the relevant PP files.

The US-PPs are generated using the method as specified in article: D. Vanderbilt,
Phys. Rev. B, 41, 7892, (1990).
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B.1. Pt US-PP

START COMMENT

180 COARSE
220 MEDIUM
250 FINE

Ultrasoft potential generated using the setting
suggested by Prof. Lee group (mhl 01).

| pseudopotential report: version 7.2.1 date 4-22-1998 |

all electron calculation used koelling-harmon equation
************logarithmic mesh************

I Pt ceperley—-alder exchange-corr |
| =z = 78. zv = 10. exfact = .00000 |
| etot = -52.44998 |
|  index orbital occupation energy |
| 1 520 9.00 -.47 |
| 2 600 1.00 -.44 |
| keyps = 3 ifpcor = 0 |
| rinner = 1.00 for L= 1 |
| rinner = 1.00 for L= 2 |
| rinner = 1.00 for L= 3 |
| rinner = 1.00 for L= 4 |
| rinner = 1.00 for L= 5 |
| new generation scheme: [
| nbeta = 3 kkbeta = 683 rcloc = 2.3000

| ibeta 1 epsilon rcut |
| 1 0 -.44 2.40 I
| 2 2 -.47 2.40 |
| 3 2 .00 2.40 I
| 1lloc =1 eloc = .000 |
| ifgopt = 3 ngf =8 qgtryc = 9.000 |
| !
! I

Convergence test

Pt2 dimer, orthorombic cell, a=6.05, b=5.95, c=6.00 Angstrom, LDA

Fractional coordinates:
(0.67749 0.75362 0.70509) and (0.47954 0.42286 0.46157)

Ecut Etot dE Force on atom 1

(eV) (eV) (eV/atom) (eV/A)
180 (COARSE) -1429.586 1.301 ~1.37210 -=-1.79124 -1.66906
220 (MEDIUM) -1432.071 0.059 -1.47510 -1.91270 -1.66469
250 (FINE) -1432.158 0.015 -1.42610 -1.89596 -1.69043
280 (PRECISE)-1432.180 0.004 -1.42941 -1.92295 -1.66215
320 -1432.183 0.003 -1.42366 -1.91638 -1.66030
400 -1432.184 0.002 -1.43051 -1.91724 -1.68449
450 -1432.186 0.001 -1.42893 -1.91642 -1.68151
800 -1432.188 -1.42924 -1.91723 -1.68369

Validation test
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#1 Pt metal, exp. lattice constant a=3.9239, CASTEP gives
(GGA, PRECISE cutoff) 3.971 (+1.2%).

#2 PtS (SG 131), exp. lattice constants a=3.48, c=6.11,
CASTEP gives (GGA, FINE cutoff) 3.515 (+1.0%) and 6.120 (+0.2%).

END COMMENT

B.2. C US-PP

START COMMENT

200 COARSE
240 MEDIUM
280 FINE

Ultrasoft potential generated using the setting suggested by
Prof. Lee's group (crhsing).

| pseudopotential report: version 7.2.1 date 4-22-1998 |

all electron calculation used koelling-harmon equation
************logarithmic mesh************

| C ceperley-alder exchange-corr |
|z = 6. zZv = 4. exfact = .00000 |
| etot = -10.68750 |
|  index orbital occupation energy !
| 1 200 2.00 -1.00 I
| 2 210 2.00 -.40 |
|  keyps = 3 ifpcor = 0 |
| rinner = 1.25 for L= 1 |
| rinner = 1.25 for L= 2 |
{ rinner = 1.25 for L= 3 |
| new generation scheme: [
} nbeta = 4 kkbeta = 4091 rcloc = 1.4000

| ibeta 1 epsilon rcut |
| 1 0 -1.00 1.40 I
| 2 0 .50 1.40 |
| 3 1 -.40 1.40 |
| 4 1 .50 1.40 I
| 1lloc = 2 eloc = .000 |
| ifgopt = 3 ngf =8 gtryc = 10.000 !
I |
I I

Convergence test

C2 dimer, orthorombic cell, a=6.05, b=5.95, c=6.00 Angstrom

Fractional coordinates:
(0.64976 0.66268 0.65618) and (0.50726 0.51379 0.51048)

Ecut Etot dE Force on atom 1
(eV) (eV) (eV/atom) (eV/A)
200 (COARSE) -297.888 0.672 ~-3.32704 -3.41086 -3.46849
240 (MEDIUM) -298.877 0.178 ~3.59403 -3.69566 -3.66421
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280 (FINE) -299.126 0.053 -3.72837 -3.82055 -3.78202
310 (PRECISE) -299.194 0.019 -3.76030 -3.86332 -3.81163
320 -299.206 0.012 -3.77009 -3.86986 -3.82002
400 -299.222 0.004 -3.78072 -3.88005 -3.82796
450 -299.223 0.004 -3.78155 -3.88078 -3.82871

800 -299.231 -3.78596 -3.88734 -3.83780

#1 Diamond, exp. lattice constant a=3.556, CASTEP with GGA
(PRECISE cutoff) gives 3.539 (-0.5%)

#2 WC, exp. lattice constants a=2.906, c=2.837, CASTEP with GGA
(PRECISE cutoff) gives 2.949 (+1.5%) and 2.873 (+1.3%)

#3 Graphite, exp. lattice constants a=2.46, c=6.8, CASTEP with GGA
(PRECISE cutoff) gives 2.439 (-0.9%) and 7.109 (+4.5%)

#4 CO molecule, exp. bond length 1.1238, CASTEP with GGA
(PRECISE cutoff) gives 1.1440 (+1.7%)

#5 UC2 (SG 87), exp. a=3.517, c=5.987, CASTEP (GGA, PRECISE)
gives 3.524 (+0.2%) and 5.946 (-0.7%)

END COMMENT

B.3. H US-PP

START COMMENT

140 COARSE
180 MEDIUM
230 FINE

| pseudopotential report: version 7.3.2 date 5- 5-1999 |

all electron calculation used koelling-harmon equation
************logarithmic mesh************

| H ceperley-alder exchange-corr |

| z = 1. zZvV = 1. exfact = 0.00000 |

| etot = -0.89175 |

| index orbital occupation energy |

| 1 100 1.00 -0.47 |

| keyps = 3 ifpcor = 0 |

| rinner = 0.60 for L= 1 |

| new generation scheme: |

| nbeta = 2 kkbeta = 353 rcloc = 0.8000

i ibeta 1 epsilon rcut |

| 1 0 -0.47 0.80

| 2 0 0.50 0.80

I 1lloc =1 eloc = 0.000

| ifgopt = 3 ngf = 6 (gtryc = 9.000 |
|

! |

Convergence test

H2 dimer, orthorombic cell, a=6.05, b=5.95, c=6.00 Angstrom
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Fractional coordinates:
(0.612294 0.622585 0.617397) and (0.544730 0.553885 0.549270)

Ecut Etot dE Force on atom 1

(eV) (eV) (eV/atom) (eV/A)
140 -30.183 0.342 1.87436 1.83226 1.85254
180 -30.603 0.132 1.39777 1.37852 1.38307
220 -30.750 0.058 1.360606 1.35873 1.37392
240 -30.800 0.034 1.36988 1.37669 1.37374
250 -30.810 0.029 1.38434 1.38151 1.38312
280 -30.845 0.011 1.40685 1.40778 1.40663
300 -30.850 0.008 1.41075 1.41136 1.41158
340 -30.859 0.004 1.43175 1.43275 1.43090
600 -30.867 1.43939 1.43735 1.43892

$#1 H2 dimer, exp. bond length 0.7414, CASTEP (GGA, PRECISE)
gives 0.7517 (+1.4%)

END COMMENT
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In this work the VASP surface calculations were conducted using novel GGA

generated PAW-PPs. The PPs were obtained from the file server:
http://cms.mpi.univie.ac.at:"vasp/pot_ GGA/potcar.date.tar

Further information can be obtained by referring to section 11.2 in the VASP manual,

which can be retrieved from: http://cms.mpi.univie.ac.at/VASP/.

Listed over leaf are the relevant details about the parameters used to generate the
atom PPs for Pt, C and H, the actual output of the calculations are not specified but can
be found appended after the information provided here in the corresponding files. The
additional PPs for Pd and O used in this work were also obtained from the same source.

The PAW-PPs are generated using the method specified in the following articles: G.
Kresse and D. Joubert, Phys. Rev. B, 59, 1758, (1999) and P. E. Blochl, Phys. Rev. B,
50, 17953, (1994).
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C.1. Pt PAW-PP

START COMMENT

10.0000000000000000
parameters from PSCTR are:
VRHFIN =Pt: s1d9

LEXCH = 91

EATOM = 730.0441 ev, 53.6567 Ry

TITEL = PAW Pt

LULTRA = F use ultrasoft PP ?

IUNSCR = 1 unscreen: 0-1lin l-nonlin 2-no

RPACOR = 2.330 partial core radius

POMASS = 195.080; ZVAL = 10.000 mass and valenz

RCORE = 2.500 outmost cutoff radius

RWIGS = 2.750; RWIGS = 1.455 wigner-seitz radius (au A)
ENMAX = 230.277; ENMIN = 172.708 eV

RCLOC = 1.896 cutoff for local pot

LCOR = T correct aug charges

LPAW = T paw PP

EAUG = 358.966

DEXC = -.016

RMAX = 3.038 core radius for proj-oper

RAUG = 1.300 factor for augmentation sphere

RDEP = 2.590 core radius for depl-charge

QCuT = -4.114; QGAM = 8.228 optimization parameters

END COMMENT

C.2. C PAW-PP

START COMMENT

4.00000000000000000
parameters from PSCTR are:
VRHFIN =C: s2p2

LEXCH = 91

EATOM = 147.4688 eV, 10.8386 Ry

TITEL = PAW C

LULTRA = F use ultrasoft PP ?

IUNSCR = 0 unscreen: 0-1lin l-nonlin 2-no
RPACOR = .000 partial core radius

POMASS = 12.011; zVAL = 4.000 mass and valenz
RCORE = 1.500 outmost cutoff radius

RWIGS = 1.630; RWIGS = .863 wigner-seitz radius (au A)
ENMAX = 400.000; ENMIN = 300.000 eV

ICORE = 2 local potential

LCOR = T correct aug charges

LPAW = T paw PP

EAUG = 644.873

DEXC = .000

RMAX = 2.266 core radius for proj-oper

RAUG = 1.300 factor for augmentation sphere
RDEP = 1.501 radius for radial grids

RDEPT = 1.300 core radius for aug-charge

263



VASP PAW-PPs: Appendix C

QCUT -5.516; QGAM = 11.033 optimization parameters

END COMMENT

C.3. HPAW-PP

START COMMENT

1.00000000000000000
parameters from PSCTR are:
VRHFIN =H: ultrasoft test

LEXCH = 91

EATOM = 12.5313 eV, .9210 Ry

TITEL = PAW H

LULTRA = F use ultrasoft PP ?

IUNSCR = 0 unscreen: 0-lin l-nonlin 2-no

RPACOR = .000 partial core radius

POMASS = 1.000; ZVAL = 1.000 mass and valenz

RCORE = 1.100 outmost cutoff radius

RWIGS = .700; RWIGS = .370 wigner-seitz radius (au A)
ENMAX = 250.000; ENMIN = 200.000 eV

RCLOC = .701 cutoff for local pot

LCOR = T correct aug charges

LPAW = T paw PP

EAUG = 400.000

RMAX = 2.174 core radius for proj-oper

RAUG = 1.200 factor for augmentation sphere

RDEP = 1.112 core radius for depl-charge

QCUT = -5.749; QGAM = 11.498 optimization parameters

END COMMENT
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