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P h y sic a l  a n d  Nu m e r ic a l  M o d e ll in g  o f  3-D F low  a n d  M ixing  Pr o c esses

in  C o n t a c t  Ta n k s

William Bonino Rauen

ABSTRACT

The flow pattern in contact tanks (CTs) can exhibit complex hydrodynamic and mixing 
processes, typically with the occurrence of recirculating flow and dead zones, shear and 
wall generated turbulence, as well as regions with relatively low horizontal velocities 
and others with fairly high vertical accelerations. The characterisation of these 
phenomena is of paramount importance for an integrative understanding of their effects 
on the performance of CTs, demanding the use of sophisticated investigative 
techniques, such as the direct assessment of the velocity field and use of appropriate and 
refined numerical schemes. Nonetheless, thorough comparisons of the performance of 
CTs against the predictions of complex three-dimensional (3-D) numerical 
hydrodynamic and solute transport models have yet to be reported.

A physical and numerical investigation of the 3-D hydrodynamic and mixing processes 
in contact tanks was undertaken in this study. Physical experimentation has been 
carried out for various configurations of a prototype CT, providing data for the 
validation of numerical model results. These included velocity measurements with an 
Acoustic Doppler Velocimeter, as well as assessments of solute transport processes by 
using tracer techniques. A 3-D Computational Fluid Dynamics model has been 
developed, based on the finite volumes method and using a low Reynolds number k-s 
turbulence model, in addition to a depth-averaged eddy viscosity approach. The 
Reynolds-averaged Navier-Stokes equations have been discretised using the SIMPLER 
algorithm and solved in a line-by-line fashion for a non-uniform mesh configuration. 
The parameter C^ for the k-s model has been calculated as a function of local turbulence 
quantities.

A sensitivity analysis of the predicted results has been undertaken for the variation of 
the Schmidt number and type of turbulence model. The numerical model predictions 
have been validated against analytical and empirical results for benchmark flow 
problems, as well as for hydrodynamic and solute transport data from various prototype 
CTs. An encouraging agreement has been observed between the data and 
corresponding numerical model predictions.

Keywords: Computational Fluid Dynamics, Numerical Modelling, Physical Modelling, 
Contact Tanks, Hydrodynamics, Hydraulic Efficiency, Solute Transport, 
Mixing Processes, Finite Volume Method, Acoustic Doppler Velocimetry, 
Tracer Techniques
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Chapter 1

Introduction



1. Introduction

Access to safe potable water has become an issue of major worldwide concern, even 

though the average demand for water per inhabitant does not appear to have changed 

significantly in recorded history. For instance, the daily average per capita consumption 

of water reported for the city of Rome in AD 97 was 144 litres (Droste, 1997), while for 

present day consumption the estimated worldwide figure is around 250 litres/person/day 

for urban areas (WHO/UNICEF, 2000). The average per capita demand in rural areas is 

generally lower, however, by 2007 more than 50% of the world’s population will be 

living in urban areas, much of which will be in developing countries (UN, 1997). Due 

mainly to population growth, pollution, climate change and political inertia, in 2025 two 

thirds of the world’s population could be living in water scarce areas, while by 2050 an 

estimated 7 billion people in 60 countries at worst could face water scarcity, and at best 

2 billion people in 48 countries (UNESCO, 2003).

In the past, good quality water was generally available to meet demand with minimal 

treatment being required. However, since mainly the second half of the 20th century an 

unprecedented increase in water consumption levels has necessitated considerable 

advancements to be made in the treatment process of water for consumption (Binnie et 

al., 2002).

Worldwide, the standards for drinking water can differ substantially, with the quality 

of supply water ranging from a wholesome level directed by strict regulations in

2



developed countries, to only meeting the basic international guidelines (WHO, 2004) in 

less-developed communities.

Likewise, the requirements for drinking water treatment processes vary depending 

upon the characteristics of the raw water. Among the impurities commonly found in 

raw water are pathogenic micro-organisms, which are potentially transmitters of 

waterborne diseases. The inactivation of such agents in the water destined for human 

consumption is known as disinfection, and is generally a key stage of every water 

treatment process (Gray, 1999).

The disinfection of drinking water generally takes place in contact tanks. Contact 

tanks (CTs) are typically rectangular basins where baffles can be introduced in order to 

increase the length-to-width ratio of flow, for which a channel or pipe is used as the 

inlet device and an overflow weir is installed at the outlet. A typical contact tank can 

vary considerably in size, from a relatively small unit such as the 16m x 7.5m x 4.8m 

Embsay Contact Tank (Teixeira, 1993) for a small community, to much larger units 

such as the 91m x 46m x 2.5m Elan Contact Tank (Thayanithy, 1984) to attend a larger 

population. According to the current British Standard on disinfection, the objective of a 

contact tank is “to maintain the microorganisms in the effluent stream in intimate 

contact with the disinfecting chemical for the required period” (BSI, 2003). Typical 

contact times of 15min or more generally give sufficient time for the inactivation of 

micro-organisms to take place in a contact tank.
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As shown by White (1998), “historically chlorine has been the world’s most used 

disinfectant”. Chlorination of drinking waters has become a worldwide practice, since 

shortly after the chemical was first used as a germicide in the 19th century. In spite of 

the discovery in the 1970s of health hazardous chlorination by-products (CBP), other 

technologies have been developed and applied for disinfection purposes, such as 

ozonation, ultraviolet radiation and ultrasonics, but these technologies have not 

generally replaced “chlorine’s near universal use” (White, 1998), either as the sole 

disinfectant in a water treatment plant or in conjunction with other technologies. It is 

generally accepted that the advantageous use of chlorination greatly surpasses the risks 

to health associated with the CBP formation (WHO, 2004) and, thus, the chlorine 

contact tank is, according to White (1998), “an integral part of the water treatment 

process”.

Reactions between chlorine compounds and microorganisms are very complex and 

time-dependent (White, 1998). Thus, it is of paramount importance to optimise the 

hydraulic behaviour of CTs, aiming to (Teixeira, 1993): i) maximise the level of 

microbial inactivation, i.e. maximise the disinfection efficiency; ii) minimise 

operational costs, e.g. with reagents; and iii) minimise the formation of CBP. The ideal 

performance of CTs is regarded as being achieved when all of the molecules passing 

through the tank have near equal residence times, for an idealised flow pattern known as 

plug flow.

With regard to the design of CTs, the British Standard advises: “A disinfection 

contact tank should be designed to avoid short circuiting and should be as near to a plug

4



flow system as is practicable. It will normally be a pipeline or a serpentine chamber” 

(BSI, 2003).

Therefore, the hydraulic optimisation of CTs requires mitigating the occurrence of 

short circuiting (and mixing) in the flow chamber, so that the flow pattern tends towards 

plug flow and the tank’s hydraulic efficiency is optimised. As pointed out by Teixeira 

(1993), the hydraulic efficiency is “a measure of the degree of similarity between the 

characteristics of the actual and ideal flow for a given unit”. The CT geometry, inlet 

and outlet configuration, and the use and location of baffles and diffusers have all been 

shown to play a key role in the establishment of the actual flow structure and patterns 

within contact tanks.

In connection with the hydraulic efficiency of CTs, Teixeira (1993) comments on 

important insights that have been achieved with the use of tracer techniques in “black 

box” assessments of CTs. However, more sophisticated investigative techniques have 

been required in order to allow detailed assessments of the flow through characteristics 

in CTs to be undertaken. Such techniques can involve direct velocity field 

measurements, -  e.g. by using laser or acoustic anemometry, and/or by the use of 

numerical models of the hydrodynamic and mixing processes in CTs. Nonetheless, the 

availability of reliable hydrodynamic data for use in the verification of obtained 

numerical model predictions is limited and, hence, thorough comparisons of the 

performance of CTs against the predictions of complex three-dimensional (3-D) 

numerical hydrodynamic models have yet to be reported.
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In connection with this lack of application of complex 3-D numerical models to the 

design of CTs, it is known that the relatively high vertical accelerations normally 

occurring in such flows generally require the numerical model to be non-hydrostatic in 

nature, i.e. based on solving the full 3-D governing equations, in order to allow for a 

hydrodynamic pressure distribution. Furthermore, peculiarities of the flow in CTs, such 

as the reported occurrence of recirculating flow and dead zones, shear and wall 

generated turbulence, as well as regions with relatively low flow velocities (Teixeira, 

1993) demand the use of appropriate and refined numerical schemes.

It was in this context that the main aims of this research study were defined as being: 

i) to improve our understanding of the hydrodynamic and mixing processes in CTs with 

complex 3-D flow structures, and using both physical and numerical modelling 

techniques to analyse these systems; and ii) to develop and test a new, purpose built, 

fully 3-D numerical model capable of simulating flows in CTs with the characteristics 

described above, i.e. where the flow regimes span from laminar to transitional and fully 

rough turbulent flow regimes.

The thesis comprises nine chapters, including this Introduction. In Chapter 2 the 

literature review encompasses recent advancements in hydraulic and numerical 

modelling studies of CTs, as well as aspects related to the physical and numerical 

modelling of contact tanks. In Chapter 3 the experimentation methods and materials 

used in this study are described. An outline of the mathematical model used to describe 

the hydrodynamic and solute transport processes in CTs is made in Chapter 4, while the 

numerical model development is explained in Chapter 5. The physical experimentation
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results are presented and discussed in Chapter 6 and in Chapter 7 the numerical model is 

validated using analytical and empirical results from benchmark flow problems. The 

application and testing of the numerical model to simulate flow conditions in CTs, with 

2-D and 3-D flow models, is discussed in Chapter 8. The main conclusions of this 

study and recommendations for further research are given in Chapter 9.
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Chapter 2

Literature Review



2.1.  In t r o d u c t io n

The literature review included herein provided the basis for the development of this 

study. Recent research advances in physical experimentation techniques and numerical 

modelling predictions of processes in Contact Tanks (CTs) are outlined in sections 2.2 

and 2.3 respectively. In section 2.4 details are given of the acquisition of velocity and 

tracer concentration data. Numerical modelling developments are then discussed further 

in section 2.5.

2 .2 . A d v a n c e m e n t s  in  p h y s ic a l  e x p e r im e n t a t io n  o f h y d r o d y n a m ic

AND SOLUTE TRANSPORT PROCESSES IN CONTACT TANKS

Teixeira (1993) undertook a state-of-the-art review of the main CT research 

advancements thus achieved, reporting on a number of investigations that had been 

carried out mainly using tracer-based assessments of the hydraulic efficiency of CTs 

(Louie and Fohrman, 1968; Sawyer and King, 1969; Marske and Boyle, 1973; 

Kothandaraman et al., 1973; Hart et al., 1975; McNaughton and Gregory, 1977; Trussell 

and Chao, 1977; Hart and Gupta, 1978; Hart, 1979a; Hart, 1979b; Hart and Vogiatzis, 

1982; Sepp, 1981; Thayanithy, 1984; Falconer and Tebbutt, 1986). In some of these 

studies the improvements in hydraulic efficiency achieved for the tanks have been 

linked to predictions of the disinfection efficiency for the respective CT (Trussell and 

Chao, 1977; Hart, 1979a; Sepp, 1981; Hart and Vogiatzis, 1982) by using either batch 

reaction models, such as the Chick-Watson model (Gytirek and Finch, 1998), or 

hydrodynamic-kinetic models of chemical reaction engineering (Danckwerts, 1953; 

Wehner and Wilhelm, 1956; Levenspiel, 1999).
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Past studies focused mainly on the influence of a number of geometrical features on the 

hydraulic performance of CTs. The most important effects were recorded for factors 

such as the length-to-width ratio of the flow, the inlet configuration and the use of guide 

vanes and diffusion walls in the contact tanks. Semi-empirical relationships have been 

developed to aid the design of CTs based on one or a few parameters (Marske and 

Boyle, 1973; Trussell and Chao, 1977), however, none of these relationships are general 

enough to include all of the most influential aspects. Further insight in this area has 

demanded the application of more sophisticated assessment and analysis techniques.

Teixeira carried out direct measurements of the 3-D turbulent flow field in a prototype 

CT using Laser Doppler Anemometry (LDA), as well as using the conventional 

approach of hydraulic assessment based on fluorescent tracer techniques (Teixeira, 

1993; Shiono and Teixeira, 2000). The unit investigated by Teixeira was a 1:8 prototype 

of the Embsay Contact Tank operated by Yorkshire Water, and had 8 compartments 

with an open channel at the inlet.

The LDA characterisation carried out indicated that the mean flow field in the tank had 

a strongly 3-D character in the first three compartments, in which relatively large 

regions were occupied by reversing flow structures (Teixeira, 1993). Furthermore, an 

inlet weir located just upstream of the inlet section to the tank was shown to cause 

relatively high levels of shear-generated turbulence in Compartments 1 and 2 of the 

tank.
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An assessment of the vertical distribution of the resultant velocities measured in several 

compartments indicated that the mean flow could be regarded as vertically uniform 

from Compartment 5 up to the mid-length of Compartment 8. In the second half of this 

final compartment a 3-D flow field was established due to the outlet weir effects.

Teixeira also investigated aspects related to the magnitude of the reversing flow due to 

the 3-D effects in Compartments 1 and 2, as well as the flow’s mixing characteristics. 

The author concluded that the inlet design was the main responsible factor for the 

departure of the flow pattern from plug flow (Teixeira, 1993). In addition, Teixeira 

found that for the same value of the length-to-width ratio it the longitudinal baffling 

tended to provide a higher hydraulic efficiency than cross-baffling for that particular 

tank. This conclusion corresponded to the outcome of a similar investigation carried out 

by Marske and Boyle (1973).

Stevenson (1995) and Johnson et al. (1998) applied hydrodynamic-kinetic models to 

estimate the influence of the dispersion number on the disinfection efficiency of a 

number of CT configurations. Both studies showed that improving the hydraulic 

performance of a CT beyond a certain level did not significantly increase its overall 

disinfection efficiency, which indicated that hydraulic optimisation must be considered 

together with process performance. Trussell and Chao (1977) had derived a similar 

conclusion, introducing the concept of a “rational design procedure”.

Johnson et al. (1998) suggested that the most cost-effective value for the dispersion 

number was d = 0.02, which was twice the optimal value recommended by Trussell and
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Chao. According to Trussell and Chao, the estimated gain in terms of the disinfection 

efficiency when the dispersion number varied from 0.01 to 0.001 was only 5-6%, while 

varying the value from 0.1 to 0.01 increased the disinfection by approximately 60%.

Siqueira (1998) and Teixeira and Siqueira (2005) investigated the statistical 

representativeness of a number of hydraulic efficiency indicators (HEI) found in the 

literature. Siqueira conducted tracer experiments with model water treatment tanks that 

provided flow patterns ranging from close to completely mixed flow to tending towards 

plug flow. Amongst the HEI parameters evaluated, the most suitable short-circuiting 

and mixing indicators for use in the interpretation of tracer experiments were 0io and a 2 

respectively. The most important feature of the HEI parameters recommended by 

Siqueira was the fact that their formulations were based on the whole retention time 

distribution (RTD) curve or, at least, on a considerable section of it. The use of 

parameters defined based on only one point of the RTD curve was not encouraged as it 

might induce misleading conclusions due to a relatively low reproducibility (Teixeira 

and Siqueira, 2005).

However, it has been suggested that the parameter that indicates the start of the tracer 

passage through a monitoring section, i.e. 0i, could also be used in situations when 

quick estimates of the advective effects of the flow are required (Siqueira, 1998). 

Furthermore, for situations of relatively low mixing levels, i.e. flow patterns tending to 

plug flow, the author recommended the analysis to be mainly based on the Morrill index 

(Mo) to evaluate the mixing levels, since in such situations o2 is reportedly prone to a 

relatively high variability (Teixeira and Siqueira, 2005).
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Rauen (2001) investigated the effects of scale and experimentation flow rate on the 

dynamic similitude and estimated disinfection efficiency of undistorted model contact 

tanks. Fluorescent and saline tracer techniques were deployed, with the analyses being 

based on the obtained RTD curves and HEI results. A new deviation parameter was 

proposed for use in the comparative analyses of RTD curves, namely the percentile area 

deviation (PAD) coefficient. Based on the analyses carried out by Rauen it was found 

that, for an assessed flow pattern with a relatively high mixing level, i.e. tending to 

completely mixed, then scale effects were negligible for the range adopted in the study. 

On the other hand, for plug flow units the short-circuiting and mixing levels tended to 

increase as the scale factor was increased above 1:16, with the next ratios used being 

1:24 and 1:50 respectively. The variation of the experimentation flow rate promoted by 

Rauen was within the range 50% to 150% of the respective Froudian value for the tanks 

(Hart and Gupta, 1978; Kawamura, 1991). No significant influence was detected on the 

short-circuiting and mixing levels in the model tanks due to such a variation.

In the following section the recent progress achieved on the numerical modelling of 

hydrodynamic and solute transport processes in CTs, as reported in the literature is 

discussed.

2 .3 . A d v a n c e m e n t s  in  n u m e r ic a l  m o d e l l in g  o f  h y d r o d y n a m ic  a n d

SOLUTE TRANSPORT PROCESSES IN CONTACT TANKS

Teixeira (1993) reported on a few published studies dealing with the numerical 

modelling of hydrodynamic and solute transport processes in a prototype CT (Falconer 

and Liu, 1987; Falconer and Liu, 1988). Other studies had previously adopted a
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mathematical (theoretical) approach to predict the outlet tracer concentration 

distribution for a field scale CT (Hart and Vogiatzis, 1982) and for Falconer and Liu’s 

tank (Falconer and Tebbutt, 1986). The scope of these numerical and theoretical 

investigations was two-dimensional depth-integrated (2-DH) and one-dimensional (1-D) 

respectively.

Wang (1995) developed a 2-DH numerical model named CONTANK, which was aimed 

at simulating the hydrodynamic, solute transport and disinfection processes in CTs. The 

influence of various turbulence models and advection-diffusion schemes was evaluated, 

with the results being compared with data from Teixeira (1993). The discretisation of 

the governing equations was performed using finite differences, while the Alternating 

Direction Implicit (ADI) method was used in solving systems of discretised equations.

Among the findings of Wang’s study was that a horizontal recirculation zone measured 

in the prototype tank could only be well predicted by the numerical model with the use 

of the k-e turbulence model, where other options tested included the mixing length 

model and a large-eddy simulation (LES) model. However, it has been reported that the 

use of the k-s model caused an underestimation of average cross-sectional velocities, 

possibly due to an overestimation of the turbulent shear stress terms (Wang and 

Falconer, 1998a). On the other hand, the two other turbulence models gave satisfactory 

predictions of the advective effects, although failing to represent turbulent mixing. In 

this context, Wang and Falconer (1998b) referred to the importance of using correct 

tools for simulating specific physical phenomena to avoid misleading conclusions,
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recommending the development of sufficiently accurate models capable of predicting 

both the turbulent flow structure and the averaged flow properties.

In order to evaluate the effectiveness of higher-order difference schemes in representing 

the advective acceleration and its effect on solute transport processes, Wang (1995) 

tested the Quadratic Upstream Interpolation for Convective Kinematics (QUICK) 

algorithm and a third-order upwind scheme and compared the results with those 

obtained using a first-order upwind scheme. It was found overall that the advective 

effects were satisfactorily represented when the latter scheme was used, although the 

third-order scheme provided better discretisation of the advective terms. Discussions on 

these aspects were based on comparisons with RTD curves obtained experimentally by 

Teixeira (1993) for various cross-sections of the simulated CT.

Recommendations made*by Wang (1995) included the development of 3-D numerical 

models, equipped with higher-order turbulence models, capable of performing 

accurately the hydrodynamic simulations, and widening the possibilities of application 

to more complex regions of CTs with pronounced 3-D flow.

Falconer and Ismail (1997) used a 2-DH numerical scheme similar to the model used by 

Falconer and Liu (1988). The Crank-Nicholson finite-difference scheme and the ADI 

method were deployed. The 2-DH advection-diffusion equation was discretised using 

the QUICK scheme in a semi-time-centred implicit version, with a substitution for the 

traditional central-difference scheme being based on linear interpolation. A zero- 

equation turbulence model, based on the assumption of bed-generated turbulence being
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dominant was adopted for computational simplicity. Falconer and Ismail implemented 

the numerical model to simulate the prototype CT studied by Teixeira (1993). The 

numerical model results were in good agreement with the RTD curves for the region of 

2-D flow of the CT. However, in compartments 1, 2 and 3 the results did not match the 

data that well, due to the inability of 2-DH models to represent vertical circulation 

patterns.

Three-dimensional computational fluid dynamics (CFD) techniques were reportedly 

applied in the modelling of field-scale CTs and reservoirs by Grayman et al. (1996), 

Hannoun and Boulos (1997) and Hannoun et al. (1998). A finite difference method and 

the standard k-s model were used, while hydraulic efficiency assessments were 

essentially based on the short circuiting indicator 0io. However, despite the inclusion of 

some empirical data in the studies, no comparisons with such data were carried out to 

verify the numerical model predictions, either for the hydrodynamic or the solute 

transport results.

Stamou (2002) deployed a commercial CFD model to investigate the effects of 

geometrical modifications on the hydraulic characteristics of a field-scale CT. A 3-D 

finite volume numerical approach, also based on the SIMPLE algorithm with the 

standard k-s model was used. Although both the hydrodynamic and solute transport 

numerical predictions were shown, once again comparisons with empirical data were 

made only for the tracer curves. The level of agreement obtained between the numerical 

model and measured results was regarded as satisfactory in a comparison involving the 

respective RTD curves. This occurred in spite of the fact that the peak tracer
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concentration level was underestimated in the numerical model predictions, and that the 

predicted mixing levels were generally underestimated by the numerical model 

(Stamou, 2002). After carrying out numerical model simulations with four distinct 

baffling setups for the tank, a comparative analysis of the numerically computed tracer 

results indicated the configuration with the highest hydraulic efficiency amongst the 

evaluated setups. Stamou’s study exemplified the usefulness of modem CFD models as 

a design tool for the optimisation of existing CTs with complex 3-D flow patterns.

Peplinski and Ducoste (2002) made use of a statistical analysis to investigate the 

sensitivity of the results of a CFD model based on the SIMPLE finite volume method 

for uncertain input parameters. The authors investigated the influence of a number of 

modelling variants on the predicted results of RTD curves, including: i) type of 

turbulence model; ii) value of the turbulent Schmidt number; iii) wall roughness height; 

iv) inflow value of the turbulent kinetic energy; and v) inflow value of the turbulent 

length scale. It has been reported that the effluent RTD curve was mostly sensitive to 

the first two variants, regardless of the mixing levels in the simulated tank. On the other 

hand, uncertainties of the other variants assessed were found not to exert a significant 

impact on the predicted RTD results. The increase of a t reportedly induced a decrease in 

the short-circuiting and mixing levels in the simulations.

Teixeira et al. (2004) applied a 2-DH numerical model similar to the model of Falconer 

and Liu (1988) to simulate the hydrodynamic and solute transport processes of a model 

contact tank with 2-D flow. Very good agreement was reportedly achieved between 

measured RTD curves and their numerically predicted counterparts, after a sensitivity
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analysis was carried out that involved the longitudinal dispersion coefficient, lateral 

turbulent diffusion coefficient, bed roughness and flow rate. The first two parameters 

were included in the 2-DH numerical model in order to compensate for the integration 

of the governing equations over the depth and, as well as the bed roughness, these 

parameters normally require calibration. The flow rate adjustment was made due to the 

experimental uncertainty associated with this parameter.

Further numerical modelling aspects are included in section 2.5. The following section 

draws on details of the physical experimentation techniques deployed in measurements 

of mean velocities and tracer transport in CT.

2 .4 . P h y s ic a l  e x p e r im e n t a t io n  m e t h o d s

2.4.1 Acoustic Doppler velocimetry

Acoustic Doppler velocimetry is a relatively new technique for flow velocity 

measurement, with the first documented application dating back to 1994. Among its 

advantages in relation to Laser Doppler Anemometry (LDA) are its significant 

improvement in operational simplicity and versatility, at approximately a tenth of the 

cost (Lohrmann et al., 1994).

Generally an Acoustic Doppler Velocimeter (ADV) provides less temporal and spatial 

resolution than an LDA device, yet the two systems have been shown to have 

comparable accuracy (see Kraus et al., 1994; Lohrmann et al., 1995; Voulgaris and 

Trowbridge, 1998). ADV measurements of mean velocities were also verified in
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comparisons with electromagnetic current meter results (Lane et al., 1998) and 

measurements of a hot film velocimeter (Finelli et al., 1999).

The ADV technique was found to be able to characterise turbulent velocity fluctuations 

at frequencies up to the maximum sampling rate and has reportedly measured calibrated 

velocities to as low as 0.4mm/s (Lohrmann et al., 1994).

Another important advantage of the ADV approach is its robustness and the fact that it 

does not require re-calibration, as long as the acoustic receivers are not bent or 

damaged. Calibration is performed by the manufacturer, who supplies the instrument 

with a calibration file, unique to each probe. Checks can be made on a regular basis 

using software provided by the manufacturer in order to confirm the good working 

order of the instrument (Nortek-AS, 1997a).

2.4.1.1 Principle o f operation

The ADV principle of operation involves the emission of acoustic pulses via the central 

beam of the ADV probe at a known frequency, with these pulses propagating through 

the water and being reflected by suspended particulate matter. The echo is sampled by 

the receiver beams, so that the frequency shift caused by the movement of scatters -  the 

Doppler shift -  is measured. The flow velocity in each direction is then computed, 

proportionally to the frequency shift for the corresponding axis. A schematic 

representation of an ADV probe illustrating the emitted and reflected acoustic pulses is 

shown in Figure 2.1.
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The location in the water where the reflected pulse is sampled is known as the sampling 

volume. This region in the flow corresponds roughly to a cylinder, with a diameter and 

height of 6mm and 9mm respectively, and lying at approximately 50mm from the probe 

tip (Nortek-AS, 1997a).

Figure 2.1 Representation of a down-looking 5cm ADV probe, the sampling volume 

and acoustic pulses (from Nortek-AS, 2004)

2.4.1.2 Operational parameters

Important parameters involved in the operation of an ADV include: the velocity range, 

sampling rate, signal-to-noise ratio (SNR) and the correlation coefficient (COR).

According to the manufacturer, the velocity range should be set as small as possible, 

while considering the maximum velocity expected in the assessed flow field and 

following Table 2.1. Setting an unnecessarily high velocity range usually results in 

excessive noise in the data (Nortek-AS, 1997a).

The sampling rate (SR) is the frequency at which data are recorded by the ADV. The 

instrument operates at an internal frequency of 10MHz and averages the raw acoustic
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signals for a period defined as 1/SR. The standard range of sampling rate values for the 

Nortek-AS ADV is from 0.1 Hz to 25Hz.

Table 2.1 Values of ADV velocity ranges and corresponding maximum flow velocities 

for the down-looking 5cm probe

ADV velocity range Maximum 
horizontal velocity

Maximum 
vertical velocity

±3 cm/s ±30 cm/s ±10 cm/s
±10 cm/s ±60 cm/s ±15 cm/s
±30 cm/s ±120 cm/s ±30 cm/s

±100 cm/s ±300 cm/s ±75 cm/s
±250 cm/s ±360 cm/s ±90 cm/s

The SNR, given in dB, represents the strength of the received echo at each beam of the 

ADV probe. It is directly affected by the concentration of suspended scatters in the 

flow, hence a low SNR tends to be related to excessively noisy data. Therefore, the 

manufacturer recommends the use of seeding material when ADV assessments are 

carried out in clear water, in order to guarantee high SNR values. For a sampling rate of 

25Hz, Nortek-AS (1997a) recommended SNR values consistently above 15dB. 

McLelland and Nicholas (2000) recommended a minimum of 20dB for this parameter, 

in an analysis based on the dimensionless spectral width of the received signal.

The seeding material used is commercially known as Sphericel-110P8, a silicate powder 

of neutrally buoyant hollow spheres of approximately 10pm in diameter. A seeding 

level between 10 and 50g/m3 is suggested by Nortek-AS (1997a) to be maintained in 

water during measurements.
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The correlation coefficient (COR) can be interpreted as a data quality indicator, being 

an outcome of the Doppler velocity calculations. A COR value of 100% indicates low- 

noise, reliable velocity measurements, while a COR of 0% indicates that no coherent 

signal was detected. Low COR generally indicates the occurrence of at least one of the 

following: i) that the probe is out of the water; ii) low SNR; iii) that the ADV or some 

component in the ADV system may be experiencing problems; and/or iv) that the 

assessment is being carried out in a difficult measurement regime. Martin et al. (2002) 

recommend a minimum COR of 70% for turbulence measurements, while COR values 

of around 40% provided good quality data in measurements of mean velocities.

SonTek (2004) explain that in high turbulence zones the value of COR may be affected 

by the short-term variability of the velocity data. It is stated that turbulence induces 

particles not to maintain their relative position between successive acoustic pulses, and 

thus, decorrelation of the signal occurs. According to Martin et al. (2002), this does not 

necessarily mean low quality data, but that the ADV’s maximum sampling rate of 25Hz 

may be insufficient to resolve the turbulence in higher frequency flows.

2.4.1.3 Uncertainty and errors in AD V readings

An accuracy of ±1% is prescribed by the manufacturer for the ADV (Nortek-AS, 2004). 

This value includes the uncertainty involved in measurements of mean velocities, 

provided that the corresponding data series is averaged over a period long enough to 

allow the effects of noise to be cancelled out. As a general rule, the longer the time 

series then the less the results will be affected by noise.
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Voulgaris and Trowbridge (1998) showed that the errors involved in ADV 

measurements can be of three types: i) sampling errors, due to electronically induced 

noise; ii) Doppler noise; and iii) errors due to velocity shear within the sampling 

volume.

A technique that allowed the determination of sampling errors of an ADV system was 

used by Nikora and Goring (1998) and McLelland and Nicholas (2000), who carried out 

measurements in still water with ADV probes that were later used in flow 

measurements. A similar method was used by Lyn and Rodi (1990) in order to define 

the lower limit of resolution of LDA measurements.

The Doppler noise and the velocity shear error are both flow-induced errors, tending to 

increase the variance of time velocity series, as shown by Nikora and Goring (1998). 

These authors explained that the Doppler noise is caused by phase uncertainty of the 

reflected signal, while the velocity shear error is due to mean velocity gradients 

occurring within the sampling volume. However, these error sources do not tend to 

affect the mean value calculated from a velocity time series, since their effect is 

averaged out due to the random nature of the errors involved (McLelland and Nicholas,

2000).

Although the ADV errors can be estimated analytically for a single sampling volume, as 

shown by Voulgaris and Trowbridge (1998), their direct computation becomes 

impracticable when a large region having several measuring locations and different flow 

conditions, is analysed. Therefore, in cases when second or higher order moments are to
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be calculated from a measured velocity series, for instance to extract turbulence 

parameters, Lane et al. (1998) recommended the use of a low-pass filtering procedure 

that purges artificial fluctuations from the original signal. The literature reports, 

however, on the use of unfiltered ADV turbulence measurements (Song and Chiew,

2001). Such a filtering procedure admittedly modifies the original signal (Roy et al.,

1997), but it allows a better visualisation of the lower frequency turbulent structure 

(Biron et al., 1995). Invariably, the choice of the filter has an effect on the computed 

turbulence intensity, but filtering does not tend to affect mean velocities.

2.4.2 Tracer techniques

Tracer techniques have successfully been incorporated as a tool for the hydraulic 

efficiency assessment of water and wastewater treatment tanks (Thirumurthi, 1969; 

Marske and Boyle, 1973; Thackston et al. 1987; Stamou and Adams, 1988). The 

acquisition of data from tracer studies can presently rely on real-time computerised 

monitoring, as well as automatic post-processing of results and the generation of 

normalised retention time distribution (RTD) curves and hydraulic efficiency indicators 

(HEI) (Teixeira et al., 2002).

Fluorescent dyes are probably the most common type of tracers used in CT 

investigations, especially rhodamine B and rhodamine WT. Fluorometers are normally 

used to measure and convert the fluorescence intensity of sample readings into tracer 

concentration. Generally, a fluorometer uses a photomultiplier to measure the amount of 

light emitted by the analysed sample at the emission wavelength for the fluorescent 

tracer used, after excitation by an internal light source (Turner Designs, 1998).
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2.4.2.1 Factors affecting fluorescence readings

Deaner (1973) assessed the influence of chlorine on rhodamine B and WT for use in 

CTs, concluding that fluorescence readings can be quenched at relatively high chlorine 

residuals (> 4.0mg/l), which are not normally found in the domestic water supply 

system (WHO, 2004). The reason given for this decay in fluorescence is that such 

tracers are organic in nature and are therefore prone to being oxidised by chlorine.

Smart and Laidlaw (1977) analysed a number of fluorescent tracers and recommended 

that special care be taken with factors such as background fluorescence, temperature, 

pH, salinity and the presence of chlorine; all of which may affect the detection of 

fluorescence and induce misleading results to a tracer experiment. Rhodamine dyes 

were found to be especially sensitive to temperature variations, where the fluorescence 

intensity varied inversely with temperature. Where significant temperature variations 

occur during a tracer test, or relative to the fluorometer calibration conditions, it is 

recommended that the sample readings should be submitted to a correction curve for 

adjustment of the results.

The effect of pH on the fluorescence of rhodamine B was shown by Smart and Laidlaw 

(1977) to be negligible in the pH range of 5.0 -  9.0. It was also stated that salinity 

effects were important, only when these tracers were used in estuarine and marine 

environments, or in brackish groundwater.

An apparent or real background fluorescence can be detected due to natural 

fluorescence or suspended sediments in water. In order to eliminate the effects of the
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former, the background level read at the start of an experiment should be deducted from 

all samples, so that only differences in fluorescence due to the injected tracer are 

effectively considered. For this reason, care should be taken in maintaining a constant 

background fluorescence throughout a tracer test.

Details of the tracer techniques deployed in this study, including the characteristics of 

the tracer and fluorometer used, experimentation methods and data acquisition and 

processing procedures are discussed in section 3.4.2.

2 .5 . A sp ec ts  o f  n u m e r ic a l  m e th o d s

2.5.1 Finite volume method

The finite volume method (FVM) can be regarded as a particular case of the method of 

weighted residuals, in which the weighting function assumes unity. It has also been 

referred to as “just a variant of the finite difference scheme” (Tannehill et al., 1997), not 

having even been mentioned by Abbott and Basco (1989) as a distinct numerical 

method. However, perhaps due to its most remarkable feature, i.e. being based on the 

macroscopic conservation laws of physics rather than on continuum mathematics 

concepts (Roache, 1998) it has received considerable attention in the past decade or so, 

making this method highly popular amongst computational fluid dynamiscists.

2.5.1.1 SIMPLER algorithm
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The SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) family of 

algorithms has a number of variants, such as the SIMPLER and SIMPLEC methods 

(Patankar and Spalding, 1972; Patankar, 1980; Patankar, 1981; van Doormaal and 

Raithby, 1984). A common feature of these methods is the way in which the flow 

equations are solved, i.e. by computing the velocity and pressure fields alternatively and 

iteratively, until convergence. An essentially similar method was developed by Issa 

(1985), which became known as the PISO (Pressure-Implicit with Splitting of 

Operators) method. These algorithms were compared by Jang et al. (1986), who 

concluded that the SIMPLER method tended to converge faster than its predecessor 

SIMPLE, and to be at least as fast as the other iterative methods evaluated. Jang et al. 

also reported favourably on the use of the SIMPLER method when a scalar variable is 

strongly coupled to the momentum equations, such as when the k-s turbulence model is 

used.

The SIMPLER algorithm, as well as any other modelling approach based on the FVM, 

applies the conservation principle for a quantity (J) (e. g. mass, momentum or solute 

concentration), for each non-overlapping control volume (CV) of a computational 

domain. The integrated differential equations then give discretised equations containing 

the value of <j) for a number of “neighbour” grid points. Once the integral conservation 

of the dependent variable has been satisfied for each CV, it is then also verified over the 

whole computational domain for any number of grid points (Patankar, 1980). This 

implies that even relatively coarse grids exhibit an exact integral balance of <|), although 

the correctness of each individual computed value at an internal point still depends on 

the mesh fineness.
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Adopting an iterative solution approach, as opposed to a direct method to solve the 

governing equations, has the disadvantage of potentially inducing low convergence 

ratios for computations with a relatively fine grid and for flows with a strong elliptic 

character, i.e. which have a relatively low Reynolds number (Kelkar and Patankar, 

1989). Furthermore, the propagation of information from the boundaries tends to be 

slower for iterative methods than for direct methods. However, iterative methods have 

the key advantage of requiring considerably less computer storage and time. This is 

especially so for non-linear 3-D problems, similar to those of interest in this study.

With respect to the computational time required to achieve a converged solution using 

SIMPLE or SIMPLER, Braaten and Patankar (1989) inferred that this parameter “varies 

almost quadratically” with the number of CVs that constitute a given computational 

domain. This is due to the fact that the cost per iteration and the required number of 

iterations are each directly proportional to the number of CVs in the domain. Hence, if 

mesh refinement is applied to a given situation in which the number of grid points 

increases by a factor of 2, then the required computational time for the finer mesh 

simulation will be approximately 4 times that of the coarser mesh simulation, for a 

similar convergence level.

2.5.2 Turbulence modelling

As discussed in section 2.3.2, a previous numerical investigation of the hydrodynamic 

and solute transport processes in a CT concluded in favour of the use of the standard k-s 

model to model the turbulence, rather than either a zero-equation model or a large eddy 

simulation (LES) model (Wang, 1995). Nonetheless, Revstedt et al. (1998) reported on
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a successful application of LES modelling to simulate a baffled stirred reactor, used in a 

chemical engineering plant, while Balaras and Benocci (1994) used the technique to 

predict complex wall bounded flows. Numerous other successful applications of LES 

models to fluid flow problems can be found in the literature. However, Rodi et al. 

(1997) inferred that “a great deal of research is required before it will be known how 

widely the (LES) method can be used”. For such reasons, in this review attention has 

been focused on aspects relating to the k-s model, as discussed below.

The k-s model is probably the most successfully applied and validated turbulence model 

for a wide range of hydraulic flow conditions, since the development of the standard 

version (Launder and Spalding, 1972; Launder and Spalding, 1974). One of the key 

strengths of the standard k-s model reportedly lies in the use of an empirical wall 

function approach to establish the boundary condition for the hydrodynamic equations 

(Versteeg and Malalasekera, 1995). By using such an approach the need for several 

extra grid points is avoided, as would otherwise be required to obtain an adequate 

resolution of the viscous sub-layer, thus resulting in a considerable economy of 

computer resources in numerical simulations (Rodi, 1993).

However, due to the assumption of isotropic eddy viscosity the standard k-s model is 

not able to represent stress-driven secondary motions, e.g. in square ducts (Wilcox, 

1998). Non-linear versions of the k-s model have thus been developed, such as the 

version due to Speziale (1987), which have proven to be able to account for such 

phenomena (Rokni et al., 1998).
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Furthermore, the standard k-e has been developed to simulate fully turbulent flows, i.e. 

where the viscous effects are deemed to be unimportant. In order to address flows with 

relatively low or intermediate levels of turbulence, as well as near wall flows, further 

variants of the k-s model have been developed, in which damping functions have been 

incorporated into the original version of the model in order to mimic the direct effect of 

molecular viscosity on the shear stress (Patel et al., 1985). These versions have become 

known as low Reynolds number k-s models.

The flow in contact tanks, and specifically in model and prototype units, often includes 

regions with relatively low velocities, as well as stagnant, recirculating flow regions 

(Teixeira, 1993). These flow fields can result in the occurrence of flow separation points 

and low turbulence regions, where the standard k-s model normally fails (Rodi, 1993). 

It would therefore be appropriate to evaluate the applicability of low Reynolds number 

k-s models in numerically simulating the hydrodynamic processes in CTs, as well as its 

effect on the corresponding numerical predictions of the solute transport processes. No 

published studies have been found in the literature where such an approach was used 

and validated with hydrodynamic and solute transport data.

2.5.3 Initial and boundary conditions

As pointed out by Roache (1998), a precise specification of the initial conditions for an 

incompressible flow problem is not of crucial importance, since during the numerical 

solution process the error of the initial guess is generally many orders of magnitude 

larger than the convergence or accuracy criteria. Thus, more often than not the initial
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distributions of velocity, pressure and turbulence parameters are set to zero in the 

interior of the solution domain. Such an initial condition was recommended by Patankar 

(1980) for use with the SIMPLER algorithm.

The types of boundary conditions (BCs) generally applicable for 3-D numerical 

simulations of CTs can be classified as being: i) free surface; ii) inlet; iii) outlet; and iv) 

solid boundary. Aspects related to the choice and implementation of the free surface and 

outlet BC deserve special attention and have been approached in this review, as 

discussed below.

With regard to the surface BC, the rigid-lid treatment is recommended for situations 

with negligible variation of the water depth and for sub-critical flows (Sengupta, 1977; 

Lai et al., 2003). When using this type of surface BC the water depth is a constant 

parameter of the numerical simulations. Lai et al. (2003) reported of satisfactory results 

being obtained using this BC in simulations for an S-shaped open channel, in spite of a 

measured variation in the free surface elevation of up to 4% of the flow depth. 

Furthermore, under the condition of zero wind shear the free surface can also be 

represented as a free-slip boundary, by setting the normal gradients of appropriate 

variables to zero. The rigid-lid, free-slip treatment was successfully applied by Stamou 

(2002) as the surface BC for 3-D numerical simulations of a field-scale CT.

At an outlet section the zero-gradient or Neumann BC is generally used for the 

hydrodynamic and solute concentration variables. As pointed out by Adams and Rodi 

(1990), the use of this type of BC for outlet sections of treatment units has the
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physically realistic effect that “disturbances at the outlet cannot propagate upstream into 

the tank”. However, Demuren and Rodi (1983) explained that care should be taken 

regarding the location of the outflow boundary in situations with recirculating flows, for 

the appropriateness of this type of BC. The authors recommended that in such 

conditions the outflow boundary should be located no less than two reattachment 

lengths downstream of the reattachment point of the recirculation zone.

2.5.4 Line-by-line solution technique

The line-by-line technique has been extensively used to solve fluid flow problems and is 

similar in conception to the Alternating Direction Implicit (ADI) method (Roache,

1998). The method of application of the line-by-line method for 3-D flow problems has 

been explained by Versteeg and Malalasekera (1995).

One of the key advantages of the line-by-line and ADI methods is that a solution 

algorithm for tridiagonal systems of linear algebraic equations, namely the Tri-Diagonal 

Matrix Algorithm (TDMA), is relatively simple to implement and requires substantially 

less computational resources than any method which deals with 5 or 7 diagonal 

matrixes. Another advantage lies in the larger time steps that can be handled in solving 

parabolic problems in comparison with explicit schemes, providing a fast and efficient 

solution procedure (Tannehill et al., 1997).
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Summary

In this Chapter a review has been undertaken of the main aspects relating to the physical 

experimentation and numerical modelling of flow and solute transport in Contact Tanks 

(CTs). Significant recent advancements were identified as being mainly: i) for the 

physical experimentation side, such as a study involving the direct assessment of the 

turbulent flow field by laser Doppler anemometry (LDA) in a prototype CT and with a 

complex 3-D flow; and ii) for the numerical modelling side, with the introduction of 3- 

D numerical schemes in CT simulations and provision as a tool for optimisation studies. 

However, the verification of the hydrodynamic numerical predictions has not been 

reported for situations of complex 3-D flows.

Details have been given regarding the use of a relatively new technique for flow 

velocity measurement, i.e. Acoustic Doppler Velocimetry (ADV), which has gained in 

popularity in recent years due to its advantages in relation to LDA. Aspects related to 

the use of fluorescent tracer techniques have also been considered herein.

Further numerical modelling aspects in this Chapter involved the use of the SIMPLER 

finite volume method; turbulence modelling; prescription of initial and boundary 

conditions; and details of a relatively fast and efficient line-by-line solution technique. 

With regard to the modelling of turbulence, a need for further research has been 

identified regarding the application and validation of low Reynolds number k-s models 

to simulate the hydrodynamics of CTs, since this technique can potentially address the 

flow characteristics that reportedly occur in prototype scale, as well as field scale, 

contact tanks. Such an approach has not yet been reported in the literature.
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Chapter 3

Experimentation Methods



3.1. In t r o d u c t io n

This chapter describes the materials and methods deployed during the physical 

experimentation of this research project. The hydraulic circuit is outlined in section 3.2, 

followed by a characterisation of the prototype tank, in section 3.3. The data acquisition 

and processing systems involved in the velocity measurements and tracer experiments 

are outlined in section 3.4.

3.2 . H y d r a u l ic  c ir c u it

The hydraulic circuit components were the main experimentation unit, henceforth 

referred to as the prototype tank (PT), two water supply tanks (WST1 and WST2), two 

centrifugal pumps (CPI and CP2), an electromagnetic flow meter (FM) and four flow 

control valves (FCV1, FCV2, FCV3 and FCV4) and associated piping and connections. 

A diagram of the hydraulic circuit is given in Figure 3.1.

FCV4

FCV3
FM

FCV2PT

CP2

FCV1CPI

WST1 WST2

PT -  Prototype Tank

WST1, WST2 -  Water Supply 
Tanks

CPI, CP2 -  Centrifugal Pumps

FM -  Flow Meter

FCV1, FCV2, FCV3, FCV4 -  
Flow Control Valves

Figure 3.1 Graphical diagram of the hydraulic circuit, illustrating the Prototype Tank 

and associated auxiliary devices and components

35



Both pumps CPI and CP2 were 0.5 hp devices, manufactured by Clarke International, 

model CPE 15S. The flow meter was produced by Euromag, model MUT1100, with an 

internal diameter of 40 mm and calibrated by the manufacturer. An MCI06 converter 

was connected to the flow meter in order to display readings. The pipeline and 

connections were made of plastic and had an internal diameter of 40 mm. A flexible 

plastic pipeline system of 140 mm in diameter, was used as a gravity return line for 

water from PT to WST1.

The water supply tank WST1 had a capacity of 4.7 m and was built of steel. This tank 

provided a dedicated supply to the operation of PT under a closed circuit mode, being 

the sole supply tank used for the velocity data acquisition experiments. Due to its 

relatively low capacity, WST1 provided a quick return of the water into PT during the 

velocity measurements, which helped to minimise losses of material due to the settling 

of the seeding particles (see section 3.4.1).

The other reservoir, WST2, had a capacity of approximately 64 m3 and it was the main 

supply tank in the Hydraulics Laboratory. The connection of this tank to the hydraulic 

circuit of PT was made in order to provide enough retention time for the recirculated 

dyed water not to interfere with the results of an ongoing tracer test in the PT. Thus, for 

tracer tests, FCV1 was kept partially open to give the desired discharge, while FCV2 

remained closed and both pumps CPI and CP2 were activated. For experiments where 

only velocities were measured, then the control valves FCV1 and FCV2 were inverted, 

CP2 was turned off and WST1 acted as the sole supply reservoir for the system.
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3 . 3 . P r o t o t y pe  t a n k

The prototype tank (PT) that provided experimental data of velocity fields and tracer 

transport for this study was built in the Hyder Hydraulics Laboratory of the School of 

Engineering at Cardiff University. This unit had similar dimensions to a scaled chlorine 

contact tank (CCT) located at Embsay Water Treatment Works, England, designed and 

operated by Yorkshire Water. A photographic illustration of PT is shown in Figure 3.2. 

At its original design configuration, the serpentine tank was formed by 8 compartments, 

as indicated in the Figure. The tank’s lateral walls are referred to as walls Wl, W2, W3 

and W4.

Figure 3.2 Photograph of the Prototype Tank, illustrating the setup with 8 compartments 

and indication of the direction of the main flow in compartments by arrows

Two geometrically similar models of the Embsay CCT have been previously 

investigated (Teixeira, 1993). The design of the unit for this study, however, aimed at 

providing a more flexible and useful laboratory model to be used in investigations of the
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hydrodynamics and solute transport processes of water treatment tanks, and also 

providing data for verifying 3-D CFD (Computational Fluid Dynamics) models. The 

main structure of the PT was fabricated in steel and had part of the lateral walls Wl and 

W3 made of glass for flow visualisation purposes (see Figure 3.3). It had two types of 

inlet devices, namely an open channel and a pipe device, which corresponded to the 

most commonly found inlets in field-scale CCTs. Its baffles could be arranged with 

relative ease, so as to allow investigations of a range of flow patterns as well as 

optimisation studies for different geometrical configurations. The bed of the PT was 

covered with a 12mm layer of plywood, in order to allow structures such as baffles to 

be attached to the bottom of the unit and re-located as appropriate. Figure 3.3 shows a 

plan view of the original setup (OS) of PT.

Wall
W l

InletOutlet

370

2000Camp 8 Comp 7 Comp.5 Comp.3 Comp.2Comp. 6 omp.4

Wall
W4

1630 Wall
W2365

3000

Wall
W3

Figure 3.3 Plan view of the original setup of the Prototype Tank, illustrating 8 

compartments, the lateral walls, as well as the coordinate system used and arrows 

indicating the direction of the main flow (dimensions in mm)
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3.3.1 Inlet devices

Section A-A, as indicated in Figure 3.3, is illustrated in Figure 3.4. This cross-section 

view includes a representation of the inlet devices, consisting of an open channel at the 

top-right comer and a pipe at the bottom-right comer of the diagram. These were 

situated at wall Wl, in the region corresponding to Compartment 1 of the unit’s original 

setup.

The pipe inlet was installed next to the bed of the PT and its centre was vertically 

aligned with the centre of the channel inlet, being at Y=2820mm. These two inlet 

devices could be used alternately by switching the control valves FCV3 and FCV4 in 

the appropriate manner. Figure 3.5a shows a front view of the inlet devices at wall Wl, 

in Compartment 1 of setup OS.

Approach
channel

k I I f
ik

1200 Baffle 2 Baffle 1 Honeycombs

900

▲

j Inlet pipe
<-----

2000_____________________ (x,z) = (0,0) x

Figure 3.4 Section A-A of the Prototype Tank, as indicated in Figure 3.3, illustrating the 

location of the inlet devices (dimensions in mm)

Connected to the channel inlet was an approach channel which bared some resemblance 

to the configuration used by Teixeira (1993) for the Embsay CCT. Three guiding vanes
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located in the 90° bend and two honeycomb devices acted as flow-homogeniser 

structures for the inflow, which are represented in more detail in Figure 3.6.

The pipe inlet device had an internal diameter of approximately 152 mm (6”) and was 

made of plastic. This device was adapted with a tracer injection device that involved a 

control valve with a connector for a syringe, a diffuser and three injection needles, 

which were placed around the pipe, as shown in Figure 3.5b.

a) Channel inlet

900

200~̂

u l5 2 T

Wall W l

a

Honeycomb

N
Bottom edge 
of channel

Connector for 
injection syringe

Control valve
Flow diffuser

Injection
needles

152

Inlet pipe
y  Pipe inlet

Figure 3.5 Front view of inlet sections of the Prototype Tank, illustrating: a) the channel 

and pipe inlet devices at wall Wl; and b) the tracer injection device connected to the

inlet pipe (dimensions in mm)

2665

365

Approach channel

980

Inlet section 
to the PT

Figure 3.6 Superior view of the approach channel to the Prototype Tank, indicating the 

location of the honeycombs and guiding vanes (dimensions in mm)
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3.3.2 Outlet section

The outlet section of the PT consisted of a sharp-crested rectangular weir made of 

plywood, which was located at wall Wl (as indicated in Figure 3.3). The weir crest was 

12mm thick and was at an elevation of 980 mm above the tank bed. The width of the 

outlet section corresponded to the width of Compartment 8 of the original setup of PT.

After exiting the tank, the water discharged over the weir was collected in a rectangular 

steel box and returned to WST1 by gravity. Figure 3.7 illustrates a lateral view of 

Section B-B of the PT, as indicated in Figure 3.3, where the location of the outlet weir 

is indicated at the top-left comer.

Outlet weir
1 k

i Baffle 7 Baffle 6
ToWSTl 980

A

r

2000

Figure 3.7 Section B-B of the Prototype Tank, as indicated in Figure 3.3, illustrating the 

outlet weir at the end of Compartment 8 (dimensions in mm)

3.3.3 Baffling arrangements

The 7 baffles used to construct the original setup (OS) of PT were 12mm thick, 

1200mm high and 1660mm long plywood sheets. These baffles were mounted on the
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plywood bed of the tank and were longitudinally oriented in relation to the inflow, in 

such a location as to give 8 compartments of similar width, as shown in Figure 3.3.

In addition to setup OS, four other baffling arrangements have been experimentally 

assessed in this study. Modified setups of the tank were obtained by removing and/or 

repositioning baffles in the interior of PT, in order to reproduce flow patterns with 

varying levels of short-circuiting and mixing.

Setup MSI was obtained by removing baffles 6 and 7 (i.e. the baffles that separate 

compartments 6 and 7 and compartments 7 and 8 respectively) from the baffling 

arrangement of setup OS. A schematic representation of setup MSI is shown in Figure 

3.8a. Further removal of baffles 4 and 5 gave rise to setup MS2, as shown in Figure 

3.8b. Figure 3.8c illustrates setup MS3, which corresponded to an unbaffled 

configuration of PT. A cross-baffling arrangement (Teixeira, 1995) was reproduced in 

setup MS4, where 5 compartments were transversally oriented in relation to the main 

inflow direction. A schematic representation of setup MS4 is shown in Figure 3.8d.
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Figure 3.8 Plan view of the modified setups of the Prototype Tank, illustrating: a) setup 

MSI; b) setup MS2; c) setup MS3; and d) setup MS4. The arrows indicate the direction 

of the main flow in each design setup (dimensions in mm)



3.4.  D a t a  a c q u isit io n  a n d  p r o c e s s in g  s y st e m s

Data sets obtained in this research were twofold: mean velocity fields were measured 

using an Acoustic Doppler Velocimeter (ADV) and solute concentration curves were 

obtained with a digital fluorometer. Details of the data acquisition and processing 

systems and materials are given in this section.

3.4.1 Mean velocity measurements by ADV

3.4.1.1 Characteristics o f the data acquisition system

The flow velocity measurements of this study were conducted using a down-looking 

ADV probe manufactured by Nortek-AS. The probe’s serial number was N0093 and it 

has been used in a number of research projects carried out in the University’s 

Hydroenvironmental Research Centre. During the velocity measurements, the ADV 

probe was controlled by a computer, using the data acquisition software supplied by the 

manufacturer (Nortek-AS, 1997b). As a result, data files were recorded that contained 

the velocity time series measured by the ADV.

A software check of the ADV probe used was performed on a routine basis, in order to 

test the ADV system for errors. During these tests, which were carried out according to 

recommendations of the manufacturer (Nortek-AS, 1997a), the instrument was found to 

be in good working order.
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The ADV operation required the definition of a number of parameters associated to the 

velocity data acquisition, as part of the ADV software configuration. The water 

temperature and salinity were set to 20°C and Oppt respectively. Under such conditions, 

the speed of sound in water was calculated by the ADV software as being 1482m/s. The 

velocity range parameter was set to lOcm/s, while the sampling rate adopted was 25Hz, 

which corresponded to the instrument’s maximum sampling rate. The length of the time 

velocity series acquired in each sampling point was 3min, which respectively resulted in 

4,500 instantaneous velocity values being recorded.

In order to improve data quality, the value of the signal-to-noise ratio (SNR) of the 

ADV measurements had to be maintained above 15dB (see section 2.4.1). This required 

the frequent addition of further seeding material to the system, and a low water level 

was kept in the water supply tank WST1 (see Figure 3.1) to reduce the residence time of 

the water in WST1 and, thus, minimise the settling losses. The SNR values were 

monitored on the ADV software screen during measurements.

The coordinate system orientation for the velocity measurements followed that defined 

for the PT (see Figures 3.3 and 3.4). The ADV probe was attached to a movable rack, 

which allowed manual displacement in all directions over the PT. The displacement of 

the ADV probe was guided by millimetre scales affixed to the supporting rack.

3.4.1.2 Data processing

The conventional data output from the ADV velocity measurements was a binary file

with an extension *.adv, created by the data acquisition software (Nortek-AS, 1997b).
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Data columns in one such file included the time, velocities, correlation parameter 

(COR) and SNR value for each sample.

The *.adv files were processed by the software WinADV, version 2.009 (Wahl, 2000). 

An illustration of the software’s main screen is shown in Figure 3.9. Samples with low 

COR and/or low SNR were removed from the velocity series, where the restrictions 

applied were average SNR > 15 dB and average COR > 70%. Using the processing 

options of the software, the data series were also submitted to a spike detection 

algorithm developed by Goring and Nikora (2002). After submitted to the filtering 

process the data were used to calculate the mean velocity fields, which were then 

plotted using the Tecplot software.
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Figure 3.9 WinADV software main screen
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3.4.1.3 Uncertainty and error estimation

An accuracy of ±1% was prescribed by Nortek-AS (2004) for the ADV, which was 

regarded in this study as the uncertainty range (c t a d v ) for the mean velocity 

measurements. An estimation of the ADV sampling errors was made by carrying out a 

still water test, following McLelland and Nicholas (2000). For this test, the ADV probe 

was placed in a large container with 70 litres of seeded water and the system was left 

undisturbed for approximately 30min. Data acquisition was then carried out for 2min, at 

the sampling rate of 25Hz. During this test the SNR values were in the range of 15 to 

18dB, while the values of the correlation parameter were higher than 95%. The 

measured data series was used to estimate the errors for the mean velocity components 

( \(TLr| , \<rv\ and jcr l̂) and for the respective standard deviation values (|<yu|, |<xv| and

|crw|). The results obtained are shown in Table 3.1.

Table 3.1 ADV sampling errors estimated from the still water test

\a u\

(cm/s)
k l

(cm/s)
|°v|

(cm/s)
k l

(cm/s)
k l

(cm/s)
k l

(cm/s)
0.01 0.01 0.07 0.46 0.47 0.08

These results showed that the sampling error associated to the mean vertical velocity 

component (i.e. \crw\ = 0.07cm/s) was higher, by almost an order of magnitude, than the

errors for the mean horizontal velocity components (i.e. = |oy| = O.Olcm/s), but the

opposite occurred for the respective standard deviation results (i.e. \au\ = 0.46cm/s, |crv|

= 0.47cm/s and \<jw\ = 0.08cm/s). The error values obtained for the vertical velocity
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component (i.e. \aw\ and \aw\) were of the same order of magnitude. On the other hand,

for the horizontal velocity components the error values for the corresponding mean 

results (i.e. [cr̂ l and |crK|) were considerably lower than the respective standard

deviation results (i.e. \<ju\ and |<rv|). This indicated that a discrepancy occurred between

the sampling errors for the horizontal (x and y) and vertical (z) directions. This fact has 

been regarded as a consequence of the geometrical characteristics of the down-looking 

ADV probe (Voulgaris and Trowbridge, 1998).

The significance of the sampling errors determined for the mean velocity components 

was evaluated in relation to the prescribed uncertainty of the ADV measurements. An 

analysis was carried out for two flow conditions, i.e. fast and slow flows, which 

represented the range of flow velocities expected to occur in the PT. The results 

obtained are shown in Table 3.2.

Table 3.2 Significance of the estimated ADV sampling errors for the mean velocities 

relatively to the prescribed uncertainty range of the instrument ( o a d v  = ± 1%)

Flow condition Fast: mean velocity -  1 Ocm/s
Oadv- 0.1 cm/s

Slow: mean velocity &lcm/s 
oADv -  0.01 cm/s

Sampling errors u,v,w / & ADV

\<jy | = 0.01 cm/s 0.1 1.0

\ov\ = O.Olcm/s 0.1 1.0

\aw\ =0.07cm/s 0.7 7.0

Table 3.2 shows that the order of the sampling errors associated to U and V for the fast 

and slow flow conditions was inferior (i.e. \<juy w / c r ^ l  «  1.0) and similar (i.e.

48



\auvw I<j adv\ * 1.0) to the ADV uncertainty respectively. On the other hand, for W the

order of the sampling errors for the fast and slow flow conditions was similar and 

superior (i.e. \crUVtW l<rADV\ »  1.0) to the magnitude of the ADV uncertainty

respectively.

In short, the analysis carried out based on Table 3.2 indicated that, for the horizontal 

velocity components and/or under the fast flow condition considered, the accuracy of 

the ADV measurements was within the range of ±1% prescribed by the manufacturer. 

On the other hand, under the slow flow condition the sampling error associated to the 

determination of the mean vertical velocity component was potentially the key factor 

that impaired the accuracy of the corresponding ADV measurement. A sampling error 

of 0.07cm/s was associated to the estimation of W, which would represented almost 

10% of the corresponding mean velocity measured under the slow flow condition.

3.4.2 Tracer experiments

Tracer experiments were performed in this study with the main aim of providing 

information on the solute transport characteristics of the flow in the experimentation 

tank. The fluorescent tracer rhodamine B and a digital fluorometer Turner AU-10 

(Turner Designs, 1998) were used in the tracer tests. Rhodamine B, otherwise known as 

Tetraethylrhodamine, is a relatively common fluorescent dye used for water tracing (see 

section 2.4.2), its main advantages being the relatively low cost compared to other dye 

tracers and a very high detectability (Smart and Laidlaw, 1977).
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The tracer tests carried out in this study were of the “black box” type, consisting of an 

injection of the tracer solution at the inlet section, followed by sampling at the outlet to 

monitor the outflow tracer concentrations with time.

The water used in the tracer experiments was virtually free of suspended material and 

chlorine residual, since it was taken from the mains distribution system and kept in the 

supply tank WST2 (see Figure 3.1) for relatively long retention times. The water used in 

the tracer experiments was not mixed with the seeded water used in the velocity 

measurements, in order to mitigate potential tracer losses due to absorption (see section

2.4.2 and Smart and Laidlaw, 1977).

3.4.2.1 Preparation o f tracer solutions

The dye rhodamine B was available as a powder. A precision scale was used to weigh a 

specified mass of this tracer, which was then diluted into distilled water to give a 

solution with the desired concentration. This procedure was carried out using the 

equipment and facilities of the Soil Mechanics Laboratory, observing conventional 

laboratory and safety practices. The tracer solution was then stored in an amber glass 

bottle and kept at room temperature in the Hydraulics Laboratory. Each base solution 

prepared had a volume of 500ml, where the tracer concentration was 5.0g/l.

Other solutions were prepared to be used in the calibration of the fluorometer. The 

tracer concentration of these samples was of the order of 10'2 -  lO^mg/l, or between 10 

and lOOppb. Due to these relatively low concentration values, a dilution procedure was 

used in the preparation of these samples, which is shown in Figure 3.10.
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Figure 3.10 Dilution scheme for tracer solutions used in the fluorometer calibration

3.4.2.2 Cal i brat ion o f the fl uorometer

The calibration procedure recommended by the manufacturer was used to calibrate the 

fluorometer (Turner Designs, 1998). It involved setting the zero and standard levels of 

concentration with the instrument under calibration mode, and by using solutions 

containing respectively Oppb (pure distilled water) andlOOppb of Rhodamine B.

Solutions with concentrations of 0, 10, 20, 50 and lOOppb were then analysed and a 

calibration curve was plotted, as shown in Figure 3.11. The equation obtained was 

based on a linear regression curve that best fitted the data. Re-calibration was frequently 

performed, in order to obtain an updated correction equation for the fluorescence 

readings. This was usually undertaken before every new round of experimentation.



100
Actual(ppb) = 1.0943.Read(ppb) - 2.1714 

R* = 0.9988

100

Read (ppb)

Actual (ppb) Read (ppb)
0.00 0.20

10.00 11.50
20.00 21.50
50.00 48.73

100.00 92.48

Figure 3.11 Calibration curve used to correct tracer concentration readings

3.4.2.3 Injection o f the tracer

From the base solution with a concentration of 5.0g/l, 50ml were taken with a syringe 

for the use in each tracer test. This provided a mass of tracer (M) of 250mg per 

experiment. When divided by the wet volume (Vw) of PT, of 6,000 litres, then this gave 

a mean concentration in the tank (Co = M/Vw) of approximately 0.042mg/l, or 42ppb. 

This parameter was important for the estimation of the level of concentration expected 

to occur in the experiments, besides later being used in the non-dimensionalisation of 

the tracer data.

Before the start of each test, the hydraulic system was operated at the experimentation 

flow rate for about 2 hours, in order to allow the flow in PT to achieve a steady state. 

Such a period of time was longer than four times the unit’s hydraulic retention time 

(HRT = Vw/Q), which corresponded to HRT = 27min. During this period, the 

fluorometer readings were checked for variations in the background fluorescence and 

experiments were only commenced once the background level exhibited a constant 

behaviour.



The inlet tracer injection was made manually and as uniformly as possible, without 

provoking significant disturbances to the inflow. Thirumurthi (1969) and Marske and 

Boyle (1973) considered that an instantaneous tracer injection was achieved when it 

was performed in less than 1/50* of HRT. In this study such a period of time would 

correspond to nearly 30s. However, the injection of the tracer solution was normally 

performed in 10s in this study, which corresponded to approximately 1/150* of HRT.

3.4.2.4 Monitoring o f concentrations

Water samples were continuously pumped from the outflow from a location above the 

centre of the outlet weir. The sampled water was directed through the fluorometer to be 

analysed, before being discarded. The time of travel between the outlet section and the 

fluorometer was measured and confirmed to be 5s. This time phase was later discounted 

from the actual sample reading times. The results from three valid tracer test replicas 

were used to calculate the mean tracer passage curve for each design setup of the PT.

3.4.2.5 Data processing

The output from each tracer test was reproduced in the form of a log file created by the 

fluorometer in ASCII format. This file contained the data of the measured 

concentrations with time, which were later processed using a Fortran routine. The data 

processing firstly involved discounting the travel time of the samples and the value of 

the background concentration from the corresponding recorded values. After taking 

account of these aspects, the data were then non-dimensionalised and normalised by 

using conventional tracer data processing methods (Levenspiel, 1999).
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For each test the tracer mass recovery index (REC) was calculated and the experiment 

was considered valid for 0.95 < REC <1.15 (Stamou and Adams, 1988). Values of REC 

situated outside this range may indicate occurrence of high tracer loss (e.g. due to 

absorption or reaction with other compounds) during the test and/or may be caused by 

improper calibration or malfunction of the fluorometer.

The final outcomes of the tracer tests were the retention time distribution (RTD) and 

accumulated tracer mass (F) curves, as well as the hydraulic efficiency indicators (HEI) 

associated to each configuration of the PT. The RTD curves were plotted as E(0) as a 

function of 0, where E(0) was the normalised tracer concentration and 0 was the 

normalised time. The HEI parameters were indicators of the level of short circuiting or 

mixing in the flow system. From the wide range of parameters available in the literature 

for this purpose four indicators (two of each type) were selected for use in this study, 

which have been defined as in Table 3.4. As discussed in section 2.2.2, these indicators 

were shown by Teixeira and Siqueira (2005) to better represent the phenomena to which 

they were related, i.e. short circuiting or mixing.

Table 3.4 Definition of the short circuit and mixing indicators used to analyse tracer 

experiments results

Index* Definition

0i normalised time for the initial detection of tracer at the monitoring 
section

0io normalised time for the passage of 10% of the injected tracer mass

Mo ratio between 09o and 0io (where 09o is defined similarly to 0io)

<r2 ratio between the variance of the RTD curve and the normalised time 
for its centre of mass

* 0j and 0io for evaluating the short circuiting levels; and Mo and a2 for the mixing levels
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Qualitative and semi-quantitative analyses of the flow patterns were carried out in 

Chapter 6 relatively to the idealised flow patterns of flow reactors, namely, the complete 

mixing (CM) and plug flow with dispersion (PFwD). The RTD curves of these flow 

patterns were obtained using Equations (3.1) and (3.2) respectively, given as 

(Levenspiel, 1999): -

where Dl is the longitudinal dispersion coefficient, Uo is the average (bulk) flow 

velocity and L is the length of flow. The value of the dispersion coefficient was 

estimated using the formulation of Elder (1959), given as Dl = 5.93HUf, where H is the 

depth of flow and Uf is the friction velocity, calculated with Equation (4.8). 

Specification of values for H, Uo and L was based on the flow characteristics of setup 

OS, so that H = 1.01m, Uo = O.Olm/s and L = 16.12m. As a result of this calculation 

procedure, the value obtained for the dispersion coefficient was Dl = 0.0023m2/s, while 

the dispersion number was determined as d = 0.014 for the PFwD flow pattern.

E{0) = e~e (3.1)

(3.2)

where n = 3.1416 and d is the dispersion number, given by: -

(3.3)
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Summary

The materials and methods involved in the laboratory experiments carried out in this 

study were discussed in this Chapter. The hydraulic circuit was explained in section 3.2, 

while the main features of the Prototype Tank were outlined in section 6.3. Schematic 

illustrations were shown of the assessed design setups of the experimentation unit, 

namely, the original setup (OS) and four modified setups (MSI, MS2, MS3, MS4). The 

inlet devices used were of the pipe and open channel types, while a sharp-crested 

rectangular weir was used as the outlet device of the tank. In section 6.4 the data 

acquisition and processing systems were explained. Aspects of the ADV operation were 

described, followed by the determination of uncertainty and sampling errors involved in 

mean velocity measurements. The tracer techniques used were outlined and the 

outcomes of the tracer tests of interest to this study were identified as being the 

retention time distribution (RTD) curves and the associated hydraulic efficiency 

indicators (HEI). Two short-circuiting indicators, i.e. 0* and 0io, and two mixing 

indicators, i.e. Mo and a 2 were used in this study. The procedure used to obtain the 

RTD curves of the complete mixing and the plug flow with dispersion flow patterns was 

explained. The physical experimentation results obtained are discussed in Chapter 6.
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C h a p t e r  4

Governing Equations



4.1.  In t r o d u c t io n

This chapter presents the mathematical framework for the modelling of flow and solute 

transport processes of the numerical model described in Chapter 5.

The 3-D Navier-Stokes equations are presented, expressed in Eulerian, rectangular 

coordinates. Assumptions applicable to the flow conditions of typical contact tanks are 

discussed. Turbulence modelling is then approached and the equations of the k-e model 

used are presented, followed by the advection-diffusion equation for modelling the 

transport of conservative solutes. Cartesian-tensor notation is used and the equations are 

presented in a primitive-variable form. Initial and boundary conditions are also 

presented in the corresponding sections.

4.2. H ydrodynamic modelling

The so-called balance equations of physics represent the fundamental conservation 

principles of mass, momentum and energy, as applicable to an arbitrary continuous 

medium. Assuming certain constitutive relationships for Newtonian fluids, and 

considering other thermodynamic conditions, leads to the formulation of the continuity, 

momentum and energy conservation equations. These form a closed set of equations 

that describes exactly the distribution of mean-flow quantities within a continuum in 

local thermodynamic equilibrium and form the common basis of most Computational 

Fluid Dynamics (CFD) models. Derivation of these equations from the basic principles 

can be found in Batchelor (1967).
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4.2.1 Navier-Stokes equations

In their general form, the Navier-Stokes (NS) equations include all known internal and 

external effects on the motion of a fluid, some of which are sometimes not important to 

a particular problem. Thus, it is convenient to apply certain simplifying assumptions 

and obtain a subset of equations. For instance, the water is generally treated as an 

incompressible fluid and the influence of Earth's rotation can be disregarded, depending 

upon the scale of the problem being considered. Temperature changes may also be 

unimportant within the time scale and boundary conditions of a problem, which allows 

the continuity and momentum equations to be uncoupled from the energy equation by 

assuming a constant viscosity and treating pressure as an ordinary variable (i.e., 

disregarding its thermodynamic nature). These are assumptions often made to model the 

flow in contact tanks, as shown in previous related modelling work undertaken by 

Wang (1995).

As heat transfer and other thermal processes are not within the context of this research, 

the energy equation will not be included herein. The simplified unsteady continuity and 

momentum equations are therefore given as (Schlichting, 1979): -

(4.1)

dUt dUt 1 dP
dt dXj p  dx{ (4.2)
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where Ui refers to the instantaneous velocity in the i direction, with i assuming values of 

1, 2 and 3 for the 3-D case, corresponding to the longitudinal (x), lateral (y) and vertical 

(z) directions respectively; P is the static pressure; and the fluid properties are p as 

density and vj as the kinematic molecular viscosity, where vi = p/p and p is the dynamic 

viscosity.

The divergence of the velocity is set to zero, as in Equation (4.1), as governed by the 

assumption of incompressibility, since it forces the volume of an arbitrary region to be 

constant, assuming that p is also invariable. This later assumption concerning p is often 

valid when a monophasic flow is studied.

In Equation (4.2), the first term on the left-hand side is the transient of the velocity. 

Often, in modelling flow in contact tanks and other water and wastewater treatment 

units it is of interest to obtain a steady state solution of the flow field and then apply it 

to predict the distribution of a solute (Falconer and Ismail, 1997), or compare the 

hydrodynamic results for different design configurations in optimisation studies 

(Stamou, 2002). In such circumstances, the transient term can be dropped from the 

momentum equations and the resulting set solved for as an elliptic, vis-a-vis a parabolic 

problem.

The second term on the left-hand side of Equation (4.2) represents the advective 

contribution to the transport of momentum and is responsible for the non-linearity of the 

NS equations. On the right-hand side of Equation 4.2, the terms include: the pressure 

gradient in the corresponding c i ’ direction and the diffusive or viscous term.
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Two aspects are worth mentioning at this stage. The first relates to the manner in which 

pressure is regarded in this mathematical model; in that it is kept in the form of a 

hydrodynamic pressure distribution, as opposed to assuming a hydrostatic pressure 

distribution. Such an assumption, when adopted, reduces the original 3-D problem to a

2-D-horizontal structured, repeating the process for various layers and estimating the 

vertical velocity component as a function of the others. This mathematical basis is 

common to models referred to as “3-D layer-integrated”, and has proven to be effective 

when representing shallow water flows, such as those occurring in most estuarine and 

coastal regions. Typical examples are the models of Kim and Lee (1994) and Lin and 

Falconer (1997).

However, when modelling complex 3-D flow fields that may occur in non-optimally 

designed contact tanks, such as the unit investigated by Teixeira (1993), the hydrostatic 

pressure distribution assumption could fail to provide an accurate representation of the 

flow field. This is because, in such cases, strong vertical accelerations may occur in 

certain regions of the flow field, configuring a hydrodynamic pressure distribution. 

With this concern in mind, the governing equations in this study have been kept in fully

3-D form, i.e., not assuming a hydrostatic pressure distribution.

The second aspect to be pointed out is the issue of modelling turbulent flows. As 

commented earlier, the NS equations govern the motion of a fluid within a continuum, 

but it is well known that general analytical solutions for these equations are non-existent 

to date. In turn, using a numerical approach requires the differential equations to be 

discretised onto some form of algebraic counterparts, which means that the original
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problem is solved for not in a continuous domain, but in certain locations of a 

computational grid. The modified equations no longer describe exactly the fluid motion 

and a so-called “closure” model is required to account for the effects of turbulence. 

Direct numerical simulations of the NS equations are a way to avoid this issue, but their 

application is rather limited to only a few flow conditions and they still require 

excessive expensive computational resources, from the engineering viewpoint (see, for 

instance, de Bruin, 2001).

It is in this context that turbulence modelling contributes towards providing a cost- 

effective solution for flows of practical engineering interest. It essentially consists of 

simulating the effects of turbulence on the mean flow quantities, such as velocity and a 

chemical species concentration, based on a theoretical-empirical approach, as discussed 

below.

4.2.2 Turbulent flow equations

Two main approaches are found in the literature to model turbulence. One, based on a 

statistical-temporal representation of the flow quantities, in which the instantaneous 

value of a variable is split into its mean and fluctuating (turbulent) components. This 

process is known as Reynolds averaging and is exemplified in Equation (4.3) for 

velocities, where the velocity is written in terms of a time mean and a fluctuating 

component to give: -

Ui =Ui +ui (4.3)
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where Ui represents the time mean component of the actual velocity Ui averaged over a 

long period compared to the time scale of the turbulent motion and Ui is the 

corresponding instantaneous fluctuation.

Application of Equation (4.3) to the Navier-Stokes equations leads to the so-called 

Reynolds averaged NS equations (RANS), giving (Rodi, 1993): -

BU.
dt

1 dP d +
1 dXj p dxt dxj

dUt -----
' / -------- uiu i1 dx; ' 7

(4.4)

It should be noted that the mean-value overbar in Equation (4.3) has been omitted in 

Equation (4.4) for convenience of presentation. In comparing Equations (4.4) and (4.2), 

the difference (beside Ui standing for the mean velocity and not the instantaneous

velocity) is seen to be in the viscous part, with the inclusion of a new term - u tUj .

When multiplied by p, this term is known as the Reynolds or turbulent stress. It is 

known as the Boussinesq concept and is usually expressed as a function of the mean- 

velocity gradients and the turbulent viscosity, in an analogous manner to the viscous 

stresses occurring in laminar flows, as (Rodi, 1993): -

uiUj = v, 'dU , d l l '  
+ J

v 8 x j dx.
- ~ k S v 

3 " (4.5)
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where vt is the eddy viscosity, k is the turbulent kinetic energy and 8ij is the Kronecker 

delta. Thus, Equation (4.4) can be re-written as: -

 r  , ---------- — ------------------------1------------ i k . i k .  i --------------
dt dxj p  dxi dxj dxj

(4.6)

where the kinematic and the eddy viscosities are added together to represent the 

effective viscosity term in the RANS equations. Obtaining the distribution of vt within 

the flow field is the desired outcome of turbulence modelling, based on the Reynolds 

approach in this study.

4.2.2.1 Depth-averaged eddy viscosity

The use of a depth-averaged eddy viscosity consists of a relatively simple representation 

of turbulence, which is useful when the flow field can be deemed as two-dimensional in 

nature, i.e. where only the horizontal transport is important (Rodi, 1993). The 

calculation of vt can then be performed using (Fischer, 1973; Falconer, 1991): —

v, =0.15 Uf H (4.7)

where H is the depth of flow and the friction velocity Uf is computed as:

(4.8)

c
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where Uo is the bulk flow velocity, taken as the flow rate divided by the wetted area of 

the flow, g = 9.8m/s2 is the acceleration of gravity and c is the Chezy coefficient, 

calculated as (French, 1985): -

n

where n is the Manning’s resistance coefficient. The value of n adopted in this study 

was n = 0.012, which was associated by Chow (1959) to the types of solid surfaces 

found in the experimentation tank described in Chapter 3.

It can be noticed that, where the water depth and bulk velocity are constant quantities of 

a problem, then the corresponding value of the depth-averaged eddy viscosity can be 

calculated only once, at the start of the solution procedure. Then, for the remainder of 

the numerical simulation this quantity can be treated as a constant parameter.

4.2.2.2 Low Reynolds number k-s turbulence model

As seen in section 2.5.2, the k-s model belongs to the category of two-equation 

turbulence models, in deploying two further transport equations to describe the 

turbulence quantities.

In this study, a low Reynolds number version of the k-s model was used to model the 

turbulence. The model adopted was developed by Lam and Bremhorst (1981), and it is
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henceforth referred to as the LB model. Amongst the advantages of the LB model in 

comparison with other low Reynolds number k-s models, e.g. the version of Launder 

and Sharma (1974), is the fact that the LB model includes an equation for the 

dissipation rate itself, rather than for a modified dissipation rate parameter, which is 

more attractive from the physical point of view (Patel et al., 1985).

In the LB model, the distributions of the turbulent kinetic energy, k, and its dissipation 

rate, s, are computed and then related to the eddy viscosity, by using: -

v ,= c „ /„ —  (4.10)
£

where fp is a damping function used to mimic the direct effect of molecular viscosity on 

the shear stress (Patel et al., 1985), which is given by Equation (4.14); and Cp is an 

empirical parameter. In this study two approaches were used to model the parameter Cp, 

namely: i) as a constant quantity, for which the value of Cp is given in Table 4.1; and ii) 

as a variable quantity, where Cp was a function of the ratio between the local turbulence 

production and the dissipation rate (see section 5.3.2).

The turbulence quantities k and s were respectively computed using the following 

transport equations: -

dk dk d
—  + U. —  = —  
dt dx; cbt.

v,+A
o k )dx,

dk
+ G - e  (4.11)
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where the two terms on the left-hand side respectively represent the transient and 

advective contributions to the transport of the corresponding turbulent quantity. On the 

right-hand side of the equations, the first term represents the diffusion and the 

remaining terms represent the production and destruction of the quantity respectively.

Four empirical constants Cis, C2e, &k and ae are included in Equations (4.11) and (4.12) 

and their typical values are shown in Table 4.1. The parameter G is calculated as: -

G = v,
eut dUj

K&Cj + dx,
dU,
dxj

(4.13)

Table 4.1 Recommended values of constants in the k-s model (from Rodi, 1993)

k-s model 
constant

Cle C2e ak C*8

Value 0.09 1.44 1.92 1.00 1.30

Further damping functions, i.e. parameters fi and fj, are included in Equation (4.12) as 

part of the LB model. As well as the parameter f  ̂that appears in Equation (4.10), these 

parameters are modelled as being a function of the turbulence Reynolds number. The 

values of fM, fi and f? were calculated using: -



(4.14)

V J v J
(4.15)

(4.16)

where Ry and Rt are the turbulence Reynolds numbers, which are calculated using: -

where y is the normal distance to the nearest solid boundary. The value assumed by the 

damping functions tends to unity in the region away from solid boundaries, for fully 

turbulent flows (Patel et al., 1985).

4.2.3 Initial and boundary conditions

The hydrodynamic equations were modelled using zero initial conditions, i.e. the value 

of all variables was set to zero at the start of the simulations, i.e. for t = 0 (Roache, 

1998; Patankar, 1980).

(4.17)

(4.18)
evi
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The boundary conditions (BC) prescribed in this study for the RANS and k-s model 

equations followed definitions of Roache (1998) and were divided into four types, 

namely: -  inlet, solid boundary, outlet and the free surface boundary.

At inlet sections the Neumann BC was specified for the pressure, so that the normal 

gradient of this variable was zero. The Dirichlet BC was applied for the mean velocity 

components, so that the value of the mean velocity component in the direction of the 

main inflow was set equal to the inlet bulk velocity (Uin), which was calculated as Um = 

Q/Ain, where Q was the flow rate and Am was the inlet cross-section area. The value of 

the other velocity components was set to zero at the inlet.

The Dirichlet BC was also prescribed for the turbulence quantities. A turbulence 

intensity of 1% was assumed for the inflow, so that the inlet values of k and 8, i.e. km 

and Sin, were calculated using: -

^ = 1 .5 (0 .0 1 f/J2 (4.19)

€in = —'- (4.20)
0.01**,

where Rnin was the inlet hydraulic radius. The eddy viscosity value for the inflow was 

calculated using Equation (4.7) and the values of km and Sm, with fj* = 1.
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At outlet sections the Neumann BC was prescribed for all variables, so that the 

respective gradient normal to the boundary was set to zero.

At solid boundaries (i.e. the walls and bed) the no-slip, no-flux BC was applied, so that 

the mean velocities were set to zero (i.e. U = V = W = 0). The Neumann BC was 

prescribed for the pressure and for 8. The value of k was set to zero at solid boundaries.

The free surface was modelled as a rigid lid, free-surface boundary, so that the value of 

the mean vertical velocity was set to zero at the surface, i.e. W | z=h  = 0, while the 

Neumann BC was applied for the other mean velocity components, as well as for the 

pressure and k. Therefore, at the free surface these variables were calculated using: -

dU _ dV _dP dk
dz z = H  & z = H  d z z - H  & z = H

where H is the water depth. The value of s at the free surface was calculated as (Celik 

and Rodi, 1984): -

The choice of using Equation (4.22) as the surface BC for s was made after 

consideration of the results of Cotton et al. (2003), where this BC was shown to provide 

a more accurate representation of the eddy viscosity profile along the depth in open-

s (4.22)
Z=H 0.18//
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channel flows, in comparison with other types of BC including the zero-gradient option. 

A summary of the types of boundary conditions prescribed for the hydrodynamic 

equations is shown in Table 4.2.

Table 4.2 Summary of the types of boundary conditions prescribed for the 

hydrodynamic equations

Type o f  
boundary Inlet Outlet Wall Surface

Variable Type of boundary condition

P Neumann Neumann Neumann Neumann

U Dirichlet Neumann Dirichlet Neumann

V Dirichlet Neumann Dirichlet Neumann

w Dirichlet Neumann Dirichlet Dirichlet

k Dirichlet Neumann Dirichlet Neumann

8 Dirichlet Neumann Dirichlet Dirichlet

4.3 . S o lu te  t r a n s p o r t  m o d e l l in g

The modelling of solute transport processes was carried out using the advective- 

diffusion equation (ADE), as discussed below.

4.3.1 Advection-diffusion equation

The ADE is essentially a conservation equation written for a chemical species, and it is 

derived similarly to the RANS equations, to give: -
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dC TTdC d—  + U —  = — 
dt dx, dx

i  V

r  7 d C  A ------------- U , C

dx,
(4.23)

where C is the time-mean solute concentration; c the turbulent fluctuation of C; X the

molecular diffusivity of C; and the term - u tc, when multiplied by p, represents the

turbulent mass flux. In analogy to the turbulent transport of momentum, this term is 

generally assumed to be related to the gradient of the transported quantity (Rodi, 1993), 

as follows: -

- u.;C - r a c
dx, (4.24)

where T is the turbulent mass diffusivity and is related to the turbulence intensity, rather 

than being a fluid property. Similarly to Equation (4.6), the ADE can be re-written as: -

dC TT dC 
—  + Ut —  
dt dx,

_d_
dx,

(i+r) dC_
dx.

(4.25)

where the molecular and turbulent mass diffusivities (i.e. X and T) are added together to 

represent the effective diffusivity term.

4.3.2 Turbulent Schmidt number

The value of T that enters Equation (4.25) is calculated as the ratio between the eddy 

viscosity vt and the turbulent Schmidt number a t, as follows: -
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According to Rodi (1993), it is not unrealistic to adopt a constant value for a t, since this 

parameter has been found to show little variation across a flow, and also from flow to 

flow (unlike vt). The value of a t was approximated to unity in the numerical simulations 

of a contact tank by Wang (1995), yielding T = vt. However, some discrepancies can 

arise when different values of a t are employed (Peplinski and Ducoste, 2002; Shiono et 

al., 2003). Shiono and Teixeira (2000) suggested that particular attention should be paid 

as to the value of a t when modelling the solute transport processes in a contact tank 

with complex flow conditions. Therefore, in this study different values of a t were tested 

in the solute transport simulations of contact tanks and an analysis of the sensitivity of 

the results obtained was carried out, as discussed in Chapter 8.

4.3.3 Initial and boundary conditions

The initial condition prescribed for Equation (4.25) followed the studies of Falconer and 

Ismail (1997) and Stamou (2002). This included the use of a square step function for the 

values of C at the inlet section, with zero concentration being set elsewhere for t = 0. 

The square step function mimicked a quasi-instantaneous release of the tracer at the 

inlet of a simulation domain (see Chapter 3). Therefore, a uniform solute concentration 

was set at the inflow (i.e. Cin) for a pre-determined period of time (i.e. Tj), and then set 

to zero for the rest of the simulation time, as illustrated in Figure 4.1.



C[MZL3] A

G .---------------------

(° ’°) Ti t [T]

Figure 4.1 Schematic representation of the square step function, illustrating the initial 

condition used for the mean inlet concentration in the advection-diffusion equation

The boundary conditions (BC) applied for the ADE were classified accordingly to the 

type of boundary, which were given as: -  inlet, solid boundary, free surface and outlet 

boundary.

At inlet sections, the value of the solute concentration was specified as being zero for 

time t > Ti, which characterised the application of a Dirichlet BC for this type of 

boundary.

At the free surface and outlet sections the Neumann BC was applied, so that the normal 

gradient of C at the corresponding boundary was set to zero. Solid boundaries were 

treated as no-flux surfaces, where the Dirichlet BC was used to specify the zero 

concentration value at the respective boundary.

4.4. A GENERAL FORMULATION FOR THE TRANSPORT EQUATIONS

The governing equations used to model the transport of flow quantities, such as 

momentum, k, s and solute were given by Equations (4.6), (4.11), (4.12) and (4.25)
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respectively. As previously discussed in this Chapter, these equations include a number 

of terms that account for the transient effects on the transport of the corresponding flow 

quantity, as well as the effects of advection, diffusion and any source terms that may 

exist in the flow field.

The similarity among the conservation equations allowed a general formulation to be 

written, which was useful in the derivation of the numerical scheme presented in 

Chapter 5. Therefore, the general transport equation used was (Patankar, 1980): -

s o u r c e  te rm

tra n s ie n t term
a a v e c tive  te rm

(4.27)
d iffu s io n  te rm

where i = 1, 2, 3 for the x, y and z directions respectively; Ui is the flow mean velocity 

in the corresponding direction; t is the time; and the parameters <J), D and S are specified 

accordingly to Table 4.3.

Table 4.3 Specification of parameters for the general transport equation, Equation (4.27)

Conservation
equation

<{>: dependent 
variable

D: diffusion 
coefficient S: source term

Momentum Ui V l + V t
1 dP 
pdx,

Turbulent 
kinetic energy k vl + -S- G - e

Dissipation rate 8 V , + Z - c u A j G - c 2J 2 y

Advection-
diffusion C Z  + ̂ ~ = 0
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where Ui is the flow mean velocity component in the i direction; C is the time-mean 

concentration of solute; p and v are the specific mass and kinematic viscosity of the 

fluid respectively; vt is the eddy viscosity; <Jk, g8, Cie and C28 are constants of the k-e 

model; a t is the turbulent Schmidt number; P is the pressure; and G is the turbulence 

generation term, defined as in Equation (4.13). Further details about the derivation and 

terms of the general transport equation can be found in Patankar (1980) and Rodi 

(1993).
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Summary

In this Chapter the conservation differential equations that govern the transport of mean 

turbulent flow quantities were discussed. These included the continuity equation, the 

momentum equations, the turbulent kinetic energy (k) equation and the equation for k’s 

dissipation rate (s), as well as the advection-diffusion equation for the conservative 

transport of a chemical species. The governing equations were written using the 

Cartesian-tensor notation and in a primitive-variable form. Assumptions were made as 

for the modelling of water as a Newtonian incompressible fluid, while the Earth’s 

rotation was disregarded. A fully three-dimensional approach was adopted, which 

allows for a hydrodynamic pressure distribution to occur in the flow field. A statistical- 

temporal strategy was used to model the turbulence effects, while two options to 

calculate the eddy viscosity were outlined, namely, i) a depth-integrated eddy viscosity 

formulation; and ii) a low Reynolds number version of the k-s model. The initial and 

boundary conditions were prescribed for the governing equations and a general 

formulation of the transport equation was presented. The discretisation of the governing 

equations and further details of the numerical method used in this study are discussed in 

Chapter 5.
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Chapter 5

Numerical Modelling



5.1. Introduction

Details are given herein of the Computational Fluid Dynamics (CFD) model developed 

and used in the numerical simulations of this study. In section 5.2 the discretisation of 

the governing equations outlined in Chapter 4 is demonstrated, using the finite volume 

method on a three-dimensional (3-D) computational grid. Details of the CFD model are 

given in section 5.3, which include flow charts that illustrate various components of the 

model. Aspects of the turbulence and solute transport modelling and the line-by-line 

technique used to solve the systems of discretised equations are also discussed.

5.2. D is c re t is a t io n  o f  t h e  g o v e rn in g  e q u a tio n s

The numerical scheme used in the CFD model developed in this study was based on the 

SIMPLER algorithm of Patankar (1980) and Patankar (1981). As seen in section 2.5.1, 

in this algorithm the finite volume method (FVM) is used to discretise the governing 

differential equations into algebraic counterparts, which can then be solved numerically 

with an appropriate set of boundary conditions. Numerical schemes based on algorithms 

of the SIMPLE family have been applied successfully to predict complex hydraulic and 

environmental flow problems (Wu et al., 2000; Olsen et al., 2000; Faure et al., 2004).

A general representation of the discretisation control volumes (CV) in the 3-D 

computational grid is shown in Figure 5.1a. A projection of this grid on the x-y plan is 

shown in Figure 5.1b. The central point is represented as point P. Its neighbouring 

points include the north (N) and south (S) points in the y direction, the east (E) and west
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(W) points in the x direction and the top (T) and bottom (B) points in the z direction, in 

the Cartesian coordinate system.

Figure 5.1 General representation of the finite volume discretisation mesh, illustrating: 

a) the 3-D computational grid; and b) the corresponding x-y plan projection

5.2.1 General transport equation

The general transport equation, given in Chapter 4 as Equation (4.27) was discretised 

using the FVM and was written as: -

a p ( f r p  —  "f" ^

where § stands for the dependent variable; the subscripts P, E, W, N, S, T and B 

represent the grid points; and a and b are coefficients which include the transient, 

diffusive, advective and source-term contributions to the transport of <j>, given as: -
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(5.2)

ap =£>^(jp„|)+||F„,0||

a„=Mk|)+|K’°ll

as = O ^ | ) + | |F SJ0|| (5-5)

ar =D ,^P ,|)+ ||-F„0 || (5-6)

afi= D ^ (jn |)+ lF s,0|| (5.7)

a p = a £ + a w  + a N + as +  a T +  a B + a p ”  SpAxAyAz (5.8)

b = SeAxAyAz + a°P$  (5.9)

where the symbol || || stands for the largest of the two internal quantities; the small- 

cased indexes refer to the CV faces, as illustrated in Figure 5. lb; Ax, Ay and Az are the 

grid spacings; (f>QP is the previous time step/iteration value of (J) at the central point; and 

a°p is a coefficient given by: -
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pAxAyAz (5.10)

where At is the time step. The term a%$, is the equivalent of the CV’s internal energy. 

The source term (S) is expressed as: -

where Sc and Sp are coefficients of the source term, obtained by using an appropriate 

linearisation procedure (Patankar, 1980), as discussed in section 5.4.

The parameters F and D in Equations (5.2) -  (5.7) represent flow rates and conductance 

across the CV faces, or respectively the advection and diffusion effects in the transport 

of <j), and are given (for instance, for the CV east face) as: -

s = sc+sp0p (5.11)

F e =  f* * e A y A z (5.12)

TeAyAz (5.13)

where Ue is the velocity component in the x direction, which is computed at face e; Te is 

the diffusion coefficient; AyAz is the area of face e; and (8x)e is the distance between 

the two grid points involved, i.e. P and E. Similar formulations are deployed for the



other flow rates and conductances, with appropriate changes being made in terms of the 

corresponding grid locations.

In this study the Power-Law formulation given by Patankar is used as the advection- 

diffusion scheme in Equations (5.2) to (5.7), so that ^(j^l) given by: -

^ ( j p | ) = j o , ( l - 0 . l | / >| ) 5 |  ( 5 - 1 4 )

where the Peclet number P is calculated as P = F/D at the corresponding CV face.

The Power-Law scheme has proven to match closely the behaviour of the exponential 

(exact) scheme, but at a lower computational expense (Patankar, 1980). The Power-Law 

scheme produces the same effect as that of the hybrid scheme when |P| > 10 (i. e. when

advection is at least 10 times greater than diffusion), where diffusion is set to zero at 

high Peclet numbers (thus mimicking a pure upwind formulation). It also reduces to the 

central difference scheme when Peclet = 0 (Kelkar and Patankar, 1989).

5.2.2 Coupling the continuity and momentum equations

When dealing with the momentum equations, <|> equates to a mean velocity component 

which corresponds to the x, y or z direction (see Chapter 4). Since the pressure gradient 

is regarded as the main source of momentum in these equations (Patankar, 1980), it is 

often convenient to write the pressure gradient outside the source-term, such that the 

discretised form of the x-momentum equation on a staggered mesh is: -
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' Z w !L ! ±  + d {p p )  
ae

(5.15)

where Ue is the central velocity; the subscript nb stands for the ‘neighbour’ grid 

locations (see Figure 5.1); Pp and Pe are the pressures at the points P and E respectively; 

and de is given by: -

. A. (5-16)
d e  =  —

a*

where A* is the area of the CV face normal to u^ i.e., Ae = AyAz. For the y and z 

momentum equations, similar formulations are used for vn and wt, where the 

corresponding velocity components are calculated for the north and top faces of the CV 

respectively. The pressure gradients are dn(Pp -  Pn) and dt(Pp -  Pj); and the interface 

areas are An = AxAz and At = AxAy.

The diffusion coefficient T in the momentum equations is taken as the effective 

viscosity at the CV face, which is obtained by adding the kinematic viscosity (vi) to the 

eddy viscosity (vt). This procedure avoids having a source-term included in the 

momentum equations, which is what would occur if the Reynolds stresses were to be 

directly used to represent turbulence. Thus, since the pressure-gradient term is explicitly 

represented in equations such as Equation (5.15), the source-term components Sp and Sc 

in Equations (5.8) and (5.9) can be set to zero, which generally contributes to the 

stability of the method.
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The sequence of operations involved in solving the mean velocity and pressure fields 

using the SIMPLER algorithm is described below.

The first step of the algorithm applied to the momentum equations is the computation of 

a pseudo-velocity (i. e. ue in the x direction) by simply dropping the pressure term in 

Equation (5.15), such that: -

u, =
(5.17)

The pseudo-velocities are computed explicitly from the neighbouring velocities, which, 

during the iterative solution process, correspond to the velocity values obtained at the 

end of the previous iteration or time step. Similar formulations to Equation (5.17) can 

be derived for vn and wt using the y and z velocity components. After the ue, vn and

wt velocity fields have been calculated they are used to determine the starred-pressure 

P* field using: -

a p Pp — a r^r ^ (-*• 1^)

where, for incompressible, monophase flows, b is given by: -

b = / f c  ~ ue )AyAz + (vs -  vn )AxAz + (wb -  wt )AxAy] (5.19)
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which is obtained after substituting the continuity equation into the momentum 

equation. The pressure coefficients are computed (for instance, for point E) as: -

aE = p d eAyAz (5.20)

with similar formulations being used for the other neighbouring points. The central

point coefficient is given by: -

aP = a E + a w + aN + as + aT + aB (5.21)

After the P* field is determined, then the momentum equation, i.e. Equation (5.15) is

used to calculate the starred-velocity field ue , and similarly for v* and w] . A further

(corrected) pressure field P’ must then be calculated by again using Equation (5.18). 

However, the starred velocities are included in Equation (5.19) instead of pseudo

velocities. Finally, the pressure-correction and starred-velocity fields are used to 

determine the actual velocities based on the following formulations: -

(5.22)

(5.23)

(5.24)
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A flow chart for the sequence of operations described above is shown in Figure 5.2. The 

solution process is repeated until a converged solution has been reached. This is 

determined by a convergence parameter, which signals the end of the iterative loop, as 

outlined in section 5.2.

no
Convergence?

yes

End

Calculate pseudo-velocities

Calculate pressure 
corrections

Calculate coefficients of 
momentum equations

Calculate starred velocities

Calculate velocities and 
convergence parameter

Calculate coefficients of 
pressure equations and 

starred-pressures

Figure 5.2 Flow chart illustrating the sequence of operations of the solution algorithm 

for the momentum equations in the numerical model
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5.3.  Numerical model details

The CFD model has been developed using Fortran 90 and comprises three main parts: 

the pre-processor, the main solver and the post-processor.

5.3.1 Pre-processor module

In the pre-processor module the problem characteristics are specified, so that a 

computational grid that represents the fluid domain and the corresponding types of 

boundaries can be created.

A mesh generator programme capable of creating regular, orthogonal, non-uniform 

grids was developed and included in this module. This programme receives as inputs 

the geometrical features of the domain to be simulated, such as length, width, depth, as 

well as the location and dimensions of the inlet and outlet sections, number and size of 

baffles. The mesh features are specified as including the finest and coarsest spacings to 

be used in each direction and the corresponding gradient to be applied to conform the 

non-uniform mesh. The use of a relatively smooth mesh spacing variation is 

recommended, since it generally contributes towards controlling the local truncation 

errors of the numerical simulation (Beier et al., 1983).

Using the input data the mesh generator programme calculates the mesh spacings, 

giving as outputs the number of cells and the array of grid spacings in each direction, 

and a map of indexes identifying all types of cells within the grid, adapted from 

Falconer et al. (1999). These can be: wet, dry, ‘air’, inlet or outlet. Dry cells represent
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solid boundaries, which include walls, bed and baffles. Air cells are located above the 

surface. Together with inlet and outlet cells, these allow the main solver to identify 

which boundary conditions to apply around the wetted domain. A flow chart showing 

the sequence of operations performed by the mesh generator programme is given in 

Figure 5.3. An example of a non-uniform mesh calculated by the mesh generator 

programme for a 2-D comer bend is shown in Figure 5.4.

Start

no

yes

^— Able to fit
the domain with desired grid 

features?

Calculate grid spacings

Read geometrical 
features o f problem

Read desired features 
for computational mesh

Generate domain map 
with cells indexes

Write to output files

Calculate distances from 
cells to nearest wall

Send warning to screen: 
Adjust grid features

Figure 5.3 Flow chart illustrating the sequence of operations performed by the mesh

generator programme
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Solid

boundary

\  Solid 
\ b o u i d a r y

Figure 5 .4 Example of a non-uniform mesh calculated for a 2-D comer bend

5.3.2 Main solver

The main solver includes the hydrodynamic module (HM), which is used to solve the 

turbulent flow field, and a solute transport module (STM), which calculates parameters 

related to the hydraulic efficiency of the simulated unit. A flow chart for the main solver 

is shown in Figure 5.5.

The primary task of the HM is to generate the velocity field and the distribution of the 

eddy viscosity in the tank, by obtaining a steady-state solution for a given flow rate, and 

within the computational domain provided by the pre-processor. Input parameters for 

the HM include: the acceleration of gravity, fluid density and kinematic viscosity, the 

flow rate, the type of turbulence representation to be used, i.e. the k-e turbulence model 

or the depth-averaged eddy viscosity (see section 4.2.2). The HM can support either a 

‘cold start’, where all variables in the flow field are initially set to zero, or a ‘warm 

start’ in which case the calculations develop from a previously computed flow field. 

Further details about the main solver features are given below.
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no
Use k-e turbulence model?

yes

no
Convergence?

yes

End

Calculate convergence 
parameter

Calculate depth-averaged 
eddy viscosity

Solve turbulent flow field 
(hydrodynamic module)

Calculate k, s and eddy 
viscosity field

Run solute transport module

Call post-processor

Calculate inlet velocities 
and other inflow parameters

Apply initial conditions 
(cold or warm start)

Read input files

Figure 5.5 Flow chart illustrating the sequence of operations of the main solver

91



5.3.2.1 Computation o f the convergence parameter

The distribution and magnitude of the mean velocities at outlet sections are calculated 

using the zero-gradient boundary condition at this location, as seen in section 4.2.3. It is 

then necessary to compute the flow rate at the outlet, in order to evaluate whether the 

mass conservation principle is satisfied at the end of the iterative solution process.

For calculating the outflow (qout), a group of internal CV located just upstream of the 

outlet section are considered. The normal velocity components at each CV face are 

multiplied by the corresponding cross-section area and then added together to give the 

net flow rate at the outlet, as exemplified in Figure 5.6.

Figure 5.6 Schematic representation of the velocity components and control volume 

faces involved in the computation of the outflow by the numerical model

The ratio of the outflow to the inflow values, i.e. the ratio between the flow rates 

calculated at the outlet section and specified at the inlet section of the computational 

domain is used as the convergence parameter for the hydrodynamic module described 

above. The solution process for the steady state mean velocity field is stopped when the 

ratio of the outflow to the inflow becomes asymptotic at 1.

— v > % u iT W *

q^ZVjAxAz
q^ZV^AxAy
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5.3.2.2 Line-bv-line solution technique

For the computation of the flow field quantities, the respective discretised equation 

expressed in a 3-D domain involves 7 unknowns, since it relates the central point value 

of the variable to the values of the corresponding 6 neighbours. The resulting system of 

equations is then solved by the numerical model using a semi-implicit approach, known 

as the line-by-line method. This method involves splitting the original 3-D problem into 

a series of 1-D problems, thus reducing the number of unknowns at each sweep from 7 

to 3. This is achieved by treating implicitly the points located in one direction at a time, 

while taking all other neighbouring values explicitly, similarly to the Alternating 

Direction Implicit (ADI) method. Thus, the general discretised transport equation, 

Equation (5.1), is re-written in the forms corresponding to the sweeps in the x, y and z 

directions respectively, as (Versteeg and Malalasekera, 1995): -

— ~ ~ ^ (5.25)

~ & + &p$p ~ ~ ^ (5.26)

— &T(f)T — aB(j>B —^N )̂N + a s<f>s +fLw<j>w +b (5.27)

which can be solved in a sequential manner throughout the computational domain, by 

applying the appropriate set of boundary conditions and using the Tri-Diagonal Matrix 

Algorithm (TDMA) (Tannehill et al., 1997). In this method the systems of equations are 

firstly represented in the upper tridiagonal matrix form, by applying Gaussian
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elimination. This is followed by back-substitution, which then gives the solution for the 

system of equations of the corresponding line. The numerical loop is advanced to the 

next line of cells and the process is repeated until the external boundary is reached. The 

implicit direction is then swept and the other corresponding directions are treated 

explicitly, until the x, y and z sweeps have been performed. Further details of the 

TDMA method and the numerical routine used to solve the tridiagonal systems of 

equations in this study are given by Tannehill et al. (1997).

It is worth of mention that, whenever a Neumann boundary condition is involved in a 

line-by-line sweep, then it is necessary to equate the corresponding boundary value of 

the variable to the value calculated for the internal neighbouring grid cell, after the back 

substitution process is performed. This is a necessary update of the domain, in 

preparation for the subsequent sweep of the solution algorithm.

5.3.2.3 Computation o f the interface viscosity

In solving the discretised momentum equations, i.e. Equations (5.22) -  (5.24), the 

associated coefficients involve viscosity values that are taken at CV faces in the 

staggered computational grid, as shown in Equation (5.13). When a uniform viscosity 

field is involved in solving the hydrodynamic flow field, e.g. when the turbulence is 

represented by a depth-averaged eddy viscosity approach, then the interface values of 

this parameter can simply be equated to the value originally calculated for CV centres 

(see section 4.2.2).
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However, when the k-e turbulence model is used, a non-uniform eddy viscosity 

distribution is normally obtained from the calculated k and s fields, where the viscosity 

values computed for the CV centres need to be interpolated in order to give the 

corresponding interface values. Therefore, the procedure proposed by Patankar (1980) 

was used in this study for such a purpose. Using this method, the viscosity value at the 

east face of a CV can be calculated as: -

1 , fe
,-1

v

(5.28)

where fe is the interpolation factor, given by: -

f  _ (& L  (5-29)
L  = (&),

where (8x)e+ and (8x)e are the grid distances involved in the interpolation procedure, as 

shown in Figure 5.7.

■ '  (8i)e--------- ►

4
4 (6x)e_ * r 

1
k 1

-(8 x )^

P (e
--------w

E

Figure 5.7 Schematic representation of the grid distances associated with the calculation

of the interface viscosity



As pointed out by Patankar (1980), when the interface is placed midway between points 

P and E, i.e. when the values of (8x)e+ and (8x)e coincide, then equation (5.28) reduces 

to the harmonic mean between vp and ve, and not to the arithmetic mean that would 

result from assuming a linear variation of v between points P and E.

5.3.2.4 Source term I inear isation

Following recommendations of Patankar (1980), the source terms of the k and s 

equations were linearised using a procedure described in this section. This was regarded 

as a necessary step to guarantee the stability of the numerical method.

The source-terms of the k  and e  equations, i.e. Sk and Se respectively, were given in

Table 4.3 as being: -

S k = G - €  (5.30)

(5.31)
S ‘ =clcf l j G - c 2J 2^  

k k

where G is the turbulence generation term, defined as in Equation (4.13); ci8 and c2e are 

constants of the k-s model, as shown in Table 4.1.

In the linearisation procedure used, Equation (4.10) was firstly rearranged as: -
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which was substituted for s into Equations (5.30) and (5.31), to give: -

„ „  ,  k .  (5.33)Sk = G - c Mf M— k

e _ r r k  k (5.34)
Sg ~ C\ef\Cnfn G C2Ef l Cnfn e

V,  v,

Thus, the source term coefficients to be included in Equations (5.8) and (5.9) as part of 

the discretised transport equation for k are: -

S*= G  (5-35)

and

„ s k (5.36)
Sp = - c J u  -

Likewise, the source term coefficients for the discretised transport equation for s read:-



and

$ P  ~  C 2 e f 2 C u f u
V.

(5.38)

5.3.2.5 Computation of variable CL,

The use of as a constant quantity of the k-s turbulence model (where = 0.09) is 

generally recommended to simulate high Reynolds number flows, where the production 

and dissipation of the turbulent kinetic energy are in approximate balance (Rodi, 1993). 

However, where the viscous effects play an important role locally in the flow, such as in 

the viscous sublayer near walls, Rodi proposed that should be modelled as a function 

of the ratio between the turbulence production and dissipation quantities [i.e. Cn = 

f(/Vs)], as illustrated in Figure 5.8a.

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0
0.0 0.5 1.0

Glz

1.5 2.0

Figure 5.8 Variation of as a function of the ratio between turbulence production and 

dissipation, as in: a) empirical correlation function (from Rodi, 1993); and b) 

approximation using least squares regression functions
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In this study the numerical simulations carried out using as a variable quantity in the 

low Reynolds number k-s model were performed using the regression functions of 

Figure 5.8b, which provided the best fit for the empirical curve of Figure 5.8a. The term 

P I s from the empirical curve was substituted by G/s, where the overbar was dropped 

for convenience and the turbulence production term was represented by G [see Equation 

(4.13)]. The least square regression functions obtained for the function = f(G/e) and 

the corresponding coefficients of determination are shown in Table 5.1.

Table 5.1 Least square regression functions for the function = f(G/s)

Interval of G/s Regression function Coefficient of 
determination

G/s < 0.41 Ox = 0.7523e'2 6968(G/8) R2 = 0.9998

0.41 < G/s <1.0 Qx = 0.0908(G/s)’11389 R2 = 0.9996

G/s > 1.0 Ĉx = 0.09 ---

As it can be noticed in Figure 5.8b and Table 5.1, for G/s >1.0 the value of = 0.09 

corresponded to the value suggested by Rodi (1993) for the modelling of fully turbulent 

flows. The numerical model results respectively obtained using the variable 

approach and the constant approach were compared for turbulent flows with low, 

moderate and high turbulence intensities, as discussed in Chapter 7.

5.3.2.6 Solute transport module

Once the mean velocity and eddy viscosity fields have been computed using the 

hydrodynamic module, these results can then be used to obtain temporal and spatial
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distributions of a solute within the fluid domain. This was done in this study so as to 

simulate the tracer experiments described in Chapter 3.

Input parameters for the STM include the total simulation time, the time step, the wetted 

volume, the mass of solute and the duration of the simulated solute injection. The initial 

and boundary conditions for the STM were given in Chapter 4.

The modelling of solute transport is carried out based on equations (5.1) -  (5.14), with 

the parameter § assuming the time-mean solute concentration, C. When a conservative 

substance is considered, the source-term quantities Sc and Sp are both set to zero.

At the end of each time step of the solution procedure the average outlet concentration 

is calculated and used to determine the mass of tracer that has exited the unit during that 

iteration cycle. It is also used to produce data for the retention time distribution curve 

and associated hydraulic efficiency indexes, which were described in Chapter 3.

5.3.3 Post-processor module

Once the solutions have been completed through the main solver, the post-processor 

module generates output files in the appropriate format to be analysed using data 

visualisation and processing programmes. This includes the mean velocity and the eddy 

viscosity fields, the time-mean solute transport results and animation scenarios of the 

transient 3-D solute dispersion in the modelled flow field. An example of animation 

scenarios generated with data from transient solute transport results for a generic 

contact tank with 4 compartments is shown in Figure 5.9.
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Figure 5.9 Animation scenarios at various simulation times (ts) created using results of 

the solute transport module for a generic contact tank with 4 compartments
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Summary

Details of the numerical model that was developed in this study were discussed in this 

Chapter. The discretisation of the governing equations was performed using the finite 

volumes method in a regular, orthogonal, staggered three-dimensional grid. The 

coupling of the mean velocity and pressure fields was described using the SIMPLER 

algorithm, with the Power-Law formulation being used as the advection-diffusion 

scheme for the transport equations. Flow charts were provided that illustrated the main 

sequences of operations of the numerical model. The mesh generator programme was 

outlined and the most important features of the main solver were discussed. These 

included: the calculation procedure used to obtain the solution convergence parameter; 

an explanation of the line-by-line solution technique deployed to solve the systems of 

discretised equations; a discussion on the computation of interface viscosity values; the 

method used in the source term linearisation of the turbulent kinetic energy and 

dissipation rate equations; and aspects of the solute transport modelling. The post

processor module of the programme creates output files to be analysed using data 

visualisation and processing softwares. Results of the numerical simulations carried out 

in this study are discussed in Chapter 7.
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C h a p t e r  6

Physical Experimentation Results



6.1.  In t r o d u c t io n

Results from the physical experimentation work are discussed herein. Velocity 

measurements were undertaken using an Acoustic Doppler Velocimeter (ADV) and 

tracer experiments were carried out using a digital fluorometer for a number of design 

configurations of the Prototype Tank (PT), with the main aims being: i) to provide data 

for the verification and validation of numerical models, such as the model described in 

Chapter 5; and ii) to obtain a better understanding of the hydrodynamic and mixing 

processes in chlorine contact tanks. The results of the mean velocity fields measured 

using the ADV are discussed in Section 6.2, with a characterisation of the solute 

transport processes and an analysis of the hydraulic efficiency of the assessed setups of 

the PT being given in Section 6.3.

6 .2 . C h a r a c t e r is a t io n  of M e a n  V e l o c it y  F ie l d s

The results presented in this section were obtained using the three-dimensional ADV, 

giving velocity fields for the PT. The design setups of the PT assessed using the ADV 

included the following configurations: -  OS-C, OS-P, MS3, MS4-C and MS4-P, with 

the design specifications and schematic representations of these setups being given in 

Chapter 3. A summary of the main design characteristics of these configurations is 

given in Table 6.1, where the orientation of compartments is indicated relatively to the 

main direction of the inflow.

In Section 6.2.1 the flow field is characterised in terms of mean velocity distributions 

acquired in four assessment groups for setups OS-C and OS-P. The results for setups
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MS4-C and MS4-P are discussed in Section 6.2.2, with the mean velocity fields 

measured in setup MS3 being shown in Section 6.2.3.

Table 6.1 Summary of main design specifications of assessed setups of the Prototype 

Tank

Setup Inlet type Number of 
compartments

Orientation of 
compartments

OS-C Channel 8 Longitudinal
OS-P Pipe 8 Longitudinal
MSI Pipe 6 Longitudinal
MS2 Pipe 4 Longitudinal
MS3 Pipe 1 —

MS4-C Channel 6 Transversal /
MS4-P Pipe 6 Longitudinal

6.2.1 Original Setup of Prototype Tank

The results for four sets of ADV assessments undertaken in this setup are discussed 

below. Comparisons have been made with the results obtained by Teixeira (1993), who 

carried out an extended analysis of the flow field assessed by use of a Laser Doppler 

Anemometer (LDA) in a contact tank with similar design characteristics to the setup 

OS-C.

6.2.1.1 Assessment OS-A1

Assessment OS-A1 was carried out in a vertical plane located at the mid-width centre of 

compartment 1 of setup OS-C. A cross-section devised for the velocity measurements in 

this region was formed by 312 grid points, where the grid spacing varied from 25mm to
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150mm. Results are shown in Figure 6.1, where the longitudinal and vertical length 

scales, i.e. X and Z respectively, were normalised by the water depth (H), where H = 

1010mm. Resultant velocities were calculated from the corresponding longitudinal and 

vertical components. The inlet section is indicated by an inflow arrow in Figure 6.1a, 

with the relative location of the walls W1 and W3, the compartment bed and free 

surface also being shown in this Figure.

Figure 6. la shows a vector plot of the normalised mean resultant velocities obtained for 

Assessment OS-A1, while iso-velocity contour plots of the corresponding longitudinal 

and vertical velocity components are shown in Figures 6.1b and 6.1c. It can be seen 

from Figure 6.1a that a significant vertically reversed flow zone was the dominating 

feature of the flow field in Compartment 1 of setup OS-C. The upper layers of the water 

column, i.e. where z/H > 0.9, were occupied by a jet flow structure, originating from the 

inlet section and where the maximum magnitude of the streamwise velocities 

corresponded to 900% of the bulk velocity (i.e. Uo = l.Ocm/s). The flow was deflected 

by wall W3 and by the compartment bed to form the recirculating flow structure. The 

flow reversed velocities near the bed of Compartment 1 had a maximum magnitude of 

350% of Uo, as shown in Figure 6.1b. The maximum magnitude of the vertical velocity 

component was 500% of Uo near wall W3, and as shown in Figure 6. lc.

A second, relatively small vertical recirculation zone occurred in this cross-section, 

located at the comer bend formed by wall W1 and the compartment bed. This comer 

eddy rotated in the opposite direction relatively to the main vertical recirculation of 

Compartment 1, as shown in Figure 6.2a.
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Figure 6.1 Normalised mean velocities measured in Assessment OS-A1 for: a) Vector 

plot of the resultant velocity field; b) U/U0 iso-velocity contours; and c) W/U0 iso

velocity contours
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Moffatt (1963) showed that sharp comers between rigid walls tend to exhibit a sequence 

of such eddies of decreasing size and intensity, for an angle between the walls not 

higher than 146°. This is exemplified in the schematic representation of Figure 6.2b, for 

a 60°-comer bend with the corresponding first and second Moffatt eddies being 

indicated. Therefore, the comer eddy measured in Compartment 1 of setup OS-C has 

been identified as being the first Moffatt eddy for the region shown in Figure 6.2a.

= 0.5

0 2

Wall s  
W1

0.2 0.3 0.4Bed
X/H

1.3x10

Figure 6.2 Illustration of Moffatt eddies, for: a) measured results in Compartment 1 of 

setup OS-C; and b) first and second Moffatt eddies in a concave comer for an angle of 

60° between walls (from Biswas et al., 2004)

6.2.1.2 Assessment OS-A2

Velocity measurements in this Assessment were carried out to characterise the vertical 

velocity distribution at the centreline of each compartment of setup OS-C. The 

compartment centrelines were located at the corresponding mid-length and mid-width 

positions. A total of 11 sampling points were located along each centreline, where the 

grid spacing values varied between 50mm and 125mm, and the first grid point was 

situated 25mm away from the tank bed.
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The results for this Assessment are shown in Figure 6.3, where the horizontal axis 

indicates the compartment number, and the vertical axis represents the normalised 

depth. The resultant velocities shown in this vector plot were calculated from the U and 

W components and were normalised by Uo. Streamwise velocity vectors indicated in the 

Figure point towards the following corresponding compartment. Figure 6.3a shows the 

mean velocity profiles of centrelines in Compartments 1 to 4, while the corresponding 

results for Compartments 5 to 8 appear in Figure 6.3b.
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Figure 6.3 Vertical profiles of mean normalised velocities measured along compartment 

centrelines of setup OS-C for: a) Compartments 1 to 4; and b) Compartments 5 to 8

The results in Figure 6.3a indicate that vertically reversed flow velocities occurred in 

Compartments 1 to 4. Along the corresponding centrelines, the region of occurrence of 

the maximum streamwise velocity was found to alternate between the upper and the
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lower layers of the water column. Hence, in odd-numbered compartments (i.e. 1 and 3) 

the respective maximum velocity occurred near the surface, within the region of z/H > 

0.9, while in even-numbered compartments (i.e. 2 and 4), the respective maximum 

velocity occurred near the compartment bed, i.e. within the region z/H <0.1. This effect 

was a consequence of the inflow jet and the flow deflection caused by tank walls 

(Teixeira, 1993). The maximum magnitude of the mean streamwise flow velocities 

along the centrelines of Compartments 1 to 4 corresponded to 860%, 400%, 220% and 

190% of Uo respectively.

It can be seen in Figure 6.3b that streamwise flow occurred along the centrelines of 

compartments 5 to 8. In the centreline of Compartment 5, the maximum streamwise 

velocity occurred in the region z/H > 0.9 and was of the order of 170% of Uo. For 

Compartments 6 to 8, no trend could be detected for the region of occurrence of the 

maximum streamwise velocity.

An analysis of the flow uniformity along the vertical direction was carried out using the 

mean velocity distributions from Assessment OS-A2. A deviation coefficient ( a c ) was

calculated for each compartment, as being the mean relative difference between the 

measured values of the resultant velocity and the bulk velocity (Uo), such as: -



where the index C was the compartment number from 1 to 8; the number of layers along 

each centreline profile was 11; k was a layer index; and Uc,k was the magnitude of the 

corresponding mean streamwise velocity. The results obtained for Compartments 1 to 8 

are shown in Table 6.2 and Figure 6.4.

Table 6.2 Values of the deviation coefficient calculated in the vertical uniformity

analysis of the centreline mean velocity profiles in Compartments 1 to 8 of setup OS-C

k
lU-Uol/Uo

Comp.l Comp.2 Comp.3 Comp.4 Comp.5 Comp.6 Comp.7 Comp.8
11 7.6 1.1 1.1 0.5 0.7 0.1 0.3 0.1
10 7.2 1.4 1.2 0.0 0.7 0.2 0.0 0.1
9 2.4 1.1 0.8 0.6 0.2 0.2 0.1 0.0
8 0.6 1.0 0.4 1.3 0.2 0.2 0.1 0.2
7 0.6 0.9 0.1 0.9 0.2 0.1 0.4 0.1
6 0.4 0.3 0.1 0.9 0.3 0.2 0.5 0.2
5 0.5 0.3 0.2 0.6 0.3 0.4 0.2 0.2
4 2.0 0.3 0.7 0.1 0.2 0.0 0.1 0.5
3 1.9 0.8 1.2 0.9 0.4 0.2 0.2 0.4
2 3.3 2.2 1.0 0.9 0.2 0.2 0.1 0.1
1 3.9 3.0 1.0 0.9 0.1 0.3 0.2 0.2

Average 2.8 1.1 0.7 0.7 0.3 0.2 0.2 0.2

4.0

3.0

£ 2.0

0.0
o CD 00CM CO Ui
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Figure 6.4 Variation of the deviation coefficient values shown in Table 6.2

i l l



The bottom row of Table 6.2 shows the values of a c calculated using Equation (6.1) 

for Compartments 1 to 8. As it can be noticed in these results, a trend of decrease of the 

value of the deviation coefficient occurred from Compartment 1 to 6. The decay of a c

along compartments followed a power trend, as shown in Figure 6.4. This was followed 

by the parameter becoming asymptotic at 0.2 for Compartments 6, 7 and 8, indicating 

that the corresponding mean velocity distributions tended to be vertically uniform. This 

fact suggested that the mean velocity field had a 2-D horizontal character from 

Compartment 6 until the centreline of Compartment 8 of setup OS-C.

This indication was in disagreement with the observations of Teixeira (1993) for a 

similar contact tank, where the start of 2-D flow reportedly occurred in Compartment 5 

of that tank. Such a discrepancy was probably a consequence of the different relative 

dimensions between the two prototype units.

6.2.1.3 Assessment OS-A 3

Assessment OS-A3 was carried out for a horizontal cross-section, located at mid-depth 

(i.e. at z/H = 0.5), and included the transition region between Compartments 7 and 8, as 

well as a portion of these compartments. Two-dimensional horizontal flow occurred in 

this region of the tank, as indicated by the results of Assessment OS-A2. Velocity 

measurements in OS-A3 were taken in a cross-section formed by 260 points, in which 

the internal grid spacing was 50mm and the distance from the first grid point near a wall 

or baffle to the corresponding boundary was 25mm.

112



The results for Assessment OS-A3 are shown in Figure 6.5. The horizontal length scales 

in this Figure were normalised by the compartment width (L), where L = 365mm. The 

location of walls W3 and W4, as well as Baffles 6 and 7 and Compartments 7 and 8 are 

indicated in Figure 6.5a, which shows a vector plot of the mean resultant velocity field. 

The resultant velocities were calculated from the corresponding longitudinal and lateral 

velocity components (i.e. U and V, respectively), and were then normalised relative to 

Uo. Iso-velocity contour plots of these velocity components are shown in Figures 6.5b 

and 6.5c respectively.

In Figure 6.5a it can be seen that a predominantly streamwise flow occurred in 

Compartment 7 for x/L < 0.0, with a non-uniform velocity distribution across this 

compartment.

The location of the transition region between Compartments 7 and 8 is indicated in 

Figure 6.5 as the region of x/L > 0.0. Downstream of the transition region a horizontal 

recirculation zone occurred in the vicinity of Baffle 7, as shown in Figure 6.5a. This 

zone was formed as a consequence of flow separation at the baffle lee (Teixeira, 1993). 

The width and length of the recirculation zone were estimated as approximately 0.5L 

and 1.6L respectively, where L was the compartment width. Figure 6.5b indicates that 

the maximum magnitude of the reversing flow velocity in this region was of the order of 

80% of Uo, whereas in the main advective flow path along wall W4 the maximum 

velocity magnitude measured corresponded to 220% of Uo.
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Figure 6.5 Measured results in Assessment OS-A3, illustrating: a) Vector plot of the 

mean velocity field; b) U/Uo iso-velocity contours; and c) V/Uo iso-velocity contours
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The results for Assessments OS-A1, OS-A2 and OS-A3 were obtained with the use of 

the channel inlet in the PT. Mean velocity measurements by ADV were also carried out 

in the tank with the use of the pipe inlet device. This was investigated in Assessment 

OS-A4, as discussed below.

6.2.1.4 Assessment OS-A4

This Assessment was carried out in setup OS-P, which corresponded to the original 

setup of the PT with the use of the pipe inlet device. As seen in Chapter 3, this inlet 

section was situated near the tank bed and in the centre of wall W1 in compartment 1. 

The inflow velocities for this setup were nearly twice as high as those for setup OS-C, 

due to the relatively smaller inlet cross-section area. Velocity measurements in this 

Assessment were carried out along the centreline of Compartments 1 to 8, as for 

Assessment OS-A2 in setup OS-C.

The mean velocity distributions measured along the centrelines of Compartments 1 to 4 

are shown in Figure 6.6a, with the corresponding results for Compartments 5 to 8 being 

shown in Figure 6.6b.

Figure 6.6a shows that the highest velocities for the odd compartments (i.e. 1 and 3) 

occurred near the tank bed in setup OS-P, within the region z/H <0.1. On the other 

hand, for the even compartments (i.e. 2 and 4), the respective maximum velocities 

occurred in the upper layers of the centreline, i.e. where z/H > 0.9. The corresponding
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maximum velocity magnitudes in relation to Uo were of the order of 1540%, 580%, 

290% and 230% in Compartments 1 to 4 respectively.

In Figure 6.6b it can be seen that velocities that occurred along the centrelines of 

Compartments 5 to 8 in setup OS-P were in the streamwise direction. The maximum 

velocity measured in Compartment 5 was of the order of 180% of Uo, which occurred 

within the region z/H < 0.1. In the centreline of Compartment 6, this velocity 

corresponded to 160% of Uo within the region z/H > 0.9. For Compartments 7 and 8 no 

trend could be detected for the region of occurrence of the maximum streamwise 

velocity.

a) -*=1.0  

1

I
N

b)

I
N

- * = 1.0

1 r

T------------------ T
2 3

Compartment no.

Compartment no.

Figure 6.6 Vertical profiles of mean normalised velocities measured along compartment 

centrelines of setup OS-P for: a) Compartments 1 to 4; and b) Compartments 5 to 8
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6.2.2 Modified Setup No. 4 of Prototype Tank

The results included in this Section were obtained from velocity measurements using 

the ADV as performed in setups MS4-C and MS4-P. As seen in Chapter 3 and Table 

6.1, a transversal baffling arrangement was used in the first 5 compartments of these 

setups of PT, which were formed by 6 compartments and where the channel and pipe 

inlet devices were respectively used.

Assessments of mean velocity profiles in setups MS4-C and MS4-P were undertaken 

along vertical lines in Compartments 1 to 6, in a similar manner to Assessment OS-A2. 

A total of eight vertical profiles were measured in each setup, where two profiles were 

taken in Compartment 1, two in Compartment 2 and one in each remaining 

compartment. These profiles were situated at mid-width of the corresponding 

compartment. The spacing between the measurement points within the profiles was 

100mm, where the first grid point was situated 30mm away from the tank bed.

The results for setups MS4-C and MS4-P are respectively shown in Figures 6.7 and 6.8. 

Figures 6.7a and 6.8a show the vertical profiles measured in Compartments 1 and 2, 

where sections A and B refer to the start and end region of the corresponding 

compartment. The mean velocity profiles measured in Compartments 3 to 6 are given in 

Figures 6.7b and 6.8b.

Figures 6.7a and 6.8a indicate that the mean velocity field in Compartment 1 of setups 

MS4-C and MS4-P had a strongly three-dimensional character. The maximum
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magnitudes of the vertical velocity component (W), verified in profiles 1A of these 

setups, corresponded to 90% and 130% of Uo respectively. In profiles IB the 

corresponding maximum magnitude verified for W was of the order of 40% and 50% of 

Uo. The maximum magnitude verified for W in profiles 2A of these setups was of the 

order of 50% of Uo. This parameter corresponded to 10% of Uo in profile 2B for either 

setup.

Figures 6.7b and 6.8b indicate that a predominantly 2-D mean flow occurred from 

Compartment 3 onwards in setups MS4-C and MS4-P, where recorded W values were 

lower than 10% of Uo.

With regard to the mean streamwise velocity component, the maximum magnitude 

verified for this parameter in both setups corresponded to 250% of Uo, which occurred 

in the respective Compartment 1. For setup MS4-C and profile 2A, this parameter 

corresponded to 150% of Uo, while for profile 2B this parameter was of the order of 

130% of Uo. These velocities occurred at z/H = 0.72 in both profiles of Compartment 2. 

From Compartment 3 to Compartment 6 the maximum streamwise velocity was of the 

order of 130% of Uo, except for the point situated at z/H = 0.03 in Compartment 6, 

where the magnitude of this parameter was 150% of U 0. For setup MS4-P, the 

maximum velocity magnitude verified in Compartments 2 to 6 corresponded to 130% of 

Uo, except for the point situated at z/H = 0.92 in Compartment 3, where the magnitude 

of the streamwise velocity was 150% of U0.
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Figure 6.7 Vertical profiles of mean normalised velocities measured along compartment 
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Figure 6.8 Vertical profiles of mean normalised velocities measured along compartment 

centrelines of setup MS4-P for: a) Compartments 1 and 2; and b) Compartments 3 to 6
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6.2.3 Modified Setup No. 3 of Prototype Tank

The results presented herein were obtained from the ADV velocity measurements 

carried out in setup MS3 of PT. This design setup corresponded to the unbaffled 

configuration of the tank, where use was made of the pipe inlet device. The grid spacing 

between the measurement points was 100mm, while the distance from the first grid 

point to the nearest solid boundary was 50mm. These ADV measurements were 

undertaken for a period of 15min at each point.

Data acquisition were carried out at three cross-sections of the flow in setup MS3, 

which were located as follows:

• Cross-section 1: the vertical (X-Z) plane situated along the vertical centreline of the 

inlet section (i.e. for Y = 2820mm);

• Cross-section 2: the horizontal (X-Y) plane situated near the tank bed (i.e. for Z = 

30mm);

• Cross-section 3: the vertical (X-Z) plane situated along the horizontal mid-width 

line of the tank (i.e. for Y = 1500mm).

The results of the normalised mean velocities, measured at the cross-sections defined 

above, are shown in Figures 6.9, 6.10 and 6.11 respectively. The horizontal and vertical 

length scales in these Figures were normalised by including the water depth (H) in the 

tank, while velocities were normalised by including the bulk velocity (Uo).
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Figure 6.9 Velocity field measured at Cross-section 1 of setup MS3 illustrating: a) 

Vector plot of mean resultant velocities; b) U/Uo iso-velocity contours; and c) W/Uo iso

velocity contours
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Figure 6.10 Velocity field measured at Cross-section 2 of setup MS3 illustrating: a) 

Vector plot of mean resultant velocities; b) U/Uo iso-velocity contours; and c) V/LJo iso

velocity contours
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Figure 6.11 Velocity field measured at Cross-section 3 of setup MS3 illustrating: a) 

Vector plot of mean resultant velocities; b) U/U0 iso-velocity contours; and c) W/Uo iso

velocity contours
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Figures 6.9, 6.10 and 6.11 showed that the flow field in setup MS3 had a strongly 3-D 

character, with recirculation zones being verified in the horizontal and vertical planes. 

Figure 6.9b indicates that the maximum magnitude of the longitudinal velocity 

component (U) at Cross-section 1 was of the order of 1800% of Uo, which occurred in 

the vicinity of the inlet section, for Z/H = 0.05. The measured reversed flow velocities 

were found to be of the order of 400% of Uo near the surface of the same cross-section. 

Figure 6.9c indicates that mean vertical velocities (W) of the order of 700% of Uo 

occurred along the wall W3, while along the wall W1 and in the vicinity of the inlet 

section the magnitude of the vertical velocities corresponded to 200% and 400% of Uo 

respectively.

The mean velocity field measured in Cross-section 2 is illustrated in Figure 6.10. In 

Figure 6.10a it can be seen that a major recirculating flow structure occurred in the 

region 1.0 < X/H < 2.0 and Y/H < 2.0, due mainly to the deflection of the inflow jet by 

the tank walls. The maximum magnitude of the longitudinal velocity component in this 

cross-section was of the order of 2100% of Uo, which was measured in the vicinity of 

the inlet section, as shown in Figure 6.10b. The maximum magnitude of the horizontally 

reversed flow in Cross-section 2 occurred near the wall W4 and was of the order of 

200% of U0.

A contour map of the distribution of the lateral velocity component (V) is shown in 

Figure 6.10c. In this Figure it can be seen that the maximum magnitude of this velocity 

component occurred near the wall W3 and was of the order of 700% of Uo. Such 

relatively high lateral velocities occurred in this region as a consequence of the
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deflection of the inflow jet by the above mentioned wall. Lateral velocities of the order 

of 320% of Uo occurred in the region X/H <1.0 and Y/H = 1.0, and of the order of 

500% of Uo in the vicinity of the inlet section to the tank.

The results for Cross-section 3 are shown in Figure 6.11. In Figure 6.1 la it can be seen 

that a vertical recirculation zone was found to occur in the region X/H <0.5 and Z/H 

>0.6. The highest velocity values measured around this zone were of the order of 310% 

of Uo for U and of 250% of Uo for W, as indicated in Figures 6.11b and 6.11c 

respectively. The measured flow field along the surface layer of this cross-section (i.e. 

for Z/H = 0.93) presented the maximum magnitude of 420% of Uo for U. Near the wall 

W3 the maximum vertical velocity measured was of the order of 190% of Uo.

Due to the flow field in setup MS3 being occupied mainly by recirculating flow 

structures, it was expected that considerably high levels of mixing would occur in this 

setup. This was analysed in the following section, where the results obtained using 

tracer techniques for various configurations of the PT are discussed.

6.3. Characterisation  of Short-C ircuiting  and  M ix in g  Levels

The design setups of PT that were assessed for their solute transport characteristics were 

setups OS-C, OS-P, MSI, MS2, MS3, MS4-C and MS4-P, as defined in Table 6.1 and 

described in Chapter 3. The main outcomes of the tracer tests performed in this work 

were Residence Time Distribution (RTD) curves, accumulated tracer mass (F) curves 

and Hydraulic Efficiency Indicators (HEI) of the flow. These results were analysed
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through qualitative and semi-quantitative methods to characterise the levels of short- 

circuiting and mixing associated to the design configurations cited above.

The value of the experimentation flow rate (Q) was Q = 3.71/s, for which the theoretical 

hydraulic residence time (T) in PT was 27min. The value of T was calculated as T = 

V pt/Q , where V pt was the average wetted volume amongst the design setups of PT. 

Data acquisition during the tracer tests were undertaken for periods that varied between 

2.5T and 4.0T, depending on the mixing levels of the respective tank setup. The time 

interval between two consecutive tracer concentration readings was 3s. The procedures 

adopted in normalising the tracer data, as well as in obtaining mean RTD curves, F 

curves and HEI parameters were explained in Chapter 3.

6.3.1 Mean RTD and F curves

Mean RTD and F curves for the various design setups of PT are shown in Figure 6.12. 

In Figures 6.12a and 6.12b the respective vertical axis represents the normalised 

concentration of tracer (E) and the accumulated tracer mass (F), while the horizontal 

axis gives the normalised time (t/T). The RTD and F curves corresponding to Complete 

Mixing (CM) and Plug Flow with Dispersion (PFwD) flow patterns are also shown in 

Figure 6.12. These curves were calculated by using analytical expressions given in 

Chapter 3. In the following analyses the PFwD results represented the condition for the 

theoretical maximum Hydraulic Efficiency of PT, taking into consideration that the 

ideal flow pattern for the disinfection process in chlorine contact tanks is Plug Flow.
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Figure 6.12 Experimental tracer curves and representation of the idealised flow patterns 

Complete Mixing and Plug Flow with Dispersion for: a) RTD curves; and b) F curves

6.3.2 Hydraulic Efficiency Indicators

The results for the short-circuiting indicators 0i and 0io and mixing indicators Mo and 

a , corresponding to the mean tracer curves, are shown in Table 6.3, as well as the value 

of the dispersion number (d) for each setup. The limits for the range of variation of the 

HEI parameters and d were represented by the corresponding PFwD and CM results. 

The short-circuiting and mixing parameters used were defined in Table 3.3.
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Table 6.3 Mean values of HEI parameters and dispersion number of the experimental 

and idealised flow patterns

Setup Code
Short-Circuiting

Indicators Mixing Indicators Dispersion
Number

(d)0i Oio Mo o2
PFwD 0.50 0.81 1.52 0.027 0.014
MS4-P 0.50 0.79 1.71 0.052 0.028
MS4-C 0.48 0.78 1.69 0.055 0.029
OS-C 0.47 0.70 2.12 0.095 0.050
OS-P 0.30 0.68 2.13 0.097 0.053
MSI 0.28 0.50 3.38 0.224 0.132
MS2 0.19 0.37 4.89 0.306 0.190
MS3 0.05 0.16 11.5 0.539 0.451
CM 0.00 0.11 22.8 1.00 — >  OO

An evaluation of the values of the dispersion number shown in Table 6.3 indicated that 

the experimental flow patterns of this work could be classified as having intermediate to 

large amounts of dispersion, based on the Dispersion Model framework of Levenspiel 

(1999).

Some deviation coefficients were calculated for the experimental data, in relation to the 

corresponding PFwD results. These parameters were: i) the Percentile Area Deviation 

(PAD) coefficient between RTD curves, and ii) the deviation coefficients between 

values of the HEI parameters (Dei, Dqio, Dmo and DCT2) and between values of d (Dd). 

The PAD coefficient has been defined as a measure of non-coincidence between the 

areas of a pair of RTD curves (Rauen, 2001). Calculated PAD values can vary between 

0% and 100%, which indicate total coincidence and no coincidence of the curve areas 

respectively. The D h e i  coefficients represented the relative deviation of a HEI value in
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comparison to the corresponding PFwD value. The results obtained for the deviation 

coefficients are shown in Table 6.4.

Table 6.4 Deviation coefficients for RTD curves and HEI parameters in relation to the 

corresponding PFwD results

Setup Code 0i 010 Mo a2 d
PFwD — 0.50 0.81 1.52 0.027 0.014

PAD Dei Deio D Mo d ct2 Dd
MS4-P 11% 0.4% 1.5% 13% 89% 108%
MS4-C 10% 4.2% 2.9% 11% 100% 101%
OS-C 27% 5.0% 13% 39% 246% 259%
OS-P 28% 39% 15% 40% 253% 280%
MSI 51% 43% 38% 122% 715% 847%
MS2 58% 62% 54% 222% 1013% 1263%
MS3 67% 90% 80% 653% 1860% 3135%
CM 70% 100% 86% 1400% 3537% —> CO

In analysing the results in Table 6.4 for the experimental setups considered, it can be 

seen that the highest value of the deviation coefficients involved in this assessment were 

associated with setup MS3, which suggests that the flow pattern of this setup presented 

the most significant deviation from PFwD condition, among the experimental results. 

This analysis indicated that setup MS3 had the worst level of hydraulic efficiency 

verified experimentally in this work. In connection with the corresponding 

hydrodynamic results shown in section 6.2.3, it can be inferred that the relatively high 

levels of short-circuiting and mixing measured for this setup were due to the 

recirculating flow regions occupying almost the entirety of the tank. The RTD and F 

curves, as well as the values of HEI parameters obtained for setup MS3, were more 

closely associated with the corresponding results for the CM flow pattern, as shown in 

Figure 6.12 and Tables 6.3 and 6.4.
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The lowest values of the deviation coefficients were associated either with setup MS4-P 

or MS4-C, as shown in Table 6.4. The latter presented the lowest PAD value, indicating 

that the respective RTD curve was the closest match to the corresponding PFwD curve. 

This fact suggested that setup MS4-C presented the highest level of hydraulic efficiency 

amongst the experimental setups of PT. However, the levels of short-circuiting were 

higher in this setup than in setup MS4-P, as indicated by the relatively higher values of 

Dei and Deio-

With regard to the mixing levels, Table 6.4 shows that setup MS4-P gave rise to the 

lowest value of DCT2 but, on the other hand, the lowest value of Dmo was associated with 

setup MS4-C. However, Teixeira and Siqueira (2005) recommended that preference 

should be given to the use of the Morrill index (Mo) in situations where the mixing 

levels were low (i.e. where a  < 0.27), since high statistical variability of a  can be 

expected in such cases. The experimental results for a  appear in Table 6.3, where it can 

be seen that setups MS4-C and MS4-P, among others, presented a low mixing level 

(based on Teixeira and Siqueira’s classification). A comparison based on the values of 

Dmo suggested that the lowest mixing levels occurred for setup MS4-C. This fact was 

consistent with the indication provided by the PAD parameter, which took into 

consideration the whole area of the RTD curve.

In comparing the values shown in Table 6.4 for the deviation coefficients for setups OS- 

P and OS-C, it can be seen that the results for the former configuration were 

consistently higher than for the latter setup, indicating that the use of the pipe inlet had a 

prejudicial effect on the hydraulic efficiency of the tank. This effect could be linked to
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an increased influence of the inflow jet on the flow pattern for setup OS-P in relation to 

setup OS-C, as shown in section 6.2. However, it can be inferred that such an effect was 

not very significant, since the observed discrepancies for all but one of the deviation 

coefficients involved in this analysis were of the same order of magnitude between the 

two setups. The exception for this was the coefficient Dei, which showed a substantial 

increase due to the change of inlet device in setup OS-P (from 5% to 39%, as shown in 

Table 6.3), thus suggesting that the use of the pipe inlet in the original setup of PT 

caused an earlier start of the tracer passage through the outlet section. However, the 

relatively low difference in the values of the coefficient Deio (13% and 15%, for setups 

OS-C and OS-P respectively) indicated that the amount of tracer that followed short- 

circuiting routes through the tank did not increase substantially.

An evaluation of influences exerted by the type of baffling arrangement on the short- 

circuiting and mixing characteristics of the flow in PT involved comparing the results 

for setups MS4 and OS, regardless of the type of inlet device. It can be seen in Table 6.3 

that the values of the deviation coefficients obtained for setup MS4 were significantly 

lower than the corresponding values for setup OS. This fact indicated that the use of 

transversal baffling generated lower levels of short-circuiting and mixing in the tank 

and, thus, a better hydraulic efficiency. This effect was mainly regarded as a 

consequence of the reduction in the volume occupied by the vertically reversed flow 

zones in setup MS4, as suggested from the results for the mean velocity measurements 

shown in Section 6.3.
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Summary

The design configurations of the Prototype Tank (PT) described in Chapter 3 have been 

assessed by ADV measurements and tracer techniques, and the results obtained were 

discussed in this Chapter. The main features of the three-dimensional (3-D) mean 

velocity field measured in the original setup of PT were characterised, which included 

recirculating flows in the vertical and in the horizontal planes. The effects of the type of 

inlet device and baffling arrangement on the three-dimensionality of the mean flow 

through the tank were evaluated. Further ADV results were analysed for the unbaffled 

setup of PT, which showed that a strongly three-dimensional flow field occurred 

throughout the tank in this setup. Following these results, the Retention Time 

Distribution (RTD) curves and Hydraulic Efficiency Indicators (HEI) obtained from 

tracer experiments were discussed. An analysis of these results indicated that a 

relatively wide range of flow patterns, expressed in terms of the mixing levels, was 

assessed in this study. Comparisons were made with the RTD and HEI results 

corresponding to the idealised flow pattern for PT, i.e. the plug flow with dispersion. 

The analyses suggested that the highest level of hydraulic efficiency for the tank, among 

the configurations assessed in this study, was found in the setup with a cross-baffling 

arrangement, which presented the lowest levels of short circuiting and mixing. Such a 

behaviour was regarded as a consequence of the reduction of the region occupied by 

three-dimensional flow in the tank, relatively to the other assessed setups and as shown 

in the results of the ADV assessments. The hydrodynamic and solute transport results 

included in this Chapter were used in the validation analysis of the corresponding 

numerical model predictions, as discussed in Chapter 8.
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Chapter 7

Benchmark Validation 

of Numerical Model Results



7.1.  I n t r o d u c t io n

Results are given herein that were obtained in the validation analysis of the numerical 

model described in Chapter 5, and which included comparisons with analytical 

solutions and experimental evidence for a number of benchmark open channel flow 

problems. The main aim of the analyses included herein was to validate the 

hydrodynamic module of the numerical model, which included the corresponding 

discretised equations, boundary conditions, solution method and other aspects of the 

numerical scheme. The analyses were carried out for the laminar, transient and turbulent 

flow regimes. In section 7.2 a validation analysis is carried out for the developing and 

fully-developed laminar flow problem. Then, in section 7.3 the analysis is extended to 

turbulent channel flows with varying levels of turbulence.

7.2.  H a g e n -P o is e u il le  f lo w

The results included in this section were obtained with the numerical model being used 

under the laminar flow mode, i.e. without the use of a turbulence model, so that the 

eddy viscosity (vt) was set to zero.

7.2.1 Problem description

A two-dimensional (2-D) horizontal laminar flow scenario was simulated using the 

numerical model for an open channel with two parallel flat stationary walls. This type of 

flow is known as the Hagen-Poiseuille (H-P) flow, for which a schematic representation 

is shown in Figure 7.1.
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Figure 7.1 Schematic representation of the Hagen-Poiseuille channel flow problem

The fully-developed velocity distribution, i.e. U(y), of the H-P flow is parabolic in 

shape and the corresponding exact solution can be expressed as (Schlichting, 1979): -

where U(y) is the velocity at a distance y from the channel centreline, Um is the 

maximum velocity of the profile and B is the channel width.

The length required for the establishment of fully-developed H-P flow, where a uniform 

velocity distribution (i.e. U(y) = U0) is given at the channel inlet, is known as the 

entrance length (EL). This parameter can be calculated as a function of B and the 

Reynolds number, such as: -

£Z = 0.06Re£ (7.2)

r
u ( y ) = u m l - (7.1)

V

where Re is the bulk Reynolds number of the flow.



7.2.2 Simulation conditions

The value of the Reynolds number for the H-P flow simulations in this study was Re 

150, which was calculated as: -

U0B
Re = —2— (7.3)

where the kinematic viscosity of water was v = 1.004mm2/s, the channel width B = 

100mm and the bulk velocity Uo = 1.506mm/s. Under such conditions, the value of EL, 

calculated using Equation (7.2), was EL = 9B. The length of the channel designed for 

the numerical simulations was L = 20B, which corresponded to more than twice the EL 

value in order to provide the conditions for the establishment of fully-developed flow, 

while avoiding any potential influences from the outflow boundary.

The numerical simulations were performed for a “cold start” condition, where the 

values of all variables were set to zero in the interior of the solution domain. At the inlet 

section (i.e. for x = 0), use was made of the Dirichlet boundary condition to establish a 

uniform velocity distribution, so that U(0,y) = Uo, while the value of the lateral velocity 

component and all other variables were initially set to zero. The lateral walls were 

simulated as no-slip boundaries and the Neumann boundary condition was imposed at 

the outlet section (i.e. for x = L) for all variables. The computational mesh 

configurations used to simulate the H-P flow problem involved five mesh spacing 

values in the cross-width (y) channel direction and one in the streamwise (x) direction. 

The mesh specifications for the H-P flow problem are listed in Table 7.1.

136



Table 7.1 Mesh specifications and calculated numerical errors of the fully-developed 

velocity distributions for the Hagen-Poiseuille channel flow problem

Simulation
code

Ax Ay Nx Ny Mean
RDE

Mean
RDE-bulk

HP1 0.2B 0.25B 100 4 4.1% 4.7%
HP2 0.2B 0.2B 100 5 3.6% 3.5%
HP3 0.2B 0.1B 100 10 1.6% 1.0%
HP4 0.2B 0.05B 100 20 1.0% 0.4%
HP5 0.2B 0.025B 100 40 0.7% 0.4%

In Table 7.1 it can be seen that the coarsest grid defined for the y direction had four 

cells (i.e. Ny = 4), which corresponded to a cross-width mesh size (Ay) of 0.25B. 

Further simulations were carried out for Ny = 5, 10, 20 and 40, where the grid spacing 

was halved, so that the mesh spacings were Ay = 0.2B, 0.1B, 0.05B and 0.025B 

respectively. In the streamwise direction, the grid spacing adopted was Ax = 0.2B and, 

thus, the number of grid points used in the x direction was Nx = 100.

7.2.3 Fully-developed flow velocity distribution

The numerical and analytical results obtained for the fully-developed velocity 

distribution of the H-P channel flow problem are shown in Figure 7.2. The analytical 

velocity profile was calculated using Equation (7.1), where the maximum velocity of 

Um/U0 = 1.49 was applied. The fully-developed state of the velocity profile was attested 

by an analysis of the developing flow velocity profiles, as discussed in section 7.2.4. 

The numerical results corresponding to the fully-developed velocity profile were taken 

at the channel length corresponding to x = 15B.
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Figure 7.2 Fully-developed velocity distributions and the corresponding analytical 

solution for the Hagen-Poiseuille channel flow problem

It can be seen in Figure 7.2 that the analytical solution for the fully-developed H-P 

velocity profile was generally well represented by the corresponding numerical results, 

except, perhaps, for the results for Ay = 0.25B and 0.2B. An error analysis was carried 

out for the results of the fully-developed velocity distributions, as discussed below.

A mesh independence study was carried out for the results of Figure 7.2, involving the 

Relative Discretisation Error (RDE) parameter proposed by Roache (1998). This 

parameter has also been referred to as the Relative Grid Refinement Error and it has 

been used as an error estimate of numerical results (Celik and Zhang, 1995). The 

calculation of RDE was based on the generalised Richardson Extrapolation Method, and 

was performed according to: -
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RDE(%) = .100 (7.4)

where <|>a represents an analytical solution and (j)n is the corresponding numerical 

prediction for the variable <f>. In this study, <j)a and (j)n were substituted by the appropriate 

values of U(y), so that the RDE was calculated between the analytical fully-developed 

velocity distribution and the corresponding numerical predictions. As a result of this 

calculation procedure, the distribution of RDE across the channel width was obtained, 

as shown in Figure 7.3a.
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Figure 7.3 Cross-channel distribution of the Relative Discretisation Error parameters for 

the Hagen-Poiseuille channel flow problem, illustrating: a) distribution of RDE; and

b) distribution of RDE-bulk

It can be noticed in Figure 7.3a that the RDE values associated with the three finest 

mesh sizes, i.e. Ay = 0.025B, 0.05B and 0.1B, were generally lower than the 

corresponding results for the coarser meshes, i.e. Ay = 0.2B and 0.25B. Also evidenced 

in Figure 7.3a is the fact that the error distributions for the former group of mesh sizes 

showed a clear trend of growth towards the walls (i.e. towards y/B = 0.0 and y/B = 1.0),
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in comparison with the respective RDE values for the central region of the channel. This 

effect was regarded as a consequence of the relative nature of the error parameter used, 

and the comparatively lower velocities occurring near the channel walls (see Figure 

7.2).

In order to avoid inconsistencies in the evaluation of the error distributions, another 

error parameter was included in this analysis, namely, the RDE-bulk parameter. The 

formulation of this error estimate differed from the original RDE parameter, in that the 

differences between the analytical and numerical solutions were divided by a constant 

parameter, i.e. the bulk velocity (Uo). Therefore, the RDE-bulk values were calculated 

as: -

RDE-bulk = {fia -fin)
Uo

100 (7.5)

where, as for Equation (7.4), <j)a and <j)n are the analytical and numerical results for points 

in the velocity distribution, i.e. U(y). The results computed for the cross-channel 

distribution of the RDE-bulk parameter are shown in Figure 7.3b.

It can be seen in Figure 7.3b that the RDE-bulk results for Ay = 0. IB, 0.05B and 0.025B 

did not show a trend of increased near-wall values, as observed for the corresponding 

RDE results. This observation confirmed the hypothesis made previously concerning 

the RDE distribution (see discussion on Figure 7.3a) and, thus, both error parameters 

were used in the remainder of the error analysis.
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The results shown in Figures 7.3a and 7.3b were used to calculate the mean RDE value 

and the mean RDE-bulk value associated with each grid size. The results thus obtained 

appear in Table 7.1 and, in Figure 7.4, the mean errors were plotted as a function of the 

non-dimensional grid spacing, i.e. Ay/B. It can be noted from these results that the 

values of both mean error parameters decreased monotonically with mesh refinement in 

the y direction, i.e. with the reduction of the value of dy. This type of behaviour for the 

computational errors has been related to the occurrence of a monotonic grid 

convergence pattern for the numerical solutions (Stem et al., 2001).
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Figure 7.4 Variation of the mean RDE and RDE-bulk values as a function of the grid 

spacing for the Hagen-Poiseuille channel flow problem

Furthermore, a qualitative analysis of Figure 7.4 suggested that the error values for Ay = 

0.05B might have been within the asymptotic range of the respective curve, which is 

normally associated with the solution becoming mesh independent (Roache, 1998). It 

can be seen in Table 7.1 that the mean RDE and RDE-bulk values for Ay = 0.05B were 

1.0% and 0.4% respectively, while the maximum value of RDE-bulk corresponded to 

less than 1.0%, as shown in Figure 7.3b.
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7.2.4 Developing flow velocity distributions

An analysis of the developing velocity profiles calculated with the numerical model was 

made for the simulations HP2, HP3, HP4 and HP5 (see Table 7.1). The velocity 

distributions calculated for five locations along the channel length are illustrated in 

Figures 7.5a to 7.5d, for the respective values of dy.

Figure 7.5 Numerical results for the developing and fully-developed velocity 

distributions of the Hagen-Poiseuille channel flow problem, for Ax = 0.2B and: 

a) Ay = 0.2B; b) Ay = 0.IB; c) Ay = 0.05B; d) Ay = 0.025B
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It can be noticed in Figure 7.5 that the developing velocity profiles calculated by the 

numerical model experienced pronounced variations within the initial part of the 

simulated channel, i.e. for x < 5B. On the other hand, the distributions calculated for x = 

10B and x = 15B were practically coincident, for each corresponding value of Ay.

The numerical model predictions for the developing velocity distributions of the H-P 

channel flow were verified for the corresponding results of McDonald et al. (1972). 

Similar conditions as described above were used for these simulations, including the 

Reynolds number value of Re = 150. The mesh spacing values adopted were Ax = Ay = 

0.025B, so as to provide an adequate resolution of the inlet and near-wall flow regions.

The velocity distributions calculated for four locations along the channel length are 

illustrated in Figure 7.6, for a region that corresponded to half of the channel width (i.e. 

for 0.5 < y/B < 1.0). The numerical results of this study are indicated by markers, while 

the solid lines represent data of McDonald et al. It can be noted from Figure 7.6 that the 

numerical results agreed well with the magnitude of the velocities for the results of 

McDonald et al. (1972), as well as the inflection points that occurred in the velocity 

profiles for x = 0. IB and x = 0.5B.

In addition to the fully-developed velocity distributions analysed in section 7.2.3, the 

numerical model was able to predict accurately the developing velocity distributions for 

the laminar channel flow problem, as discussed in this section. In the following section, 

the model verification analysis was extended to the transient and turbulent flow 

regimes, where the turbulent flow version of the hydrodynamic module was tested.
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Figure 7.6 Velocity distributions of the developing Hagen-Poiseuille channel flow 

problem, where solid lines represent data of McDonald et al. (1972)

7.3. T u r b u le n t  c h a n n e l  f l o w

The results discussed herein include the fully-developed flow results calculated from the 

numerical model setup for 2-D open channel flows, under the transient and turbulent 

flow regimes. The results analysed included the distributions of the mean streamwise 

velocity (U), eddy viscosity (vt), turbulent kinetic energy (k) and the dissipation rate (e). 

The corresponding numerical solutions were verified against analytical results and 

experimental data obtained from the literature, for both the near wall region and for 

depth-wise profiles.

The turbulence model used was the low Reynolds number k-e model of Lam and 

Bremhorst (1981), i.e. the LB model, as described in Chapter 4. The numerical 

simulations were carried out using a non-uniform computational grid defined for the y
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direction, as shown in Figure 7.7. For adequate resolution in the near wall region, the 

corresponding mesh spacing values (i.e. Ay) were designed to include at least one grid 

cell within the region of y+ < 1, and at least five grid cells in the region y+ < 11.3. The 

boundary conditions used were described in section 4.2.3.

100

>■ 50

40

Figure 7.7 Detail of the non-uniform mesh used in the numerical model simulations of

turbulent channel flow scenarios

7.3.1 Near wall flow profiles

As shown by Hinze (1975), the so-called near wall region is formed by three sub- 

regions, where their approximate theoretical limits defined as: i) a viscous or laminar 

sub-layer, for 0 < y+ < 11.3; ii) a buffer zone, for 11.3 < y+ < 30-100; and iii) a fully 

turbulent or logarithmic region, for 30-100 < y+ < 300-1000. The upper limit of the 

buffer zone and the limits of the logarithmic region depend on the turbulence levels in 

the flow.

Boyer and Laurence (2002) provided the shape function for the velocity distribution in 

the near wall region as being: -
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( y+ + 
U* = - ln ( l  + 0.41y*)+7.8 \ - i "  -? — e

I  11K
(7.6)

where k  = 0.4187 is the von Karman constant, \ f  = U/Uf is the normalised velocity and 

y+ = yUf/vi is the normalised distance to the wall, where Uf is the friction velocity. 

Equation (7.6) was used in this study to reproduce the typical velocity profile near a 

smooth wall (see van Driest, 1956). Similarly, the near-wall distribution of the turbulent 

kinetic energy was given as: -

k + = 0.057 + 0.05
Re,
1600

_ y_  

l - e  20 l - e

1 + 4 y + 
Re,

(7.7)

where k+ = k/Uf2 is the normalised k parameter and Ret = BLtyvi is the turbulence 

Reynolds number. The corresponding shape function for the dissipation rate reads: -

s = 1
(7.8)

where £+ = vis/Uf4 is the normalised 8 parameter. As pointed out by Boyer and Laurence 

(2002), Equation (7.8) reproduces the theoretical behaviour of e+ » 1/Ky in the 

logarithmic region. However, in the viscous sub-layer a different pattern of variation 

normally occurs for the s+ vs. y+ relationship, as shown by Hinze (1975), and which is 

not represented by Equation (7.8).
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The numerical model predictions for the distributions of U+, k+ and e+ for a 2-D 

horizontal channel (see Figure 7.1) are shown in Figure 7.8. These results were verified 

against the corresponding shape functions for the transient and turbulent flow regimes, 

where the Reynolds number values were Re = 5,000 and Re = 30,000 respectively. The 

channel width was B = 600mm, while the channel length required for fully-developed 

flow corresponded to L = 160B. Two modelling approaches were used to calculate the 

parameter of the k-s model and these approaches have been verified in this section 

for: i) Qt as a constant parameter, where = 0.09; and ii) as a variable parameter, 

where was computed as explained in section 5.3.2.

The numerical results obtained for the U+ profiles for Re = 5,000 and Re = 30,000 are 

shown in Figures 7.8a and 7.8d respectively, where a semi-log scale has been used. The 

analytical results shown in these figures were calculated using the shape function of 

Equation (7.6). An analysis of these results indicated that the numerical model 

predictions obtained using the variable approach provided the closest representation 

of the shape function for U+. This is due to the fact that the numerical model set up for 

the constant approach failed to provide an accurate prediction of the velocities, 

mainly in the logarithmic region of the respective velocity profile.

An explanation for this finding was derived from an analysis of the calculated 

distribution for the normalised viscosity parameter (i.e. vt/vi). As shown in Figure 7.9, 

the use of the constant approach generated higher values of vt/vi in the flow, in 

comparison with the results for the variable approach, which increased the effects of 

turbulent diffusion and, thus, the flow velocities were reduced in the former case.
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Figure 7.8 Results for the variation of flow quantities as a function of y+ in the wall 

region of a 2-D turbulent channel flow, illustrating the distribution of: for Re = 5,000: 

a) U"; b) k+; and c) e+; and for Re = 30,000: d) U+; e) k+; and f) s+
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Figure 7.9 Variation of the normalised viscosity as a function of y+, illustrating the 

numerical results for: a) Re = 5000; and b) Re = 30000

An analysis of Figures 7.8b and 7.8e suggested that the results for the k+ profile 

obtained with the use of the variable approach were generally similar to the results 

obtained for the constant approach, except for the higher k+ peak value of the 

distribution associated with the latter case. In comparison with the respective shape 

function calculated for Equation (7.7), these figures show that the use of the constant 

approach provided slightly better results for the peak region of the k+ profile. Overall, 

both approaches provided a good representation of the analytical profile for Re = 5,000, 

while for Re = 30,000 the turbulence kinetic energy levels tended to be slightly 

underestimated by the numerical model in the logarithmic region, as found in the 

corresponding k+ distributions.

The numerical and analytical distributions of e+ in the wall region are shown in Figures 

7.8c and 7.8f, for Re = 5,000 and Re = 30,000 respectively. In both Figures, it can be 

seen that the values of c+ predicted by the numerical model for the logarithmic region 

were very good representations of the shape function given in Equation (7.8). On the
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other hand, in the viscous sub-layer the respective analytical solution was not matched 

by the numerical model results, as expected due to the nature of the shape function used.

When comparing the numerical model results for e+, obtained using the variable 

approach with the corresponding results for the constant approach, it can be seen in 

Figures 7.8c and 7.8f that the e+ values in the viscous sub-layer associated to the former 

approach were generally higher than the corresponding results for the latter approach. In 

order to investigate such an effect further, the calculated values were plotted as a 

function of y+ and the results are shown in Figure 7.10.
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Figure 7.10 Variation of as a function of y+, illustrating the numerical results for: a)

Re = 5,000; and b) Re = 30,000

It can be seen in Figure 7.10 that the calculated values of in the viscous sub-layer 

were higher than the base value of = 0.09, as recommended by Rodi (1993). The 

maximum value of « 0.74 occurred within the region y+ < 1, which was almost one 

order of magnitude higher than the base value. The fact that such higher values of 

occurred in the viscous sub-layer had a localised incremental effect on the source term
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of the discretised s equation [see Equation (5.37)]. This source term influence, 

combined with indirect effects, e.g. on the damping functions of the LB model, was a 

key factor for the increase of e+ in the viscous sub-layer, verified in the results for the 

variable approach relative to the corresponding results for the constant approach, 

as shown in Figure 7.8.

7.3.2 Depth-wise distributions

The numerical model results for the 2-D vertical fully-developed channel flow problem 

are discussed in this section, for which an illustration is given in Figure 7.11.

v
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, 1

L

Figure 7.11 Schematic representation of the 2-D vertical channel flow problem

In Figure 7.11 U(y) represents a hypothetical fully-developed velocity profile, the water 

depth in the channel was H = 100mm and the channel length corresponded to L = 60H. 

Numerical predictions for this flow problem were compared with Direct Numerical 

Simulation (DNS) results and Laser Doppler Anemometry (LDA) data published in the 

literature. The validation analyses undertaken involved low, moderate and high 

turbulent intensity flows. The LB model was used and the computational mesh for these 

simulations was similar to the mesh illustrated in Figure 7.7.
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For the low turbulent intensity flow case, the DNS results of Lam and Banerjee (1992) 

were used in the verification of the numerical model results, where the bulk Reynolds 

number was Re = 2,750, which was calculated as Re = UoH/vi. Comparisons were 

carried out with the corresponding numerical solutions, as shown in Figure 7.12, for the 

results plotted as a function of the normalised depth (i.e. z/H).
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Figure 7.12 Validation of numerical model results for a low turbulence flow 

(Re = 2,750), illustrating the normalised vertical distributions of: a) mean streamwise 

velocity; b) turbulent kinetic energy; c) dissipation rate; and d) eddy viscosity

The results obtained for the normalised mean streamwise velocity component (U/Uo) 

are shown in Figure 7.12a, while Figure 7.12b illustrates the vertical profiles of the
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normalised turbulent kinetic energy parameter (k/Uo2). Also included in Figure 7.12b is 

the vertical distribution of k/Uo2, calculated by Cotton et al. (2003), who used the low 

Reynolds number k-s model of Launder and Sharma (1974) (i.e. the LS model) to 

simulate Lam and Banerjee’s channel. In Figure 7.12c the results for the normalised 

dissipation rate parameter (eH/Uo3) are shown, while in Figure 7.12d the results of this 

study for the normalised viscosity parameter (vt/vi) are compared with the 

corresponding results of Cotton et al. (2003). Unfortunately, DNS results of Lam and 

Baneijee for the eddy viscosity distribution were not available for comparison.

In Figure 7.12a it can be seen that the vertical profile of the mean streamwise velocity 

component was well predicted by the numerical model, in spite of a small 

underestimation of the velocity values occurring in the vicinity of the surface (i.e. in the 

region of z/H > 0.9). This localised effect was probably caused by the type of surface 

boundary condition (BC) prescribed for the velocity, i.e. the Neumann BC.

With regard to the k/Uo2 results, it can be seen in Figure 7.12b that the numerical model 

for this study reproduced reasonably well the corresponding DNS results. A slight 

overestimation occurred for this parameter near the bed, followed by a comparable 

underestimation of the surface values of k/Uo2. On the other hand, in the results of 

Cotton et al. (2003) the distribution of this parameter was generally underestimated in 

comparison with Lam and Baneijee’s results.

An explanation for the discrepancies verified between the results of this study and that 

of Cotton et al. may be related to a tendency for the LS model to underestimate the peak
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level of the k/Uo2 distribution occurring in the wall region, while the use of the LB 

model tended to provide a more accurate prediction for the corresponding values (Patel 

et al., 1985). In connection with this result, it was shown in the previous section that the 

peak of the analytical solution for the k+ profile in the wall region was reasonably well 

predicted using the numerical model with the LB model.

In Figure 7.12c it can be seen that the agreement between the DNS results for the 

sH/Uo3 distribution and the corresponding numerical model prediction of this study was 

generally good in the approximate region 0.1 < z/H < 0.9. There was an overestimation 

of the values calculated for the near bed and near surface zones (i.e. for the regions of 

z/H < 0 .1  and z/H > 0 .9  respectively). These discrepancies may have been as a 

consequence of the choice of the boundary conditions for the 6 equation, which is an 

issue that still requires further research (Cotton et al., 2003). Nevertheless, the 

calculated e distribution can be regarded overall as a satisfactory representation of Lam 

and Baneijee’s results.

In comparing the results for the vertical distribution of vt/vi, found in Figure 7.12d, it 

can be inferred that the calculated viscosity values of this study were generally higher 

than the corresponding results of Cotton et al. (2003). This was probably due to the 

effect of the higher turbulent kinetic energy values calculated in this study, and using 

the LB model, as discussed above. Qualitatively speaking, however, both sets of results 

for the vertical profile of vt/vi were approximately parabolic in shape, thus mimicking 

the corresponding typical eddy viscosity distribution (Wilcox, 1998).
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The numerical modelling of the 2-D vertical channel flow of moderate turbulence 

intensity was carried out for Re = 7,716, for which Laser Doppler Anemometry (LDA) 

data were available from Nezu and Rodi (1986). The corresponding numerical model 

results obtained in this study are plotted in Figure 7.13, together with the available LDA 

data and the results of Cotton et al. (2003).
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Figure 7.13 Verification of numerical results for a moderate turbulence flow (Re = 

7,716), illustrating the normalised vertical distributions of: a) mean stream wise velocity; 

b) turbulent kinetic energy; c) dissipation rate; and d) eddy viscosity

The LDA data were available for the vertical distribution of the mean streamwise 

velocity component, as well as for the viscosity profile along the flow depth. These
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results are shown in Figures 7.13a and 7.13d respectively. In comparison with the 

corresponding results of this study, it can be seen from these Figures that the data of 

Nezu and Rodi (1986) were very closely matched by the numerical model predictions. 

On the other hand, the results of Cotton et al. for the vt/vi profile generally smaller than 

the measured data, except in the region of z/H > 0.8.

With regard to the numerical model results obtained for the k/Uo distribution, Figure 

7.13b shows that the turbulence kinetic energy levels predicted by Cotton et al. were 

generally lower than the corresponding results of this study. Such a discrepancy also 

occurred for the low turbulence intensity case, as illustrated in Figure 7.12b. The 

surface values of k/Uo2 calculated for both studies were similar, which was possibly due 

to the type of surface BC for k being the same, i.e. the Neumann BC.

The results of this study for the vertical distribution of sH/Uo3 are shown in Figure 

7.13c. Unfortunately, no data or other numerical model results were available to verify 

the accuracy of these results. However, the general trend of the profile followed that 

calculated for the low turbulence intensity case, shown in Figure 7.12c, i.e. with local 

maximum values of the dissipation rate occurring near the bed and surface.

For the high turbulence intensity case, the bulk Reynolds number of the simulations was 

Re = 68,860. The numerical predictions of the normalised mean velocity and viscosity 

distribution were verified with the LDA data obtained by Nezu and Rodi (1986). A 

comparison of these results can be seen in Figure 7.14.
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Figure 7.14 Validation of numerical model results for a high turbulence flow 

(Re = 68,860), illustrating the normalised vertical distributions of: a) mean streamwise 

velocity; b) turbulent kinetic energy; c) dissipation rate; and d) eddy viscosity

It can be seen in Figures 7.14a and 7.14d that the agreement with the numerical model 

results of this study and the corresponding data were very good, for both the mean 

streamwise velocity and the viscosity distributions. The numerical results of this study 

for the vertical distributions of k/Uo2 and eH/Uo3 are shown in Figures 7.14b and 7.14c 

respectively. Unfortunately, no corresponding data were available to verify the accuracy 

of such numerical model predictions. Nonetheless, the general trend of the k/Uo2 and 

eH/Uo3 distributions was similar to that of the results for the low and moderate 

turbulence intensity flows, as shown above.

157



Summary

In this Chapter the verification of the numerical model results was undertaken for a 

number of benchmark channel flow problems, using available analytical solutions, as 

well as experimental data. The ability of the model to predict accurately the distribution 

of flow quantities for laminar, transient and turbulent flow regimes was evaluated. 

These results included mainly: developing and fully-developed velocity profiles, for the 

Hagen-Poiseuille channel flow; near wall and depth-wise profiles of velocity, turbulent 

kinetic energy, dissipation rate and eddy viscosity, for transient and turbulent flows. The 

low Reynolds number k-e model of Lam and Bremhorst was used in connection with 

the core hydrodynamic module of the numerical model to simulate non-laminar flows.

Two approaches were tested for the modelling of the Cp parameter in the k-s model: i) 

as a constant quantity, where Cp = 0.09; and ii) as a variable quantity, where the 

variation of Cp was a function of the ratio between turbulence production and 

dissipation. The results for the variable Cp approach were found to better represent the 

distribution of turbulence quantities in the near wall region of the flow, which had a 

positive effect on the corresponding velocity distribution results. Overall, the numerical 

model was able to predict accurately the mean velocity distributions and eddy viscosity 

profiles of the channel flows tested, which consisted of the main flow quantities of 

interest in this study. In Chapter 8 the validation analysis of the numerical model results 

is extended, using experimental data acquired in prototype contact tanks.
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Chapter 8

Numerical Model Application to

Contact Tanks



8.1. In t r o d u c t io n

This Chapter includes the validation analyses of the hydrodynamic and solute transport 

modules of the numerical model described in Chapter 5, which were carried out using 

physical experimentation results for scaled hydraulic models of contact tanks (CTs).

In section 8.2 the results of the two-dimensional (2-D) numerical simulations have been 

compared with measured mean velocity field and tracer experimentation data. Likewise, 

in section 8.3 the three-dimensional (3-D) ADV results and tracer transport data 

acquired in the model of the Prototype Tank (PT) were used to validate the numerical 

model predictions for two design setups of the tank. An analysis of sensitivity of the 

results obtained was carried out, which involved two turbulence modelling approaches 

and the variation of the turbulent Schmidt number.

8.2. Tw o-dimensional flow  and  solute transport

This section includes the results of the 2-D numerical simulations carried out for two 

different baffled CTs. Experimentation data from the studies of Teixeira (1993) and 

Rauen (2001) were used in the comparisons with the respective numerical model 

predictions. For the prototype tank of the former, a comparison was performed that 

involved the numerical and measurement results, for the depth mean velocity field in a 

region of 2-D horizontal flow. Tracer experimentation data for the latter tank were used 

to validate the simulation results of the 2-D solute transport module.

160



8.2.1 Hydrodynamic results

Hydrodynamic numerical simulations were carried out for the prototype CCT 

investigated experimentally by Teixeira (1993), for which a schematic representation is 

shown in Figure 8.1. Laser Doppler Anemometry (LDA) data from that study were used 

to verify the ability of the numerical model to predict the mean 2-D velocity field in the 

tank. Specifically, the numerical model results were evaluated for the cross-section of 

the tank represented by the shaded area in Figure 8.1 and where a horizontally reversed 

flow occurred (Teixeira, 1993).

Wt = 940

Figure 8.1 Schematic representation of the contact tank of Teixeira (1993), where the 

shaded area represents the assessed cross-section of the 2-D flow (dimensions in mm)

The numerical simulations of Teixeira’s unit were carried out for two non-uniform 

mesh configurations, namely mesh A and mesh B, which had the characteristics listed in 

Table 8.1. The number of grid cells in the x and y directions were represented by the 

parameters Nx and Ny respectively, while the corresponding finest and coarsest mesh 

spacings were given as A x^, Ax^x, A y^, Aymax.

Outlet
WeirInlet



Table 8.1 Mesh characteristics for the prototype contact tank of Teixeira (1993)

Mesh
configuration

AXjuin AXmax Aymin Ay max N* Ny

A 2.0mm 40mm 1.0mm 25mm 40 209
B 2.0mm 25mm 2.0mm 25mm 52 177

The flow rate per unit depth ( Q h )  was used as the inlet boundary condition for the 2-D 

hydrodynamic simulations of Teixeira’s tank, where Qh = 2,183mm3/s/mm. This 

parameter was calculated as the ratio between the experimentation flow rate (Q) and the 

water depth in the tank (H), as reported by Teixeira, where Q = 1.171/s and H = 536mm. 

Consequently, the bulk velocity in the compartments was U0 « lOmm/s, which 

corresponded to the value found in the experimentation tank. The other boundary 

conditions were specified as outlined in section 4.2.3.

Two turbulence modelling approaches were tested in the numerical simulations for this 

CCT, namely: i) the low Reynolds number k-s model of Lam and Bremhorst (1981), i.e. 

the LB model; and ii) the depth-averaged eddy viscosity, i.e. the DAEV approach.

The numerically predicted and measured results for a horizontal cross-section located in 

the region of the 2-D flow in the tank are shown in Figure 8.2. The assessed region 

included Compartment 6 and a portion of Compartments 5 and 7, as well as the 

corresponding transition regions between the compartments. The x and y direction 

coordinates were normalised by including the respective tank dimension, as shown in 

Figure 8.1. Likewise, the mean resultant velocity was normalised by including the bulk

velocity, giving UV AJ0.
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The numerical model predictions obtained using the LB model for meshes A and B are 

shown in Figures 8.2b and 8.2c respectively, while Figure 8.2d shows the results 

obtained using the DAEV approach and mesh B. The corresponding mean velocity field 

measured by Teixeira is shown in Figure 8.2a.

a) —-> mZ2m(gk)max b) 22 UV/Uo

0.49
Oi 1.00.0 0.4

c) 22 UV/Uo d) 22 UV/Uo

to 1.0

Figure 8.2 Mean 2-D velocity field for the contact tank of Teixeira (1993), illustrating: 

a) measured results; and the numerical predictions for: b) LB model with mesh A; 

c) LB model with mesh B; d) DAEV approach with mesh B

A comparison of the results presented in Figure 8.2 indicated that overall the numerical 

model predictions were in satisfactory agreement with the measured data for this mean
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2-D velocity field. It can be seen that the main advective flow path was generally well 

represented in Figures 8.2b, 8.2c and 8.2d, as occupying approximately half of the 

compartment width next to the corresponding downstream baffle. In addition, the 

location of the dead zones in the flow domain were correctly predicted, as occurring at 

the upstream and downstream comers of the transition regions, as well as behind the 

baffles. Nevertheless, not all of the numerical model setups tested in this analysis 

provided an accurate prediction of the size of the recirculating flow zone behind Baffle 

5, as highlighted in the following discussion.

As can be seen in Figure 8.2a for Teixeira’s results, a recirculation zone occurred in the 

experimentation tank in the region of 0.45 < xAVt < 0.8 and 0.64 < y/Lt < 0.69 

approximately. In comparing this region with the corresponding numerical model 

results in Figures 8.2, 8.2c and 8.2d, it can be seen that the recirculating flow structure 

was better represented by the numerical model results of Figure 8.2c, which 

corresponded to the use of the LB model with mesh B. With this numerical model setup 

the approximate location predicted for the recirculating flow reattachment point was 

x/Wt » 0.5, as depicted by the streamtrace plot of Figure 8.3b. On the other hand, as 

shown in Figures 8.3a and 8.3c, when using the other numerical model setups the 

predicted length of the recirculation zone was extended up to the transition region 

leading to Compartment 7, indicating that there was an overestimation of the size of the 

recirculation zone under consideration, with the use of the corresponding numerical 

model setups.
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Figure 8.3 Streamtrace plots predicted by the numerical model for Compartment 6 of 

the contact tank of Teixeira (1993), illustrating the results for: a) LB model with mesh 

A; b) LB model with mesh B; c) DAEV approach with mesh B

The main causes identified for the discrepancies in the prediction of the size of the 

horizontal recirculation zone were twofold: i) in Figures 8.2b and 8.3a, a lack of 

resolution of the computational mesh in the streamwise (i.e. x) direction of the flow; 

and ii) in Figures 8.2d and 8.3c, a relatively poor representation of the local turbulence 

effects on the mean flow when using the DAEV approach. Therefore, this analysis 

suggested that the use of the LB model with a relatively fine mesh in the streamwise 

direction was recommended for a better performance of the 2-D hydrodynamic module.
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8.2.2 Solute transport results

The experimentation data used herein in the verification of the numerical model results 

for the conservative solute transport were obtained from the study of Rauen (2001). The 

type of inlet design for this unit contributed to the homogenisation of the inflow along 

the water column, thus providing a predominantly 2-D flow field for the tank. Whereas 

an assessment of the velocity field has not yet been carried out for this tank, a series of 

tracer experiments have been performed and the results were available for comparison 

with the numerical model predictions of this study. A schematic representation of the 

simulated tank with 6 compartments is shown in Figure 8.4.

Outlet

Inlet

Figure 8.4 Schematic representation of the model contact tank of Rauen (2001)

(dimensions in mm)

The experimentation flow rate used by Rauen (2001) was Q = 1.161/s, which gave a 

mean water depth in the tank of H = 500mm. The bulk mean velocity was Uo * 12mm/s 

and the bulk Reynolds number was Re « 1,000.
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The computational grid defined for the prototype CCT of Rauen (2001) was modelled 

using 17,270 cells, with 110 cells in the x direction and 157 cells in the y direction. The 

corresponding mesh spacings were specified similarly to those of mesh B in section 

8.2.1, as shown in Table 8.1.

The steady-state mean velocity field and viscosity distribution in the tank were 

predicted using the hydrodynamic module, with the turbulence modelling being 

simulated using either one of two approaches, i.e. the LB model or the DAEV approach. 

The flow rate per unit depth was used as the inflow boundary condition for the 

hydrodynamic simulation of the tank, such that Qh = 2,320mm3/s/mm. Figure 8.5 

illustrates the simulation results obtained with the use of the LB model.
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Figure 8.5 Steady-state velocity field and distribution of effective viscosity as calculated 

for the contact tank of Rauen (2001), using the LB model (dimensions in mm)
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Using the steady-state flow field solution obtained for each turbulence modelling 

approach, the transient solute transport module was used to simulate “black box” tracer 

experiments (see section 3.4.2), where the solute input and the corresponding output 

readings were recorded at the inlet and outlet sections of the tank respectively. The 

initial and boundary conditions for these numerical simulations were prescribed as in 

section 4.3.3. The duration of the simulated tracer injection was 5s, while the value of 

the average tracer concentration in the tank was Co = 7.0mg/l.

Three values of the Schmidt number, i.e. Sch = 0.75, 1.0 and 1.25, were tested in the 

simulations of the solute transport module, in order to evaluate the effect of this 

parameter on the predicted hydraulic behaviour of the tank. The results obtained were 

normalised to allow comparisons to be made with the corresponding tracer 

experimentation data of Rauen (2001).

The obtained retention time distribution (RTD) curves and accumulated tracer mass (F) 

curves are illustrated in Figure 8.6, together with the corresponding experimental 

results. The values of the hydraulic efficiency indicators (HEI) associated with these 

curves are shown in Table 8.2. The solute transport results associated with the use of the 

Lam and Bremhorst turbulence model and the depth-averaged eddy viscosity approach 

are represented as the LBM and DAEV approaches respectively.

As can be seen in Figure 8.6a, the results obtained using the DAEV approach were not a 

particularly good representation of the experimental data for these numerical 

simulations. It can be seen from the figure that, despite the variation in the Schmidt

168



number, the tracer curves for the DAEV approach showed an earlier rise time and a 

larger overall spread in comparison with the experimental curve, indicating that unduly 

high levels of short-circuiting and mixing were predicted by the numerical model for the 

tank. Significant discrepancies between the experimental results and the numerical 

model results associated with the DAEV approach can also be seen in Figure 8.6b for 

the F curves.

Figure 8.6 Experimental and numerical tracer curves for the contact tank of Rauen 

(2001), illustrating: a) RTD curves; and b) accumulated tracer mass curves

On the other hand, good agreement was observed between the experimental RTD curve 

and the corresponding numerical model prediction associated with the use of the LB 

model. Furthermore, it can be seen in Figure 8.6a that the peak concentration level of
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the curve was better predicted with the use of Sch = 0.75. With regard to Figure 8.6b, 

the experimental F curve was closely matched by the corresponding numerical model 

results, while any influence of the Schmidt number on the behaviour of the numerical F 

curves could not be detected. The effects of this parameter on the levels of short- 

circuiting and mixing predicted using the LB model, were further investigated using the 

corresponding HEI results, as shown below.

Table 8.2 Values of short-circuiting and mixing indicators obtained experimentally and 

predicted by the numerical model for the prototype contact tank of Rauen (2001)

HEI Plug flow LBM 
Sch = 0.75

LBM 
Sch = 1.00

LBM 
Sch = 1.25 Experimental

0, 1.0 0.67 0.67 0.66 0.70
Oio 1.0 0.84 0.83 0.83 0.84
Mo 1.0 1.45 1.48 1.50 1.47

0.0 0.025 0.028 0.030 0.029

It can be seen in Table 8.2 that the increase in the Schmidt number tended to lead to an 

increase in the predicted short-circuiting and mixing levels in the tank, as indicated 

respectively by the decreasing values of the parameters 0i and 0io and the increasing 

values of Mo and a1. Using the results of Table 8.2, the relative error (RE) between the 

numerical model predictions for each of the HEI parameters and the corresponding 

experimental results are given in Table 8.3.

In Table 8.3 the lowest error value calculated for each HEI parameter is shown in bold. 

As can be seen for these results, the numerical model simulations, as undertaken for the 

prototype tank of Rauen (2001) with Sch = 0.75, provided the best predictions for the 

parameter 9i, which represents the start of the tracer passage through the outlet of the
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tank. On the other hand, the lowest error value obtained for 0io occurred for Sch =1.0. 

As discussed in section 6.3.2, and recommended by Teixeira and Siqueira (2005), 

preference should be given to the use of 0io as a short-circuiting indicator, which 

suggested that the use of Sch =1.0 was related to a more accurate prediction of the 

short-circuiting levels for the tank. With regard to the mixing levels, the use of Sch = 

1.0 was also related to the lowest error values being calculated for the parameters Mo 

and a 2, as can be seen in Table 8.3.

Table 8.3 Relative errors of the predictions for the short-circuiting and mixing 

indicators for the prototype contact tank of Rauen (2001)

HEI LBM 
Sch = 0.75

LBM 
Sch = 1.0

LBM 
Sch = 1.25

RE-Oi -3.6% -4.4% -5.2%
RE-Ojo 0.7% -0.1% -0.8%
RE-Mo -1.8% 0.1% 1.6%
RE-cf -13.8% -3.4% 3.4%

It can be concluded from this analysis that the use of Sch = 1.0 in the numerical model 

simulations, with the 2-D solute transport module for the prototype CCT of Rauen 

(2001), generated the best predictions for the short-circuiting and mixing levels relative 

to the corresponding experimental data. Furthermore, the results obtained using the LB 

model were significantly better than the corresponding predictions obtained for the 

DAEV approach. This was probably due to a more accurate prediction being made for 

the size of the horizontally reversed flow zones in the tank, as discussed in section 8.2.1. 

In the following section the verification of numerical model results was extended to 

predictions of the 3-D hydrodynamic and solute transport modules, where the effect of 

the type of turbulence model on the predicted results was again investigated further.



8.3. T h r e e -d im e n sio n a l  fl o w  a n d  so l u t e  t r a n s p o r t

The three-dimensional (3-D) versions of the hydrodynamic and solute transport 

modules of the numerical model described in Chapter 5 were used to calculate the 

steady-state flow field and transient solute transport processes for two configurations of 

the Prototype Tank (PT) of this study, namely setups OS-C and MS4-C. The physical 

experimentation data used to verify the numerical model results were the 3-D ADV 

results and tracer curves as introduced in Chapter 6.

The 3-D numerical simulations were carried out for similar conditions as those 

established during the experimentation, which included a steady state flow, a flow rate 

value of Q = 3.71/s and a mean water depth in the tank of H = 1010mm. The bulk 

velocity in the compartments was Uo » lOmm/s, which resulted in a bulk Reynolds 

number of Reb » 1540. At the inlet section the bulk velocity was Uoin * 92mm/s, while 

the corresponding Reynolds number was Rein « 6290.

8.3.1 Setup OS-C

8.3.1.1 Hydrodynamic results

The hydrodynamic results for this section included the mean velocity fields measured in 

the vertical and horizontal planes for the OS-C experimentation tank setup. This setup 

was represented schematically in Figure 3.3.

172



Two turbulence modelling approaches were used in the simulations in the 

hydrodynamic module, with these approaches being described in section 4.2.2 as: i) the 

depth-averaged eddy viscosity, i.e. the DAEV approach; and ii) the low Reynolds 

number k-s model of Lam and Bremhorst (1981), i.e. the LB model. For the application 

of the LB model, the coefficient which is part of the k-s turbulence model, was 

regarded as a variable parameter, being expressed as a function of the ratio between the 

turbulence production and dissipation rate, as explained in Chapter 5.

Three mesh configurations were used to represent the computational domain for setup 

OS-C, namely meshes A, B and C. These meshes had a total of 194,922, 365,344 and 

506,432 cells respectively, with their specifications being given in Table 8.4. The 

numerical model simulations using the DAEV approach were carried out for mesh A, 

while the simulations using the LB model were performed for all three meshes.

Table 8.4 Computational mesh characteristics for setup OS-C

Mesh AXjnin Axmax Aymin Ay max AZinin AZmax N* Ny n2

A 10mm 50mm 5mm 40mm 5mm 100mm 49 153 26
B 10mm 50mm 1mm 40mm 2mm 100mm 49 233 32
C 2mm 30mm 2mm 45mm 2mm 100mm 82 193 32

The physical and computational domains of setup OS-C are illustrated in Figure 8.7. 

The computational mesh shown in Figure 8.7b corresponds to mesh A, as defined in 

Table 8.4.
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a)

Figure 8.7 Illustration of setup OS-C of the experimentation tank, showing: 

a) photographic representation; and b) non-uniform mesh A

The ADV data obtained from Assessment OS-A1 were compared with the 

corresponding numerical model results for Compartment 1 of setup OS-C. As shown in 

section 6.2.1, the flow field in this region of the tank was dominated by a vertically 

reversed flow structure, which was caused by the relative position of the inlet section 

associated to flow deflection by the wall W3 and the tank bed. Figure 8.8 illustrates the

experimental data and the corresponding numerical results for the normalised mean

—>
velocity field (i.e. UW /Uo) along the mid-width vertical plane of Compartment 1. The
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measured data are shown in Figure 8.8a, while Figure 8.8b illustrates the numerical 

model predictions obtained with the use of the DAEV approach. The corresponding 

results obtained using the LB model for meshes A, B and C are shown in Figures 8.8c, 

8.8d and 8.8e respectively. The corresponding contour plots of the mean longitudinal 

and vertical velocity components are shown in Figures 8.9 and 8.10.

An analysis of Figures 8.8, 8.9 and 8.10 indicated that the numerical predictions for the 

mean flow field in Compartment 1 of setup OS-C were generally in good agreement 

with the acquired experimental data. However, Figures 8.9 and 8.10 suggested that the 

use of the LB model caused an overestimation of the reversing flow region in this 

compartment. As can be seen from these figures, the contour areas for the respective 

maximum reversed flow velocities (i.e. U/Uo = -3.5 and W/Uo =1.0 respectively) were 

predicted to be larger than the corresponding measured data, as shown in Figures 8.9a 

and 8.10a respectively. Therefore, the results obtained using the DAEV approach were 

in closer agreement with the experimental data for this particular cross-section.

The experimental results for Assessment OS-A2 have been compared with the 

numerical model predictions for the vertical profiles of the mean resultant velocity in 

the compartments for setup OS-C, as shown in Figure 8.11. In comparing the 

experimental results in Figure 8.11a with the corresponding numerical model 

predictions, it can be seen from Figure 8.11b that the use of the DAEV approach 

provided a better prediction of the data, relative to the results obtained using the LB 

model.
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Figure 8.8 Mean resultant velocity field in Compartment 1 for setup OS-C, obtained for: 

a) ADV measurements; and numerical simulations using: b) the DAEV approach for 

mesh A; and the LB model for: c) mesh A; d) mesh B; and e) mesh C
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X/H

Figure 8.9 Contour plot of mean longitudinal velocity in Compartment 1 for setup OS-C 

obtained for: a) ADV measurements; and numerical simulations using: b) the DAEV 

approach for mesh A; and the LB model for: c) mesh A; d) mesh B; and e) mesh C
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Figure 8.10 Contour plot of mean vertical velocity in Compartment 1 for setup OS-C 

obtained for: a) ADV measurements; and numerical simulations using: b) the DAEV 

approach for mesh A; and the LB model for: c) mesh A; d) mesh B; and e) mesh C
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Compartment no.

Figure 8.11 Vertical profiles of resultant velocity in Compartments 1 to 8 for setup OS- 

C, obtained for: a) ADV measurements; and numerical simulations using: b) the DAEV 

approach for mesh A; and the LB model for: c) mesh A; d) mesh B; and e) mesh C

The magnitude of the main streamwise flow near the bed of Compartment 2 (i.e. for z/H 

< 0.2 approximately) appears to have been underestimated when using the LB model. 

Furthermore, in characterising the experimental velocity profiles in section 6.2.1 it was 

found that the magnitude of the velocities measured in this region was of the order of 

400% of Uo, while in the corresponding numerical model prediction obtained using the 

LB model this parameter was not higher than 200% of Uo. This analysis indicated that



the use of the LB model caused an underestimation of the extension of the 3-D flow in

the tank.

These underestimated numerical model predictions may have been caused by an 

overestimation of the eddy viscosity values calculated from the numerical model using 

the LB model. The reason for this underestimation was thought to be due to the eddy 

viscosity consisting of the only turbulence parameter being included in the momentum 

equations and, thus, having an influence on the predicted results for the mean velocity 

field [see Equation (4.6)].

In order to illustrate this hypothesis, the corresponding numerical model results 

obtained for the distribution of the effective viscosity in various cross-sections of the 

tank simulated using the LB model and mesh A are shown in Figure 8.12. In this figure 

it can be seen that the predicted values for the effective viscosity parameter were 

consistently of the order of 100mm2/s in the cross-sections shown. Such a magnitude 

was two orders higher than the value of the kinematic viscosity (i.e. vi » 1.0mm2/s) and 

around one order of magnitude higher than the calculated depth-averaged eddy viscosity 

value in some regions, as used in the numerical model simulations with the DAEV 

approach. The near-bed and near-surface cross-sections in the tank were situated 30mm 

away from the corresponding boundary, or around z/H * 0.03 and z/H » 0.97 

respectively. It is worth mentioning that even for these regions, where generally the 

eddy viscosity tended to be considerably lower than around the mid-depth in open- 

channel flows (see section 7.3.2), the predicted values for this parameter were 

consistently one order of magnitude higher than the depth-averaged value of vt.
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Figure 8.12 Numerical model prediction for the effective viscosity distribution in 

various regions for setup OS-C, illustrating: a) Compartment 1 at mid-width in the 

vertical plane; b) Compartment 2 at mid-width in the vertical plane; c) near-bed 

horizontal plane; d) mid-depth horizontal plane; and e) near-surface horizontal plane

Therefore, this analysis indicated that the use of the LB model in the 3-D hydrodynamic 

simulations carried out for setup OS-C predicted unduly high levels of the eddy 

viscosity, which may have compromised the corresponding numerical model 

predictions for the mean velocity field in the simulated tank. The reason for such an 

overestimation was thought to be due to insufficient mesh refinement near the tank solid 

boundaries, which may have lead to inaccurate predictions being made for the 

turbulence parameters using the LB model. This effect has been investigated further and 

the results obtained are discussed later in this section.

181



The third ADV assessment carried out for the mean velocity field in setup OS-C 

involved a mid-depth horizontal cross-section located in the region of 2-D flow in the 

experimentation tank (see section 6.2.1 for Assessment OS-A3). A comparison between 

the measured results and the corresponding numerical model predictions using the 

DAEV and LBM turbulence modelling approaches is shown in Figure 8.13. In this 

figure the longitudinal and lateral coordinate axes were normalised by including the 

compartment width L = 364.5mm, giving X/L and Y/L respectively.

As can be seen in Figure 8.13a, a horizontal recirculation zone (HRZ) occurred in the 

flow field in Compartment 8, with flow separation around the tip of Baffle 7 (i.e. for x/L 

= 0). This HRZ was characterised in section 6.2.1 as having a width of approximately 

0.5L and a length of around 1.6L. The numerical model predictions for this HRZ were 

generally underestimated in comparison with the measured results, as shown in Table 

8.5. A comparison between the measured and the corresponding numerically predicted 

results for the width and length of the HRZ indicated that the best estimates were 

obtained with the use of the LB model and mesh B, followed by the DAEV approach 

using mesh A.

Table 8.5 Numerical model and experimental dimensions of a horizontal recirculation 

zone for the region of the 2-D flow in setup OS-C

HRZ DAEV LBM LBM LBM
Dimension Measured mesh A mesh A mesh B mesh C

Width 0.5L 0.4L 0.3L 0.4L 0.4L
Length 1.6L 0.9L 0.7L 1.0L 0.8L
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Figure 8.13 Mean velocity field and respective streamtrace plot for the 180° bend 

between Compartments 7 and 8 for setup OS-C, illustrating: a) ADV measurements; 

and numerical predictions using: b) the DAEV approach for mesh A; and the LB model

for: c) mesh A; d) mesh B; and e) mesh C
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The underestimation observed for the predicted HRZ size when using the LBM 

approach was probably due to an overestimation of the eddy viscosity values in the 

simulated flow field. In order to investigate this hypothesis, a comparison was carried 

out involving the numerically calculated near-wall distributions of the turbulent kinetic 

energy (k) and the dissipation rate (e), for the mesh configurations used in the 

simulations for setup OS-C. The respective numerical model predictions were evaluated 

for the region x/H = 1.0, z/H = 0.5, 2.9 < y/H < 3.0, which corresponded to a location at 

the centre of Compartment 8, at mid-depth and near wall W4, as indicated by the red 

circle in Figure 8.12d. The results obtained from this analysis are illustrated in Figure

8.14, where the y axis indicates the normal distance to the wall.

♦ mesh A 
■ mesh B 

mesh C

♦ mesh A 
■ mesh B 

mesh C

s (mm2/s3) k (mm2/s2)

Figure 8.14 Near wall distributions of turbulence parameters obtained using the mesh 

configurations for setup OS-C, illustrating: a) s profile; and b) k profile

Unfortunately, no measured data was available for comparison with the results of Figure

8.14. Nonetheless, Figure 8.14a shows that the calculated values for the e distribution 

for mesh A were generally higher than the respective results for meshes B and C, and 

that the results for meshes B and C were similar. Thus, the results shown in Figure 

8.14a suggested that the 8 profile was not affected by the grid spacing halving applied to
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Aymin from mesh C to mesh B, which suggested that a mesh independent solution was 

obtained for the s distribution.

On the other hand, the k distribution calculated by the numerical model for meshes A, B 

and C was affected by the corresponding mesh refinement. As can be seen from Figure 

8.14b, the trend for the k values followed that of the decrease of Aymin, indicating that 

the numerical model solution for the k field may not have become mesh independent in 

this analysis. As a consequence, unduly high k values may have been predicted by the 

numerical model using the LB model for these mesh configurations and, hence, the 

advective effects may have been depleted due to unduly high turbulent diffusion levels 

being predicted by the numerical model.

As shown in Table 8.4, the finest mesh spacing applied in the y direction (i.e. Aym,n) for 

meshes A, B and C was 5mm, 1mm and 2mm respectively. This yielded the first grid 

point for each mesh to be located at y+ = 3.2, 1.0 and 1.4 respectively, while no more 

than 3 grid points were included in the viscous sub-layer for these meshes. In order to 

improve the numerical model predictions, further refinement of the computational mesh 

would have been required, followed by an assessment of the mesh independence of the 

solution for the mean flow parameters, as well for the turbulence quantities. However, 

the 3-D numerical model simulations for such a refined mesh would have demanded an 

impracticably long computational time, considering the present-day processing power 

of desktop computers. For instance, it has been estimated that the computational time 

required for a converged hydrodynamic solution for setup OS-C, where a refined mesh 

having twice the number of grid cells o f mesh B would have been used, would have
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been of approximately 15 days on a Pentium IV 2.4GHz computer. In addition, it is 

worth mentioning that the need for such a high number of grid cells is due to two main 

factors: i) the use of a low Reynolds number k-e model, which requires solving the 

governing equations for the viscous sub-layer, as well as for the remainder of the near- 

wall region and beyond; and ii) the presence and number of baffles in the contact tank, 

which tends to increase the area of flow in contact with solid boundaries.

In the following section the representativeness of the discrepancies observed for the 

hydrodynamic results was analysed in terms of their effects on the numerical model 

predictions for the solute transport processes for setup OS-C.

8.3.1.2 Solute transport results

In this section the 3-D numerical model predictions for the solute transport processes for 

setup OS-C of the prototype tank were verified against the corresponding tracer 

experimentation results. The solute transport simulations were carried out using the 

steady-state 3-D hydrodynamic solution for each setup of the tank and the initial and 

boundary conditions used were described in section 4.3.3.

The duration of the simulated tracer injection was 5s, while the value of the average 

tracer concentration in the tank was Co = 7.0mg/l. Qualitative and semi-quantitative 

analyses were carried out with the normalised results, which included the retention time 

distribution (RTD) curves, accumulated tracer mass (F) curves and hydraulic efficiency 

indicators (HEI) of the simulated prototype tank configuration.
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The RTD and F curves predicted by the numerical model for setup OS-C using the 

DAEV and LBM approaches were compared with the corresponding measured curves, 

as shown in Figures 8.15a and 8.15b respectively. These curves have been obtained for 

a turbulent Schmidt number value of Sch = 1.0.

;— -

DAEV, m esh A 

LBM, m esh A 

LBM, m esh  B 

LBM, m esh C 

Experimental

DAEV, m esh  A 

LBM, m esh  A 

LBM, m esh  B 

LBM, m esh  C 

Experimental

Figure 8.15 Numerical model and experimental tracer curves obtained for setup OS-C 

with Sch = 1.0, illustrating: a) RTD curves; and b) F curves

By comparing the RTD curves in Figure 8.15a it can be seen that the curve associated 

with the DAEV approach was in closer agreement with the experimental data than the
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respective LBM results. The relatively narrow spread and higher peak concentration 

level of the latter curves indicated that lower levels of short-circuiting and mixing were 

predicted for setup OS-C using the hydrodynamic results for the LBM approach, which 

was not consistent with the experimental results. Likewise, the discrepancy between the 

results for the LBM approach for the F curve and the corresponding data can be seen in 

Figure 8.15b. One major reason for such discrepancies in the results for the LB model 

was thought to be an underestimation of the advective effects and size of recirculation 

zones in the respective flow patterns, as discussed above. Ultimately this may have 

caused an undue reduction in the volume occupied by flow reversal and dead zones in 

the simulated tank, affecting the mixing levels in the flow. It can also be seen in Figure 

8.15 that mesh refinement overall had a positive effect on the RTD curve predictions, 

which was thought to be a consequence of a better prediction being made for the eddy 

viscosity field.

An analysis of sensitivity of the estimated RTD curves to the variation of the Schmidt 

number was carried out for the hydrodynamic results associated with the DAEV and 

LBM approaches. The results obtained are illustrated in Figures 8.16a and 8.16b 

respectively. With regard to the effect of the Schmidt number on the results for the 

DAEV approach, it can be seen in Figure 8.16a that the experimental RTD curve was 

better represented when using relatively low values of Sch, i.e. for Sch = 0.10 and Sch = 

0.20. For the results associated with the LB model a 20-fold increase of the Schmidt 

number lowered the predicted peak concentration level, relative to the corresponding 

curve for Sch =1.0. However, this increase did not seem to have a strong influence on 

the overall curve spreading, as can be seen in Figure 8.16b.
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Figure 8.16 Effect of the Schmidt number on the RTD curves predicted for setup OS-C 

using: a) the DAEV approach; and b) the LBM approach

An analysis of the numerical model predictions using the DAEV approach for the levels 

of short-circuiting and mixing for setup OS-C was carried out, in order to further 

evaluate the effect of the Schmidt number on the estimated solute transport results. The 

results calculated for the short-circuiting indicators 0* and 0iO, and the mixing indicators 

Mo and a 2, are presented with the corresponding experimental results in Table 8.6, 

while the respective relative errors (RE) are shown in Table 8.7.
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Table 8.6 Numerical model and experimental results of the short-circuiting and mixing 

indicators for setup OS-C

HEI DAEV
Sch=0.10

DAEV
Sch=0.20

DAEV
Sch=1.00 Experimental

Ot 0.49 0.47 0.46 0.47
010 0.71 0.69 0.67 0.70

Mo 2.04 2.10 2.26 2.12
0.079 0.089 0.107 0.095

Table 8.7 Relative errors calculated for the short-circuiting and mixing indicators 

predicted by the numerical model for setup OS-C

Error DAEV
Sch=0.10

DAEV
Sch=0.20

DAEV
Sch=1.00

RE-at 4.3% 0.0% -2.1%
RE-Oio 1.4% -1.4% -4.3%
RE-Mo -3.8% -0.9% 6.6%
R E -J -16.8% -6.3% 12.6%

The lowest absolute error value obtained for each HEI parameter obtained from the 

numerical model results is shown in bold in Table 8.7. As can be seen from these 

results, the use of Sch = 0.20 in the solute transport numerical model simulations for 

setup OS-C overall generated the lowest errors for the HEI parameters. This finding 

indicated that the corresponding results were the best representation of the experimental 

data, for the Sch values tested in this analysis. Although such a value of the Schmidt 

number could be regarded as unnaturally low, the technique of applying a variation to 

this parameter to encourage an adjustment in the numerically predicted solute transport 

results is a useful means to counteract the influence of an inaccurately predicted eddy 

viscosity field, as shown by Shiono et al. (2003).
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In order to investigate further the ability of the numerical model to predict the 

hydrodynamic and solute transport processes in contact tanks with 3-D flow, an analysis 

was undertaken for the results obtained for setup MS4-C of the experimentation tank, as 

discussed below.

8.3.2 Setup MS4-C

This configuration of the experimentation tank consisted of 6 compartments and had 

similar inlet and outlet sections to setup OS-C. As can be seen in Figure 3.8, for this 

setup Compartments 1 to 5 were orientated transversally in relation to the main inflow 

direction, whilst Compartment 6 was aligned longitudinally.

A non-uniform mesh configuration was constructed for the numerical model 

simulations for setup MS4-C, consisting of 220,584 cells and with 101, 84 and 26 cells 

in the x, y and z directions respectively. The finest mesh spacing used was 5.0mm in all 

directions, while the coarsest mesh spacing corresponded to 50mm for the horizontal 

directions and 100mm for the vertical direction. A schematic representation of the 

computational mesh used is shown in Figure 8.17.

8.3.2.1 Hydrodynamic results

In a similar manner to setup OS-C, the hydrodynamic simulations for setup MS4-C 

were carried out using two turbulence modelling approaches, namely the depth- 

averaged eddy viscosity (i.e. DAEV) approach and the low Reynolds number k-e model
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of Lam and Bremhorst (i.e. LBM). The LB model calculations were made with as a 

variable parameter (see section 5.3.2). The flow rate of Q = 3.71/s was used as the inlet 

boundary condition for the hydrodynamic module simulations, while a turbulence level 

of 1% was assumed for the inflow (see section 4.2.3).

Figure 8.17 Illustration of non-uniform computational mesh used in the numerical 

simulations for setup MS4-C of the prototype tank

The hydrodynamic data available for the verification of the numerical model results for 

this setup consisted of results from the ADV measurements of the mean resultant 

velocities along the vertical direction in the compartments. A characterisation of these 

results was made in section 6.2.2.

In Figure 8.18 the measured data is illustrated, together with the corresponding 

numerical model predictions obtained using the DAEV and LBM approaches. The mean 

resultant velocity was calculated using the streamwise and vertical velocity components 

for each compartment, and the location of the assessed profiles has been indicated in 

Figure 8.17.
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A comparison of the measured results shown in Figure 8.18a with their numerical 

counterparts in Figures 8.18b and 8.18c indicated that when using the LBM approach 

the numerical model generated a better prediction of the velocity distribution in profiles 

2-A to 6, than in comparison with the use of the DAEV approach. The respective results 

obtained using the DAEV approach showed a higher non-uniformity over the depth, 

with higher velocities being predicted near the bed and surface regions of the profiles, 

relative to the corresponding mid-depth region. For profiles 1-A and 1-B the numerical 

model predictions were not accurate representations of the measured data, possibly due 

to insufficient mesh refinement in a region of complex 3-D flows (see section 6.2.2). 

Nevertheless, the upward velocities measured in profile 1-A and the streamwise flow in 

profile 1-B generally matched the corresponding numerical model predictions.
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Figure 8.18 Vertical profiles of mean resultant velocity for setup MS4-C, obtained 

from: a) ADV measurements; b) numerical simulations using the DAEV approach; and 

c) numerical simulations using the LB model
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The numerical model results obtained using each of the turbulence modelling 

approaches were compared in terms of the predicted size of a horizontal recirculation 

zone (HRZ) for setup MS4-C. The predicted streamtraces for the mean velocity field 

obtained in the 90° bend between Compartments 5 and 6 using the DAEV approach are 

shown in Figure 8.19a, whereas Figure 8.19b illustrates the corresponding prediction for 

the use of the LB model.

a)

1.5

05 0.5

00 1-2 1 2 0-1
X /L X /L

Figure 8.19 Streamtrace plot of the numerical model predictions for a 90° bend in setup 

MS4-C, illustrating the results for: a) DAEV approach; and b) LB model

The longitudinal and lateral coordinate axes in Figure 8.19 have been normalised by 

including the compartment width, giving X/L and Y/L respectively. As can be seen in 

Figure 8.19a, when using the DAEV approach the numerical model predicted the HRZ 

to be approximately 1.6L long and 0.4L wide. On the other hand, with the use of the LB 

model the predicted dimensions of the HRZ were 1.0L and 0.3L respectively, which 

were around 40% and 25% smaller than the DAEV predicted values. A comparison 

between Figures 8.19a and 8.19b also indicated that the results for the DAEV approach 

showed a larger HRZ for the region of x/L >0.5 and y/L <0.5 approximately. Such an 

effect of the type of turbulence modelling approach on the HRZ size corresponded to 

the trend verified for setup OS-C for the use of mesh A (see Figure 8.13).
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Therefore, this analysis suggested that the region occupied by recirculation zones in the 

flow field predicted for setup MS4-C using the LB model is smaller than for the 

corresponding predictions for the DAEV approach. In the following section the 

influence of this discrepancy on the predicted levels of short-circuiting and mixing in 

the tank are assessed and discussed.

8.3.2.2 Solute transport results

The numerical model results calculated using the solute transport module for setup 

MS4-C were compared with the corresponding data, as discussed in  this section. In a 

similar manner to the analysis carried out for setup OS-C, the results included herein 

were evaluated in terms of the effect of the Schmidt number and type of turbulence 

modelling approach on the predicted levels of short-circuiting and mixing in the tank.

The RTD and F curves obtained experimentally and predicted using the numerical 

model for setup MS4-C are shown in Figure 8.20a and 8.20b respectively, whilst the 

respective values of HEI parameters are presented in Table 8.8.

As can be seen in Figure 8.20a, the RTD curve associated with the LBM approach was 

not in good agreement with the experimental data for setup MS4-C. In  a similar manner 

as to the corresponding results for setup OS-C, the aspect of the  numerical curve 

indicated that the predicted levels of short-circuiting and mixing associated with the 

LBM approach were unduly low. This fact may be explained by the tendency shown by
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the respective numerical model setup to underestimate the size of flow reversal and 

dead zones in the tank as predicted by the 3-D hydrodynamic simulations.
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Figure 8.20 Numerical model and experimental tracer curves obtained for setup MS4-C, 

illustrating: a) RTD curves; and b) F curves

On the other hand, good agreement with the experimental data can be seen in Figure 

8.20 between the RTD and F curves associated with the DAEV approach, particularly 

for the curves for Sch = 0.10 and Sch = 0.20. The effect of the Schmidt number on the 

predicted levels of short-circuiting and mixing for setup MS4-C using the DAEV 

approach was evaluated further, based on the results obtained for the HEI parameters 

and respective errors relative to the experimental results, as shown in Table 8.9.



Table 8.8 Numerical model and experimental results of the short-circuiting and mixing 

indicators for setup MS4-C

HEI DAEV
Sch=0.10

DAEV
Sch=0.20

DAEV
Sch=1.00 Experimental

0.57 0.55 0.53 0.48

Oio 0.79 0.77 0.74 0.78
Mo 1.65 1.73 1.85 1.69

0.040 0.050 0.066 0.055

Table 8.9 Relative errors calculated for the short-circuiting and mixing indicators 

predicted by the numerical model for setup MS4-C

Error DAEV
Seh=0.10

DAEV
Sch=0.20

DAEV
Sch=1.00

RE-Gi 18.8% 14.6% 10.4%
RE-Gio 1.3% 1.3% 5.1%
RE-Mo 2.4% 2.4% 9.5%
RE-c? -27.3% -9.1% 20.0%

As can be seen in Table 8.9 the lowest error value for each of the mixing indicators (i.e. 

RE-Mo and RE-a2) predicted by the numerical model occurred for Sch = 0.20, as well 

as for the short-circuiting indicator 0iO. On the other hand, the best numerical model 

predictions for 0i occurred for Sch = 0.10, although the corresponding result for Sch = 

0.20 showed a similar order of magnitude. Further reduction of Sch would have caused 

higher discrepancies for the predicted short-circuiting and mixing levels, as suggested 

by the trend in the results presented in Table 8.8. Therefore, this analysis indicated that 

the best estimate of the tracer experiments results for setup MS4-C occurred for the 

Schmidt number value of 0.20, in a similar manner to the results for setup OS-C.
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Summary

In this Chapter the numerical model application to the modelling of chlorine contact 

tanks (CCT) was evaluated for units with 2-D and 3-D flows. The ability of the 2-D 

numerical model to predict accurately measured results was evaluated, where two 

turbulence modelling approaches were tested. It was found that the use of a depth- 

averaged eddy viscosity approach (DAEV) caused an overestimation of the size 

predicted for a horizontal recirculation zone, which was linked in the analysis to an 

overestimation of the corresponding mixing levels predicted for the simulated tank. On 

the other hand, when using the low Reynolds number k-s model of Lam and Bremhorst 

(i.e. the LB model) the 2-D numerical model predictions gave good agreement with the 

corresponding hydrodynamic and solute transport results.

In the analysis carried out for the 3-D flow results it was found that the use of the LB 

model caused an underestimation of the advective effects on the mean velocity field, as 

well as of the size of a horizontal recirculation zone, measured in the prototype tank. 

There was an indication that such phenomena was caused by an overestimation of the 

eddy viscosity values. As a consequence, the levels of short-circuiting and mixing in the 

simulated setups were greatly underestimated when the hydrodynamic results associated 

with the LB model were used in the solute transport simulations. On the other hand, the 

use of the DAEV approach in the hydrodynamic module, together with manipulation of 

the value of the Schmidt number in the solute transport simulations, provided very good 

numerical model predictions for the tracer experimentation results obtained for various 

configurations in the prototype tank with complex 3-D flow.
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Chapter 9

Conclusions and Recommendations

for Further Research



9.1.  C o n c lu s io n s

A review of the main results obtained and the conclusions derived from this study are 

presented below.

9.1.1 Physical experimentation

The physical experimentation carried out in this study involved the measurement of 

mean velocities by acoustic Doppler velocimetry (ADV) and assessments of the 

hydraulic efficiency of the Prototype Tank (PT) using fluorescent tracer techniques.

A number of design setups of the PT have been assessed experimentally, for which the 

levels of dispersion were identified as ranging from intermediate to high. The ADV 

assessments provided data for the validation of the hydrodynamic predictions made by 

numerical models, while the tracer tests results can be used to validate numerical 

predictions of solute transport processes. The main outcomes of the physical 

experimentation carried out are outlined below.

From the mean velocity measurements carried out in the original setup of the PT, i.e. 

setup OS-C, regions with recirculating flow structures in both the vertical and horizontal 

planes were characterised. The progression of the three-dimensional (3-D) effects in the 

mean flow through the tank was assessed based on the vertical distributions of the 

resultant velocity measured in compartments. An analysis of these results indicated that 

the deleterious influence of the inlet configuration to the flow pattern in the tank was
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felt at least until Compartment 5 of a total of 8 compartments for the original setup, 

which corresponded to the condition observed for a similar prototype contact tank in a 

previous study.

Mean velocity measurements were also carried out for a modified configuration of the 

PT, i.e. setup MS4-C, which comprised a transversal baffling arrangement for the first 5 

of a total of 6 compartments. An analysis of the corresponding ADV results indicated 

that 3-D flow occurred mainly in Compartments 1 and 2 of this setup. For the remainder 

of the compartments there was an indication that the flow had a 2-D horizontal 

character. This fact suggested that the modification promoted to the type of baffling 

arrangement induced an improvement of the flow pattern for the tank, since the 

extension of the 3-D effects was lower than in the original configuration. This may have 

been a consequence of the deflection of the inflow jet by the baffle located opposite to 

the inlet section, and subsequently by the inlet wall. As a consequence of this, it is 

possible that the advective effects of the inflow jet were dampened mostly within 

Compartment 1 of this setup, which would then have contributed towards the 

homogenisation of the mean flow along the depth.

The hydraulic efficiency of setup MS4-C was assessed using tracer techniques. As 

expected from the analysis of the ADV results, the modification promoted to the type of 

baffling arrangement generated a higher hydraulic efficiency for the tank, with lower 

levels of short-circuiting and mixing occurring in the flow in comparison with the 

original setup. Such an improvement of the hydraulic efficiency was regarded as a 

consequence mainly of the reduction of the 3-D effects in this tank configuration.
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9.1.2 Numerical model validation for benchmark flow problems

9.1.2.1 Hazen-Poiseuille flow

Numerical simulations of the Hagen-Poiseuille channel flow problem were carried out 

as part of the validation process of the core hydrodynamic module of the numerical 

model, where no turbulence modelling approach was used. The results thus obtained for 

the developing and fully-developed velocity distributions were compared with data 

from the literature and the analytical solution respectively.

A mesh independence study was performed with the numerical results for the fully- 

developed velocity profile, where mesh refinement was applied in the direction 

perpendicular to the main stream wise flow direction. Two error parameters were 

calculated between the predicted velocity distributions and the corresponding analytical 

solution, namely: i) the relative discretisation error (RDE), which was based on the 

Richardson extrapolation method; and ii) a modified RDE that was not affected by the 

relatively low velocities calculated for the vicinity of the channel walls.

A trend analysis carried out for the variation of the error parameters indicated that a 

monotonic convergence pattern occurred with mesh refinement. The start of the 

asymptotic range of the error curves indicated the mesh independent solution, for which 

the maximum error value involved in the predicted fully-developed velocity profile was 

of the order of 1%. It was pointed out that such an error magnitude corresponded to the 

uncertainty typically involved in mean velocity measurements by ADV. Furthermore,
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the velocity distributions calculated for the developing Hagen-Poiseuille flow in four 

locations along the channel were in good agreement with the corresponding data.

9.1.2.2 Turbulent open channel flow

The analysis undertaken for the validation of the numerical model for 2-D turbulent 

open channel flow involved two types of results. Firstly, numerical hydrodynamic 

simulations were carried out for a horizontal channel for the Reynolds number values of 

Re = 5,000 and 30,000. These numerical simulations were performed using the low 

Reynolds number k-e model of Lam and Bremhorst, i.e. the LB model. The parameter 

was modelled using two distinct approaches, i.e. as a constant quantity where = 

0.09, and as a variable quantity where was a function of the ratio between the 

turbulence production and the dissipation rate. The numerical predictions thus obtained 

for the fully-developed near wall distribution of the mean streamwise velocity, turbulent 

kinetic energy and dissipation rate were compared with the corresponding shape 

function that describe the variation of these quantities in the near wall region.

For the results associated with either value of the Reynolds number, a good agreement 

occurred between the predicted results and the corresponding shape functions with the 

use of the variable approach. On the other hand, for the constant approach there 

was an underestimation of the mean streamwise velocity values outside the viscous 

sublayer of the near wall region. This was probably caused by higher eddy viscosity 

values being calculated using the constant approach than with the variable 

approach, which in turn was associated to a lower dissipation rate being calculated for

203



the viscous sublayer and buffer zone using the former approach. This analysis suggested 

that the use of the LB model for the modelling of turbulence should be accompanied by 

adopting the variable approach in the numerical model simulations, since the value 

of this quantity can vary substantially within the viscous sublayer.

The second stage of the analysis of the numerical model predictions for turbulent open 

channel flows was undertaken for the 2-D vertical flow problem, for Re = 2,750, Re = 

7,716 and Re = 68,860. The numerical hydrodynamic simulations were carried out 

using the LB model in conjunction with the variable approach. Comparisons of the 

numerical results were made against published data of a direct numerical simulation 

(DNS) study, laser Doppler anemometry (LDA) and numerical results external to this 

study obtained using the low Reynolds number k-e model of Launder and Sharma, i.e. 

the LS model. The analysis of these results was undertaken for the normalised mean 

streamwise velocity, turbulent kinetic energy, dissipation rate and eddy viscosity 

parameters.

The validation analysis undertaken for the vertical profiles of these quantities indicated 

that the numerical model was able to accurately predict the depth-wise velocity and 

eddy viscosity distributions, independently of the flow regime. Furthermore, the 

comparisons carried out with the published results obtained using the LS model and the 

traditional constant approach indicated that the results of the present study were 

generally in closer agreement with the data. This analysis suggested that the use of the 

LB model with the variable CM approach was appropriate for the modelling of non- 

laminar open channel flows in both the horizontal and vertical directions.
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9.1.3 Numerical model application to contact tanks

9.1.3.1 Two-dimensional hydrodynamic simulations

The 2-D hydrodynamic simulations of Contact Tanks (CT) were carried out using two 

turbulence modelling approaches, namely: i) a depth-averaged eddy viscosity (DAEV) 

approach; and ii) the low Reynolds number k-s model of Lam and Bremhorst, i.e. the 

LB model. When using the LB model, the numerical simulations were performed with 

the parameter as a variable quantity, since this approach was found to provide a 

better representation of the near wall turbulent channel flow distributions than with the 

constant approach (see above).

The main outcomes of the hydrodynamic simulations were the steady-state mean 

velocity field and the effective viscosity distribution for the simulated CT 

configurations. The effective viscosity parameter included the kinematic viscosity of the 

fluid and the eddy viscosity calculated using the turbulence model.

The results obtained with the use of the LB model in the 2-D hydrodynamic simulations 

were in good agreement with the corresponding experimentation data, as evaluated from 

comparisons of the mean velocity field for a region of 2-D flow in a prototype CT. A 

satisfactory representation of a measured recirculating flow region was verified when 

using the LB model, whilst with the use of the DAEV approach the numerical model 

failed to predict the reattachment, thus overestimating the size, of the recirculation zone. 

Since the size of the recirculating and stagnant flow regions are generally associated to
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the amount of mixing that takes place in a CT, it was anticipated that the tracer 

experimentation results would be better represented by the solute transport results 

associated to the use of the LB model, rather than for the DAEV approach.

9.1.3.2 Two-dimensional solute transport simulations

The 2-D solute transport simulations were carried out with the steady-state 

hydrodynamic results obtained for each turbulence modelling approach, i.e. the DAEV 

approach and the LB model, for a CT with 2-D flow.

Tracer experiments of the “black box” type were simulated where an instantaneous 

tracer injection was mimicked at the inlet and the mean tracer concentration with time 

was calculated for the outlet section of the simulated tank. As a result of this procedure 

the numerical model generated the retention time distribution (RTD) curve, 

accumulated tracer mass (F) curve and hydraulic efficiency indicators (HEI) for each 

simulation scenario. An analysis of sensibility of these results was carried out for the 

variation of the type of turbulence model and value of the turbulent Schmidt number 

(ot). The values of the Schmidt number tested were a t = 0.75, 1.00 and 1.25.

A good agreement occurred between the empirical data and the corresponding 

numerical model results associated with the use of the LB model, for the RTD and F 

curves, as well as for the HEI parameters. On the other hand, the results associated to 

the use of the DAEV approach showed that the short-circuiting and mixing levels in the 

tank were overestimated. This fact was probably a consequence of an overestimation of

206



the size of recirculation zones in the simulated tank as predicted by the numerical model 

using the DAEV approach, as reported above.

With regard to the effect of the Schmidt number on the solute transport results 

associated to the LB model, an analysis of the RTD curves showed that the measured 

peak tracer concentration level was better represented in the numerical model results 

obtained with a t = 0.75. On the other hand, an analysis of the relative errors of the 

numerical predictions for the HEI parameters showed that the best estimate for the 

short-circuiting indicator 0io as well as the mixing indicator Mo, occurred for a t = 1.00, 

where the relative errors found were of the order of 0.1%.

The results of the 2-D numerical simulations carried out using the LB model were in 

good agreement with the corresponding experimental data, indicating the 

appropriateness of applying the low Reynolds number k-s model of Lam and Bremhorst 

to simulate the hydrodynamics of Contact Tanks with 2-D flow. Relatively good 

estimates of the disinfection efficiency in the tank could be expected, should the solute 

transport results be used for such a purpose.

9.1.3.3 Three-dimensional hydrodynamic simulations

The 3-D numerical hydrodynamic simulations were performed in this study for two 

design setups of the experimentation tank, namely setups OS-C and MS4-C. Setup OS- 

C was the original setup of the prototype tank, which comprised 8 compartments 

longitudinally oriented in relation to the main streamwise inflow direction. On the other
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hand, setup MS4-C had 6 compartments, the first 5 of which were transversally oriented 

in relation to the inflow. Both configurations had an open channel as the inlet device 

and a rectangular sharp-crested weir was located at the outlet section.

In a similar way to the 2-D simulations of contact tanks, the numerical simulations of 

these setups were performed using two turbulence modelling approaches, i.e. the DAEV 

approach and the LB model. The results thus obtained were compared with the ADV 

results obtained for the respective configurations.

A comparative analysis of the hydrodynamic results indicated the use of the DAEV 

approach in the numerical model was generally associated to a better reproduction of 

the measured velocity results for both tank configurations, in comparison with the 

corresponding results obtained with the LB model. The use of the LB model generally 

caused an underestimation of the mean resultant velocity along the main advective flow 

path in the tank, as well as of the size of a horizontally reversed flow structure. This fact 

was interpreted as being an underestimation of the advective effects in the flow field 

calculated with the LB model, probably as a consequence of an overestimated eddy 

viscosity field.

9.1.3.4 Three-dimensional solute transport simulations

The steady-state solution for the mean velocity and eddy viscosity fields calculated 

using the DAEV approach and the LB model were respectively used in the 3-D solute 

transport simulations for setups OS-C and MS4-C. These numerical simulations were
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performed so as to mimic “black box” tracer experiments, generating the RTD and F 

curves, as well as the HEI parameters for the simulated tank configurations. Variation of 

the turbulent Schmidt number was promoted, where the values tested for this parameter 

were Sch = 1.00, 0.20 and 0.10. The numerical predictions were compared with the 

corresponding experimentation results for validation.

An analysis of the numerical results for Sch = 1.00 associated with each turbulence 

modelling approach indicated that the results obtained for the DAEV approach were in 

closer agreement with the data than the corresponding results for the LB model. For the 

predicted results associated to the DAEV approach a good agreement was obtained for 

complex 3-D flow patterns, in specific for relatively low Schmidt number values, i.e. for 

Sch = 0.20 and Sch = 0.10. The errors calculated for the respective values of the short- 

circuiting and mixing indicators were of the order of 1%, for the parameters 0io and Mo.

9 .2 . R e c o m m e n d a t io n s  f o r  f u r t h e r  r e s e a r c h

The following recommendations are made for further research:

• Carry out turbulence measurements in the prototype tank using ADV, in order to 

provide data for validation analyses of numerical model predictions for turbulent 

parameters.
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• Further investigate the observed tendency of the numerical model to underestimate 

the advective effects and the size of recirculating flow regions in the 3-D 

hydrodynamic simulations with the LB model.

• Extend the validation of the numerical model developed in this study for a wider 

range of flow patterns in contact tanks, using hydrodynamic as well as solute 

transport experimentation results for configurations with relatively high levels of 

short-circuiting and mixing.

• Carry out numerical hydrodynamic simulations using other types of higher order 

turbulence models for contact tanks with 3-D flow, on the prototype scale, as well as 

field scale, in order to further assess the conditions under which the application of 

specific types of models is appropriate to the modelling of these tanks.

• Extend the numerical model so as to include different types of advection-diffusion 

scheme, such as the QUICK scheme and other higher order schemes, in order to 

investigate the effect of each scheme on the numerical model predictions of the 

hydrodynamic and solute transport processes in contact tanks with a complex 3-D 

flow structure.

• Extend the numerical model so as to include different types of solution method for 

the systems of discretised equations, in order to investigate the effect of each 

method on the rate of convergence of the hydrodynamic simulations.
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• Extend the mesh generator programme, as well as the numerical model to include 

the option of cylindrical coordinates, which would allow for the simulation of 

treatment units with a circular cross-section.

• Develop a user-friendly interface for the numerical model, in order to facilitate the 

input of simulation parameters, as well as the utilisation of the model by non- 

Fortran-proficient users.

• Modify the solute transport module so as to allow for the simulation of non

conservative solutes, in order to be allow for predictions of phenomena such as 

chlorine decay, inactivation of bacteria and formation of by-products of disinfection.
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