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1. Proof of Theorem 1

Proof of Theorem 1: From the definition of md we have:

md =E(XI(Ỹ = 1))− E(XI(Ỹ = −1))

=E(E(X|Y )I(Ỹ = 1))− E(E(X|Y )I(Ỹ = −1))

=E(E(E(X|βTX)|Y )I(Ỹ = 1))− E(E(E(X|βTX)|Y )I(Ỹ = −1))

=E(E(P T

β(Σ)X|Y )I(Ỹ = 1))− E(E(P T

β(Σ)X|Y )I(Ỹ = −1))

=P T

β(Σ)E(E(X|Y )I(Ỹ = 1))− P T

β(Σ)E(E(X|Y )I(Ỹ = −1))

=P T

β(Σ)E(XI(Ỹ = 1))− P T

β(Σ)E(XI(Ỹ = −1))

=P T

β(Σ)(E(XI(Ỹ = 1))− E(XI(Ỹ = −1))) = P T

β(Σ)md
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2. Proof of Theorem 2

Proof of Theorem 2: First we define a function g as follows:

g : RpH → Rp(H−1)

(aT

1, . . . ,a
T

H)T 7→ ((aH + . . . + a2 − a1)
T, . . . , (aH − (a1 + . . . + aH−1))

T)T

where ai, i = 1, . . . , H are p dimensional vectors.

Now since each column vector of Γ can be created as a function of columns

of B based on (9) it is easy to see that g(vec(B)) = vec(Γ). Therefore using
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the Delta method and applying function g on vec(Z̃n) we get the desired result.

To see how matrix W is constructed one needs to carefully look at each entry

in the range of function g, as W = ∇(g)T. For the first entry we have the

p-dimensional vector v1 = aH + . . .a2 − a1. Then:

∂v1
∂a1

=− I

∂v1
∂a2

=I

...

∂v1
∂aH

=I

Similarly one can do this for the other H−2 vectors in the range of g. Therefore

it is easy to see that W takes the form:

W =


−I I I · · · I I

−I −I I · · · I I
...

...
...
. . .

...
...

−I −I −I · · · −I I
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3. Asymptotic results for OVA

In this section we derive the asymptotic distribution of ΓOVA.

The column vectors of Γ are mZ
OVA(r, s), 1 ≤ r < s ≤ H. We know that

mZ
OVA(q, s) =E(ZI(Y ∈ As))− E(ZI(Y ∈ Ar))

=psE(Z|Y ∈ As)− prE(Z|Y ∈ Ar) (1)

where Ai denotes the ith slice and pi the proportion of points in slice Ai.

Using the result of Lemma 1 together with the Delta method one can prove

the following result which gives the asymptotic distribution of Γ. The proof is

similar to the one for Theorem 2, therefore we omit it.
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Theorem 3.

√
nvec(Γ̂− Γ)

D−→ Np(H
2 )(0,W∆W T)

whereW is a p
(
H
2

)
×pH matrix which is an

(
H
2

)
×H array of p×p matrices that

can take 3 possible values; positive or negative identity matrices or zero matrices.
Each row of the array corresponds to a pair (r, s) where 1 ≤ r < s ≤ H.
Denoting by W ij the element at the ith row and jth column of W , W ij = I if
j = s at the corresponding row, W ij = −I if j = r at the corresponding row or
0 otherwise.

This result can be used to provide asymptotic sequential tests for the es-

timation of the dimension of the CS in the same manner as was discussed for

LVR in Section 3.3 of the article.
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