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Abstract 

A clustering module based on the -means cluster analysis method was developed. Smart meter based 
residential load profiles were used to validate the clustering module. Several case studies were implemented 
using daily and segmented load profiles of individual and aggregated smart meters. Simulation results 
defined in terms of the relationship between the clustering ratio and the segmentation time window reveal 
that the minimum clustering ratio is obtained for the shortest time window of segmentation. Results also 
show that a small number of clusters is recommended for highly correlated load profiles.  
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1. Introduction 

Smart meter measurements collected at 15-min, 30-min or 1-hour time intervals increase the available 
amount of data that describe power consumption of residential, small commercial and small industrial 
customers. The transformation of smart metering data into practical information greatly improves the 
operation, planning and control of distribution networks. Statistical, engineering, time-series, and cluster 
analysis methods are used to extract such important information as load profile classes [1] from the 
measurements of smart meters.  

The application of the -means cluster analysis method to group load profiles of residential customers 
was reported in literature [1]–[7]. The target of the previous research was to cluster daily load profiles. 
However, this paper investigates the clustering of daily and segmented load profiles of individual and 
aggregated residential customers. Segmented load profiles are profiles that have a time span less than or 
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equal to 24 hours. The outputs of the proposed -means based clustering module can be used for load 
estimation where missing and future smart meter measurements are estimated; or for the improvement of 
the Time of Use (ToU) tariff design. In this paper, the proposed -means based clustering module is 
presented, and simulation results are analyzed. The optimal time window of segmenting load profiles is 
defined based on a comprehensive analysis of simulation results. 

2. Cluster Analysis Methods 

Clustering is defined as the grouping of similar objects. A given set of load profiles is grouped into a 
number of clusters such that profiles within the same cluster are similar to each other. At the same time, 
load profiles that are assigned to different clusters are as dissimilar as possible. Clustering implies that the 
number of output clusters is less than or equal to the number of input load profiles. 

A large number of cluster analysis methods were developed as a result of the wide range of the existing 
applications of clustering. Applications of cluster analysis methods include data mining, pattern recognition, 
and clustering based estimation.  Cluster analysis methods are broadly categorized into hierarchical and 
partitional clustering methods. Hierarchical methods [8] group a given dataset of load profiles into the 
required number of clusters through a series of nested partitions. This results in a hierarchy of partitions 
leading to the final cluster(s). 

Partitional methods on the other hand aim to group load profiles into a number of clusters by optimizing 
an objective function. The intra-cluster sum of squared distances is the objective function that is minimized. 
Partitional clustering imposes that the required number of clusters must be predefined or known in advance. 
Partitional cluster analysis methods are called center-based methods because each cluster is represented by 
a corresponding center. The center of a cluster is often seen as a summary description of all load profiles 
contained within that specific cluster. Partitional methods are very efficient for clustering large and high-
dimensional datasets. As a consequence, partitional methods are preferred for clustering daily load profiles 
of residential customers [9], [10]. 

3. Proposed Cluster Analysis Module 

The -means method [12] is one of the most used partitional cluster analysis methods. This method is 
an iterative process that groups  load profiles – each comprised of  half-hourly measurements – into  
clusters, by minimizing the intra-cluster sum of squares demonstrated in equation (1). 

(1) 
 is the  load profile, , and  is the  cluster center, . The  load 

profile is described as . Similarly, the  cluster center is defined as
. 

The inputs of the proposed -means based clustering module include load profiles of residential 
customers and the maximum number of clusters. The maximum number of clusters is always equal to the 
number of input load profiles. In the case that the maximum number of clusters is reached, each load profile 
will have its own cluster. Load profiles are the respective centers of their clusters in this case. At each 
iteration of the -means, the average Euclidean distance is calculated between the load profiles and the 
cluster centers according to equation (2). This results in the assignment of each load profile to the cluster 
that has the nearest center. 

(2) 

The mean value of the root-mean-square errors (RMSE) between load profiles and their corresponding 
cluster centers is used as a criterion to determine the required number of clusters. The number of clusters 
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is iteratively incremented until the mean RMSE falls below an error threshold. The error threshold is defined 
in equation (3). 

(3) 

. The outputs of the clustering module are represented by the number of clusters, the 
cluster centers, and the assignment of load profiles to their respective clusters. A cluster center is determined 
in terms of the average values of all load profiles assigned to this specific cluster, calculated at each half-
hourly time step. 

4. Clustering Methodology 

Pycluster [12], an open source cluster analysis software was used to develop the clustering module in 
Python 2.7. Residential load profiles based on actual smart meter measurements were used to assess the 
performance of the proposed module. The load profiles were obtained from the Irish Smart Metering [13] 
Customer Behavior Trials (CBT). Daily load profiles of each smart meter comprise of 48 half-hourly 
measurements. The first measurement collected at 12:30am represents the average active power 
consumption between 12:00am and 12:30am. The last measurement taken at 12:00am comprises the 
average value of the active power consumed between 11:30pm and 12:00am. 

Load profiles of 100 residential smart meters collected over the period extending from 20 July until 9 
August 2009 were used in the present study. These were divided into training period and test period profiles. 

4.1. Training Period Profiles 

Load profiles collected over the period between 20 and 26 July 2009 were used to train the proposed -
means based clustering module. These profiles were applied directly as inputs to the clustering module. As 
a result, an output comprising a number of clusters accompanied with their corresponding centers was 
obtained. 

4.2. Test Period Profiles 

Ten different sub-periods each with three consecutive days cover the duration of the test period. The test 
period extends between 27 July and 9 August 2009. A load profile of the test period was allocated (i.e., re-
clustered) to the nearest center obtained from the clustering of training period profiles. The allocation was 
based on the minimum average Euclidean distance between the test period profile and the cluster centers 
of the training period. The re-clustering error calculated between the test profiles and their respective 
training cluster centers was quantified in terms of the maximum absolute error (AE) and the RMSE. 

5. Simulation Results 

Cluster centers were acquired through the clustering of load profiles of the training period. Load profiles 
of the test period were allocated to the nearest cluster center. The test period profiles and training period 
centers had the same length.  Daily and segmented profiles of individual and aggregated smart meters were 
separately clustered and then re-clustered. As compared to a daily load profile that consists of 48 half-
hourly measurements, even time windows in the range of [2, 24] hours were used to create the segmented 
load profiles of the training period and the test period. The approach of producing segmented profiles is 
illustrated in Figure 1. 
The number of segments was calculated according to equation (4) 

(4) 
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given that  is the time window (in hours). In this manner, load profiles of the training period can be 
described as either seven daily load profiles, or a set of 333-segmented profiles each with a 2-hour span, 
for instance.  

5.1. Clustering of Daily Load Profiles 

Results of clustering the daily load profiles of individual smart meters showed that the clustering ratio 
was not impacted by the changes in error threshold. The clustering ratio that is defined as the ratio between 
the number of output clusters to the number of input profiles attained approximately the same range of 
values despite increasing the error threshold from 1% to 10% of the average consumption. These results 
were obtained for the majority of individual smart meters.  

The power demand of individual residential customers is extremely dynamic and unpredictable. A high 
degree of correlation – accompanied with minimum correlation error – between different daily consumption 
patterns of the same customer is hard to establish. Therefore, each daily load profile was assigned to its 
own cluster, resulting in clustering ratio of unity. 

Clustering the daily load profiles of aggregated smart meters and a small count of individual smart meters 
revealed a significant reduction in the clustering ratio when the error threshold was increased from 1% to 
10%. This can be clearly observed in Figure 2. The figure depicts the relationship between the clustering 
ratio and the clustering error threshold when training load profiles of aggregated smart meters were 
clustered. 

 
 The numbers in parenthesis describe the number of output clusters followed by the number of input 

profiles. Smart meters that have highly correlated consumption patterns were found to have small numbers 

Fig. 1 Segmentation of daily load profiles 
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of clusters when high values of clustering error thresholds were used. For different clustering error 
thresholds, a clustering ratio of unity was attained and therefore the same cluster centers were obtained. 
Consequently, the errors of re-clustering the test daily profiles of individual smart meters remain unaltered. 
As compared to their values at small clustering error thresholds, the errors of re-clustering the test profiles 
of aggregated smart meters are found to decrease at large clustering error thresholds. These results can be 
interpreted in terms of that the load profiles of the test period and the training cluster centers obtained for 
large values of the clustering error threshold were highly correlated. A small number of clusters was 
obtained for large error thresholds of the training period. The number of profiles per cluster in this case was 
greater than the number of profiles per cluster for small clustering error thresholds. This implies that clusters 
with a large number of profiles will retain centers that exhibit more information about the consumption 
trends than the centers of clusters that encompass one or two profiles. 

The relation between RMS re-clustering errors of aggregated profiles for the different combinations of 
test periods is depicted in Figure 3. The vertical striped bar represents the re-clustering error when a 
clustering error threshold of 1% of the average consumption was used to obtain the cluster centers, while 
the horizontal striped bar refers to the case of cluster centers obtained when an error threshold of 10% of 
the average consumption was applied. 

5.2. Clustering of Segmented Load Profiles 

Segmented profiles of individual and aggregated smart meters were used to train the clustering module 
and hence obtain the required cluster centers. Clustering results show that the minimum value of the 
clustering ratio was observed at the 2-hour time window for individual and aggregated smart meters. This 
means that the minimum number of clusters is attained at the aforementioned segmentation time window. 
Maximum values of the clustering ratio were observed when the length of the segmented load profiles of 
individual and aggregated smart meters was in the range of [18, 24] hours. 

The clustering ratios for different segmentation time windows are illustrated in Figure 4.  The results 
depicted in Figure 4 represent the clustering ratio attained when test profiles of aggregated smart meters 
were clustered using an error threshold of 10% of average consumption. Figure 5 shows a box-whisker plot 
of the maximum AE of re-clustering the segmented test profiles of the aggregated smart meters. It is clearly 
shown in Figure 5 that minimum values of maximum absolute re-clustering error were obtained at the 2-
hour time window. An illustration of the RMSE of re-clustering segmented test profiles of aggregated smart 
meters is shown in Figure 6. In terms of RMS re-clustering error distribution, Figure 6 unveils that the 
minimum values were also acquired at the 2-hour segmentation time window. The dark shaded boxes in 
Figure 5 and Figure 6 represent the re-clustering errors that lie between the first quartile and the median of 

Fig. 3 RMS re-clustering error of test profiles - aggregated smart meters 
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the re-clustering errors of the test profiles of aggregated smart meters. The first quartile is defined as the 
middle value of error between the minimum and the median values of the re-clustering errors. 

 

 

 

The light shaded boxes correspond to the re-clustering errors whose values are in the range bounded by 
the median and the third quartile of the re-clustering error. The third quartile is defined as the mid-error 
between the median and the maximum value of the re-clustering error [14]. The dark-shaded and light-
shaded box are separated by the median value of the re-clustering error. 

 

Fig. 5 Error distribution of maximum AE - aggregated smart meters 
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Fig. 6 Error distribution of RMSE - aggregated smart meters 
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6. Conclusions 

A clustering module based on -means cluster analysis method was developed. Detailed of the clustering 
results reveals the advantage to have small numbers of clusters when the high correlation between the 
clustered daily profiles is observed. For extremely dynamic residential load profiles, it is preferred to have 
large numbers of clusters since these will reduce there-clustering errors. Results of re-clustering segmented 
load profiles show significant correlation between segmentation time window and minimum values of re-
clustering error. Minimum values of the re-clustering error were obtained at the shortest time window of 
segmentation. 
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