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Abstract. We introduce a concept that generalizes several different
notions of a “centerpoint” in the literature. We develop an oracle-based
algorithm for convex mixed-integer optimization based on centerpoints.
Further, we show that algorithms based on centerpoints are “best possi-
ble” in a certain sense. Motivated by this, we establish several structural
results about this concept and provide efficient algorithms for computing
these points.

1 Introduction

Let μ be a Borel-measure1 on R
n such that 0 < μ(Rn) < ∞. Without any

loss of generality, we normalize the measure to be a probability measure, i.e.,
μ(Rn) = 1. For S ⊂ R

n closed, we define the set of centerpoints C(S, μ) ⊂ S as
the set that attains the following maximum

F(S, μ) := max
x∈S

inf
u∈Sn−1

μ(H+(u, x)), (1)

where Sn−1 denotes the (n − 1)-dimensional sphere and H+(u, x) denotes the
half-space {y ∈ R

n | u · (y − x) ≥ 0}. This definition unifies several definitions
from convex geometry and statistics. Two notable examples are:

1. Winternitz measure of symmetry. Let μ be the Lebesgue measure restricted
to a convex body K (i.e., K is compact and has a non-empty interior), or
equivalently, the uniform probability measure on K, and let S = R

n. F(S, μ)
in this setting is known in the literature as the Winternitz measure of sym-
metry of K, and the centerpoints C(S, μ) are the “points of symmetry” of
K. This notion was studied by Grünbaum in [9] and surveyed by the same
author (along with other measures of symmetry for convex bodies) in [10].

1 The reader who is unfamiliar with measure theory, may simply consider µ to be the
volume measure or the mixed-integer measure on the mixed-integer lattice, i.e., µ(S)
returns the volume of S or the “mixed-integer volume” of the mixed-integer lattice
points inside S, where S will usually be a convex body. The “mixed-integer volume”
reduces to the number of integer points when the lattice is the set of integer points.
See (3) for a precise definition which generalizes both the standard volume and the
“counting measure” for the integer lattice.
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2. Tukey depth and median. In statistics and computational geometry, the func-
tion fμ : Rn → R defined as

fμ(x) := inf
u∈Sn−1

μ(H+(u, x)) (2)

is known as the halfspace depth function or the Tukey depth function for the
measure μ, first introduced by Tukey [20]. Taking S = R

n, the centerpoints
C(Rn, μ) are known as the Tukey medians of the probability measure μ, and
F(Rn, μ) is known as the maximum Tukey depth of μ. Tukey introduced the
concept when μ is a finite sum of Dirac measures (i.e., a finite set of points
with the counting measure), but the concept has been generalized to other
probability measures and analyzed from structural, as well as computational
perspectives. See [15] for a survey of structural aspects and other notions of
“depth” used in statistics, and [7] and the references therein for a survey and
recent approaches to computational aspects of the Tukey depth.

Our Results. To the best of our knowledge, all related notions of centerpoints
in the literature always insist on the set S being R

n, i.e., the centerpoint can be
any point from the Euclidean space. We consider more general S, as this captures
certain operations performed by oracle based mixed-integer convex optimization
algorithms. In Sect. 2, we elaborate on this connection between centerpoints
and algorithms for mixed-integer optimization. We first give an algorithm for
solving convex mixed-integer optimization given access to first-order (separation)
oracles, based on centerpoints. Second, we show that oracle-based algorithms for
convex mixed-integer optimization that use centerpoint information are “best
possible” in a certain sense. This comprises our main motivation in studying
centerpoints.

In Sect. 4, we show that when S = R
n and μ is the uniform measure on

polytopes, centerpoints are unique, a question which was surprisingly not proved
earlier. We also present a new technique to lower bound F(Zn ×R

d, ν) where ν
is the “mixed-integer” uniform measure on K ∩ (Zn ×R

d) and K is some convex
body. Such bounds immediately imply bounds on the complexity of oracle-based
convex mixed-integer optimization algorithms.

In Sect. 5, we present a number of exact and approximation algorithms for
computing centerpoints. To the best of our knowledge, the computational study
of centerpoints has only been done for measures μ that are a finite sum of
Dirac measures, i.e., for finite point sets, or when μ is the uniform measure on
two dimensional polygons (e.g. see [5] and the references therein). We initiate
a study for other measures; in particular, the uniform measure on a convex
body, the counting measure on the integer points in a convex body, and the
mixed-integer volume of the mixed-integer points in a convex body. All our
algorithms are exponential in the dimension n but polynomial in the remaining
input data, so these are polynomial time algorithms if n is assumed to be a
constant. Algorithms that are polynomial in n are likely to not exist because
of the reduction to the so-called closed hemisphere problem – see Chap. 7 in
Bremner, Fukuda and Rosta [14].
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2 An Application to Mixed-Integer Optimization

We will be interested in the setting when the measure μ is based on the mixed-
integer volume of the mixed-integer points in a convex body K, and S is the
set of mixed-integer points in K. More precisely, let K ⊆ R

n × R
d be a convex

set. Let vold be the d-dimensional volume (Lebesgue measure). We define the
mixed-integer volume with respect to K as

μmixed,K(C) :=
∑

z∈Zn vold(C ∩ K ∩ ({z} × R
d))

∑
z∈Zn vold(K ∩ ({z} × Rd))

(3)

for any Lebesgue measurable subset C ⊆ R
n × R

d. For later use we want to
introduce the notation μ̄mixed(C) =

∑
z∈Zn vold(C∩({z}×R

d)). The dimensions
n and d will be clear from the context.

Our main motivation to study centerpoints comes from its natural connec-
tion to convex mixed-integer optimization. Consider the following unconstrained
optimization problem

min
(x,y)∈Zn×Rd

g(x, y). (4)

where g : Rn × R
d 	→ R is a convex function given by a first-order evaluation

oracle. Queried at a point the oracle return the corresponding function value and
an element from the subdifferential. We assume that the problem is bounded.
Further, if d 
= 0, we assume that for every fixed x ∈ Z

n, g(x, y) is Lipschitz
continuous in the y variables with Lipschitz constant L. We present a general
cutting plane method based on centerpoints, i.e. the centerpoint-method. This
can be interpreted as an extension of the well-known Method of Centers of
Gravity or other cutting plane methods such as the Ellipsoid method or Kelly’s
cutting plane method (see [16, Sect. 3.2.6.]) for convex optimization. This type
of idea was also explored by Bertsimas and Vempala in [4] for continuous con-
vex optimization. Our approach bears similarities to Lenstra-type algorithms
[8,13] for convex integer optimization problems. Most variations of Lenstra-type
algorithms rely on a combination of the ellipsoid method and enumeration on
lower dimensional subproblems. The key difference is that our algorithm avoids
enumerating low dimensional subproblems.

We assume that we have access to (approximate) centerpoints of polytopes
through an oracle. As in statistics, we introduce the notation

Dμ(α) := {x ∈ R
n : fμ(x) ≥ α}. (5)

We define the oracle for the case that we only have access to approximate cen-
terpoints as follows.

Definition 1 (α-central-point-oracle). For a polytope P and a given α > 0,
the oracle returns a point z ∈ Dμ(α), where μ := μmixed,P .

This way we hide the complexity of computing centerpoints in the oracle and
keep the following discussion as general as possible. However, for several special
cases the oracle can be realized as we discuss in subsequent sections.
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The general algorithmic framework is as follows. We start with a bounding
box, say P 0 := [0, B]n+d with B ∈ Z+, that is guaranteed to contain an opti-
mum and initialize x� = 0, y� = 0. Then, we construct iteratively a sequence
of polytopes P 1, P 2, . . . by intersecting P k with the half-space defined by its
(approximate) centerpoint and the corresponding subgradient arising from g.
That is, let (xk, yk) ∈ Dμmixed,Pk

(α) and let hk ∈ ∂g(xk, yk) be an element of
the subdifferential. Then we define (x�, y�) := argmin{g(x�, y�), g(xk, yk)} and
P k+1 := {(x, y) ∈ P k | g(x�, y�) − g(xi, yi) ≥ hi · (x − xi, y − yi), i = 1, . . . , k}.
It follows that

P k ⊃ P k+1 ⊃ argmin
x∈Zn×Rd

g(x)

for all k ∈ N. Further, by the choice of (xk, yk), the measure of P k decreases
in each iteration by a fraction of at least 1 − α. With (x�, y�) we keep track of
the (approximate) centerpoint xk that has the smallest objective value g� :=
g(x�, y�) among all points we encounter.

Let (x̂, ŷ) ∈ Z
n × R

d attain the optimal value ĝ of Problem (4). We have
μ̄mixed({0, . . . , B}n × [0, B]d) ≈ Bn+d. By standard arguments, we can bound
μ̄mixed(Pk) from below as follows

μ̄mixed(Pk) ≥ μ̄mixed({(x, y) ∈ Z
n × R

d | g((x, y)) − ĝ ≤ g� − ĝ})

≥ μ̄mixed

({

(x̂, y) ∈ {x̂} × R
d

∣
∣
∣
∣ ‖(x̂, ŷ) − (x̂, y)‖2 ≤ g� − ĝ

L

})

=
(

ĝ − g�

L

)d

κd,

where κd denotes the volume of the d-dimensional unit-ball. Then, it follows that
after at most

k ≤ d ln
(

LB
ε

)
+ n ln(B)

ln(1 − α)
iterations we have that g(x�, y�)−g(x̂, ŷ) ≤ ε. Note that in the pure integer case
when d = 0 we can actually solve the problem exactly.

It is not difficult to generalize this to the constrained optimization case:

min
x∈Zn×Rd,

h(x)≤0

g(x).

where g, h : R
n × R

d 	→ R are convex functions given by first-order oracles.
Further, the algorithm can be extended to handle quasi-convex functions, if one
has access to separation oracles for their sublevel sets.

The main feature of this approach is that, from the point view of the number
of function oracle calls, this algorithm is best possible. Assume that d = 0
and that we can compute exact centerpoints. Then one can prove the following
theorem.

Theorem 1. No algorithm can exist for solving general bounded convex inte-
ger optimization problems, that needs fewer function oracle calls than the exact
centerpoint-method in the worst case.

We omit the proof from this extended abstract.
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3 General Properties

In this section we first establish some analytic properties of fμ. This will justify
the use of “maximum” in (1), instead of a supremum. The main result of this
section is a bound on the quality of the centerpoints based on Helly numbers.
We will denote the complement of a set X by Xc. We begin with a technical
lemma whose proof is omitted from this extended abstract.

Lemma 1. For any probability measure μ, fμ(x) defined in (2) is quasi-concave
on R

n and upper semicontinuous. Moreover, given x̄ ∈ R
n and δ > 0, let ū ∈

Sn−1 be such that μ(H+(ū, x̄)) ≤ infu∈Sn−1 μ(H+(u, x̄)) + δ
2 . Then ū strongly

separates the set {x ∈ R
n | f(x) ≥ f(x̄) + δ} and x̄, i.e., ū · x < ū · x̄ for all x

such that f(x) ≥ f(x̄) + δ.

Remark 1. Lemma 1 shows that supx∈S fμ(x) is always attained. See Proposition
7 in [18] where this is discussed for S = R

n. The generalization to any closed
subset S is easy; see also Proposition 5 in [18] which states the for every α ≥ 0,
the set Dμ(α) given by (5) is compact.

Next we generalize a theorem well-known in the literature on half-space
(Tukey) depth [18, Proposition 9]; this was earlier stated by Grünbaum [9, The-
orem 1] for uniform probability measures on convex bodies. In all of these works,
the authors consider S = R

n, as discussed in the introduction. We consider
more general sets S. For this we define the Helly number of a set S ⊆ R

n. Let
K := {S ∩ K | K ⊂ R

n convex}. Then the Helly-number h = h(S) ∈ N of S is
defined as the smallest number such that the following property is satisfied for
all finite subsets {C1, . . . , Cm} ⊂ K: If

Ci1 ∩ · · · ∩ Cih 
= ∅ for all {i1, . . . , ih} ⊂ {1, . . . , m}
then

C1 ∩ · · · ∩ Cm 
= ∅.

If no such number exists, then h(S) = ∞. This extension of Helly’s number was
first considered by Hoffman [11], and has recently been studied in [1,2,6].

Theorem 2. Let S ⊆ R
n be a closed subset and let μ be such that μ(Rn\S) = 0.

If h(S) < ∞, then F(S, μ) ≥ h(S)−1.

The proof follows along similar lines as [18, Proposition 9]. By applying the well
known bound for the mixed-integer Helly-number [2,6,11] we get the following
Corollary.

Corollary 1. F(Zn × R
d, μ) ≥ 1

2n(d+1) for any finite measure μ on R
n+d such

that μ(Rn+d\(Zn×R
d)) = 0. In particular, this holds for μmixed,K for any convex

body K ⊆ R
n × R

d.

Remark 2. Let K ⊂ R
n+d be a convex body and let μmixed,K denote the mixed-

integer volume with respect to K, as defined in (3). One can show that in this
case the infimum in (1) and (2) is actually achieved.
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4 Specialized Properties

For a general measure, the centerpoint may not be unique. One can show however
that when S = R

n and μ is the uniform measure on a polytope, the centerpoint
is unique. Surprisingly, this question had not been investigated before, and as
far as we know the question of uniqueness for the centerpoint for general convex
bodies is open. We omit the proof of the following proposition.

Proposition 1. Let μ be the uniform measure on a full-dimensional polytope
P ⊂ R

n. Then C(Rn, μ) is a singleton, i.e., the centerpoint is unique.

Remark 3. With similar arguments one can show the proposition also holds for
strictly convex sets, although the question remains open for general convex bod-
ies. Another interesting open question is the following: Is the centerpoint of
a rational polytope rational? If so, is the size of the centerpoint polynomially
bounded in the size of an irredundant description of the rational polytope?

In the remaining section we want to improve the bound on F(Zn×R
d, ν) com-

ing from Helly numbers (Theorem 2 and Corollary 1) when ν is a mixed-integer
measure. Better bounds have been obtained by Grünbraum by exploiting prop-
erties of the centroid of a convex body K, which is defined as cK :=

∫
K

x dμ(x),
where the integral is taken with respect to the uniform measure μ on K.
Grünbaum proved in [9] that μ(H+(u, cK)) ≥

(
n

n+1

)n

≥ e−1 for any u ∈ Sn−1,

which immediately implies that F(Rn, μ) ≥ e−1. This, of course, drastically
improves the Helly bound of 1

n+1 . In the following we want to extend these
improved bounds to the mixed-integer setting. Ideally, we would want to prove
the following conjecture.

Conjecture 1. Let S = Z
n × R

d and let ν = μmixed,K for some convex body

K ∈ R
n+d. Then F(Zn × R

d, ν) ≥ 1
2n

(
d

d+1

)d

.

In a first step we consider convex sets K that have a large lattice-width, where
the lattice-width is defined as ω(K) := minz∈Zn\{0}[maxx∈K u ·x−minx∈K u ·x].
As an auxiliary lemma, we show that for convex sets with large lattice width, the
d-dimensional Lebesgue measure ν̄ := μ̄mixed of K ∩ (Zn ×R

d) can be bounded
by the (d+n)-dimensional Lebesgue measure μ̄ of K and vice versa. Note that in
this case we do not normalize the measures. In the pure integer setting, i.e., d = 0,
this connection is well known. However, to the best of our knowledge, this kind
of result has never been proven for the mixed-integer setting nor explicitly with
respect to the lattice width. Again, we omit the proof in this extended abstract.
We denote the projection of a set X ⊂ R

n+d onto the first n coordinates by
X|Rn .

Lemma 2. Let K ⊂ R
n+d be a closed convex set with non-empty interior. Let

ω denote the lattice-width of K|Rn . If ω > cn(n + d)7/2αnn
√

n for a universal
constant α and a c ∈ N, then

e− 1
c ≤ ν̄(K ∩ (Zn × R

d))
μ̄(K)

≤ e
1
c .
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For the following theorem we introduce the following technical rounding pro-
cedure. Let K be a convex body with a sufficiently large lattice width, i.e.,
ω(K) > cn(n + d)7/2αnn

√
n for some positive integer c, where α is the constant

from Lemma 2. Let μ be the uniform measure on K and let x� ∈ C(Rn+d, μ).
One can show that there exist bi ∈ (−x� + K) ∩ (Zn × R

d) for i = 1, . . . , n
such that b1|Rn , . . . , bn|Rn is a Korkine-Zolotarev basis [12] of Zn with respect
to the maximum inscribed ellipsoid of K|Rn . However, in this extended abstract
we omit the details. In addition we define for i = n + 1, . . . , n + d bi ∈ R

n+d as
the i-th unit vector. Hence, b1, . . . , bn+d define a basis of Rn+d.

Given x =
∑n+d

i=1 λibi ∈ R
n+d with λi ∈ R for all i, we define [x]K ∈ Z

n ×R
d

as
∑n

i=1�λi�bi +
∑n+d

i=n+1 λibi, i.e., we round x to a close mixed-integer point
with respect to the norm induced by K.

Theorem 3. Let ν := μmixed,K , where K ⊂ R
n+d is a convex body and

ν(Rn+d) 
= 0, and let x� be the centerpoint with respect to μ, the uniform measure
on K. If ω > 2c(n + d)9/2αnn

√
n for a universal constant α, then

fν([x�]K) ≥ e−1/c(F(Rd+n, μ) − e2/c + 1).

Grünbaum’s Theorem implies then, that F(Zn ×R
d, ν) ≥ e−1/c−1−e1/c +e−1/c.

Proof. As before, let μ̄ denote the (d + n)-dimensional Lebesgue measure with
respect to K and let ν̄ denote the d-dimensional Lebesgue measure with respect
to K ∩ (Zn × R

d), i.e. they are not normalized.
In a first step we prove the following claim: |μ(H+) − ν(H+)| ≤ e2/c − 1 for

any half-space H+. This implies that |F(Rd+n, μ)−F(Rd+n, ν)| ≤ e2/c −1, and,
in particular, |F(Rd+n, μ) − fν(x�)| ≤ e2/c − 1.

Let H+ be any half-space and let H− denote its closed complement. The
lattice-width of either K ∩ H+ or K ∩ H− is larger or equal than ω/2. Since
both cases are similar, we only consider the case ω(K ∩H−) ≥ cn(n+d)αnn

√
n.

Then, by Lemma 2,

ν(H+) =
ν̄(K ∩ H+)

ν̄(K)
≤ e1/cμ̄(K) − e−1/cμ̄(K ∩ H−)

e−1/cμ̄(K)

=
μ̄(K ∩ H+)

μ̄(K)
+

(e1/c − e−1/c)μ̄(K)
e−1/cμ̄(K)

= μ(H+) + (e2/c − 1).

Similarly we can derive a lower bound. This proves the claim.
In the second step we bound the error made by rounding the x� to [x�]K . By

the choice of x� and our rounding procedure one can prove that [x�]K is contained
in 1

c(n+d) (K − x�) + x�. The details will appear in the full version of the paper.

Hence, [x�]K + c(n+d)−1
c(n+d) (K −x�) ⊂ K ⊂ [x�]K + c(n+d)+1

c(n+d) (K − x�). We have for
any u ∈ Sn+d−1 that e−1/cν(H+(u, x�)) ≤ ν(H+(u, [x�]K)) ≤ e1/cν(H+(u, x�)).
Together with the previous claim it follows that

fν([x�]K) ≥ e−1/c(F(Rd+n, μ) − e2/c + 1). ��
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5 Computational Aspects

All our algorithms are under the standard Turing machine model of computation.
We say that x ∈ S is an ε-centerpoint for S, μ, if fμ(x) ≥ F(S, μ) − ε where
F(S, μ) is defined in (1) and fμ is defined in (2).

5.1 Exact Algorithms

Uniform Measure on Polytopes. Since the rationality of the centerpoint for
uniform measures on rational polytopes is an open question (see Remark 3), we
consider an “exact” algorithm as one which returns an ε-centerpoint and runs in
time polynomial in log(1ε ) and the size of the description of the rational polytope.

Theorem 4. Let n be a fixed natural number. There is an algorithm which takes
as input a rational polytope P ⊆ R

n and ε > 0, and returns an ε-centerpoint for
R

n, μ. The algorithms runs in time polynomial in the size of an irredundant
description of P and log(1ε ).

Proof. Since fμ defined in (2) is quasi-concave by Lemma 1, a x∗ satisfying
fμ(x) ≥ F(S, μ)−ε can be found, if one has an approximate evaluation oracle for
fμ, and an approximate separation oracle for the level sets Dμ(α) [8]. Moreover,
the number of oracle calls made is bounded by a polynomial in the size of an
irredundant description of P and log(1ε ).

By Lemma 1, the problem boils down to the following:

Given x̄ ∈ R
n and δ > 0, find ū ∈ Sn−1 such that

μ(H+(ū, x̄)) ≤ inf
u∈Sn−1

μ(H+(u, x̄)) + δ. (6)

Given x̄, let P be the set of all partitions of the vertices of P into two sets
that can be achieved by a hyperplane through x̄. This induces a covering of the
sphere Sn−1: For each X ∈ P define UX to be the set of u ∈ Sn−1 such that the
hyperplane u ·x = u · x̄ induces the partition X on the vertices of P . The number
of such partitions is closely related to the VC-dimension of hyperplanes, and in
particular, is easily seen to be O(Mn) where M is the number of vertices of P .
Moreover, one can enumerate these partitions in the same amount of time, by
picking n−1 vertices {v1, . . . , vn−1} of P such that {x̄, v1, . . . , vn−1} are affinely
independent.

To solve problem (6), we will proceed along these steps.

1. For each X ∈ P, find ūX ∈ Sn−1 be such that

μ(H+(ūX , x̄)) ≤ inf
u∈UX

μ(H+(u, x̄)) + δ.

2. Pick X∗ such that μ(H+(ūX∗ , x̄)) ≤ μ(H+(ūX , x̄)) for all X ∈ P and report
ūX∗ as the solution to (6).
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To complete the proof, we need to implement Step 1, above in polynomial
time. This is done in Lemma 3.

Lemma 3. For a fixed X ∈ P, one can compute ūX ∈ Sn−1 such that

μ(H+(ūX , x̄)) ≤ inf
u∈UX

μ(H+(u, x̄)) + δ,

using an algorithm whose running time is bounded by a polynomial in log(1δ ) and
the size of an irredundant description of P .

This lemma can be proved using methods from real algebraic geometry for quan-
tifier elimination in systems of polynomials inequalities. However, we omit the
detailed proof.

Counting Measure on the Integer Points in Two Dimensional Poly-
topes. If we use the counting measure on the integer points in a polytope, the
algorithm requires no accuracy parameter ε.

Theorem 5. Let P = {x ∈ R
2 | Ax ≤ b} be a rational polytope, where A ∈

Z
m×2 and b ∈ Z

m, such that P ∩ Z
2 
= ∅. Let μ denote the uniform measure on

P ∩ Z
2. Then in polynomial time in the input-size of A and b, one can compute

a point
z ∈ C(Z2, μ).

Proof. As already stressed in the previous section, it suffices to show that for a
given x̄ ∈ Z one can compute in polynomial time

ū := argmin
u∈S1

μ(H+(u, x̄)).

Let g : [0, 2π) 	→ [0, 1] be defined as g(α) := μ(H+((sin(α), cos(α))T, x̄)). The
key observations are that g is piecewise constant and that the domain [0, 2π) can
be partitioned into a polynomial number of intervals Si such that g is monotone
on each of them. This implies, that in order to compute ū, one only needs to
evaluate g at the beginning and the end of each interval Si.

Let l+(α) denote the line segment P ∩ {x̄ + λ(sin(α + π/2), cos(α + π/2))T |
λ ≥ 0} and let l−(α) denote P ∩ {x̄ + λ(sin(α − π/2), cos(α − π/2))T | λ ≥ 0}.
Observe that g(α) is monotone increasing if the line segment l+(α) is longer
than the line segment l−(α) and g(α) is monotone decreasing if the line segment
l+(α) is shorter than the line segment l−(α). Hence, the monotonicity can only
change when the two lengths are equal. All those critical α can be computed by
comparing each pair of facets. ��

5.2 Approximation Algorithms

A Lenstra-Type Algorithm to Compute Approximate Centerpoints.
As we already pointed out in Sect. 2, centerpoints can be used to design “opti-
mal” oracle-based algorithms for convex mixed-integer optimization problems.
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In turn, it is possible to employ linear mixed-integer optimization techniques to
compute approximate centerpoints. However, this comes with a significant loss
in the approximation guarantee.

Theorem 6. Let n, d ∈ N be fixed and let P be a rational polytope. Then in
polynomial time in the input-size of P , one can find a point

z ∈ Dμmixed,P

(
1

2n2(d + 1)(n+1)

)

∩ (Zn × R
d).

Recall the definition of μmixed,P from (3); the proof idea of Theorem 6 is that
either one employs Theorem 3, or the lattice-width is small and one enumerates
lower dimensional subproblems.

Computing Approximate Centerpoints with a Monte-Carlo Algo-
rithm. In this section, we compute ε-centerpoints, but for any family of mea-
sures from which one can sample uniformly. However, now the algorithm’s run-
time depends polynomially on 1

ε , as opposed to log(1ε ) as for the uniform measure
on rational polytopes from Sect. 5.1.

Suppose we have access to two black-box algorithms:

1. OPT is an algorithm which works for some family S of closed subsets of Rn.
OPT takes as input a closed set S ∈ S and computes argmaxx∈S g(x) for any
quasi-concave function g, given an evaluation oracle for g and a separation
oracle for the sets {x | g(x) ≥ α}α∈R. Let T1(S) be the number of calls
that OPT makes to the evaluation and separation oracles, and T2(S) be the
number of elementary arithmetic operations OPT makes during its execution.

2. SAMPLE is an algorithm which works for some family of probability measures
Γ . SAMPLE takes as input a measure μ ∈ Γ and produces a sample point
x ∈ R

n from the measure μ. Let T (μ) be the running time for SAMPLE.

We now show that with access to the above two algorithms, one can compute
an ε-centerpoint for (S, μ) ∈ S × Γ .

Theorem 7. Let S be a family of closed subsets of Rn equipped with an algo-
rithm OPT as described above, and let Γ be a family of measures on R

n equipped
with an algorithm SAMPLE as described above.

There exists a Monte Carlo algorithm which takes as input (S, μ) ∈ S × Γ ,
real numbers ε, δ > 0 and computes an ε-approximate centerpoint for S, μ with
probability at least 1 − δ. The running time of this algorithm is T1(S) · Nd +
T2(S) + T (μ) · N , where N = O( 1

ε2 ((n + 1) + log 1
δ ).

To prove this theorem, we will need a deep result from probability theory
that has resulted after a long line of research sparked by the seminal ideas of
Vapnik and Chervonenkis [21], and culminated in a result of Talagrand [19].
The following theorem is a rewording of Talagrand’s result [19], specialized for
function classes with bounded VC-dimension.
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Theorem 8. Let (X,μ) be a probability space. Let F be a family of functions
mapping X to {0, 1} and let ν be the VC-dimension of the family F . There
exists a universal constant C, such that for any ε, δ > 0, if M is a sample of size
C · 1

ε2 (ν+log 1
δ ) drawn independently from X according to μ, then with probability

at least 1 − δ, for every function f ∈ F , | |{x∈M | f(x)=1}|
|M | − μ({x ∈ X | f(x) =

1})| ≤ ε.

Proof (Theorem 7). We call SAMPLE to create a sample M of size C · 1
ε2 ((n+1)+

log 1
δ ) by drawing independently and uniformly at random from S (note that M

may contain multiple copies of the same point from S). Since the VC-dimension
of the family of half spaces in R

n is n + 1, we know from Theorem 8 that with
probability at least 1−δ, for every half space H+,

∣
∣ |H+∩M |

|M | −μ(H+)
∣
∣ ≤ ε. Let μ′

be the counting measure on M . Then we obtain that |fμ′(x) − fμ(x)| ≤ ε for all
x ∈ R

n. Therefore, any x∗ ∈ arg maxx∈S fμ′(x) is an ε-centerpoint for S. This can
be achieved by calling OPT to compute x∗ ∈ arg maxx∈S fμ′(x). For this, we need
to exhibit evaluation and separation oracles for fμ′ . But notice that, by Lemma 1,
this can be accomplished by simply implementing the following procedure: given
x ∈ Rd, find the best hyperplane H through x such that |H+∩M |

|M | is minimized.
This can be done in time O(|M |n) by simply enumerating all hyperplanes that
contain n − 1 affinely independent points from M . ��

The following result is a consequence.

Theorem 9. Let n ≥ 1 and d ≥ 0 be fixed integers. There exists a Monte Carlo
algorithm which takes as input an integer m ≥ 1, a matrix A ∈ R

m×(n+d), a
vector b ∈ R

m, real numbers ε, δ > 0 and returns an ε-approximate centerpoint
when S = Z

n × R
d and μ is the uniform measure on {x ∈ Z

n × R
d | Ax ≤ b},

with probability 1 − δ. The running time of the algorithm is a polynomial in
m, log(max{|Ai,j |, |bk|}), 1

ε , log 1
δ .

Proof. By using classical results on maximizing quasi-concave functions over
the integer points in a polyhedron [8], OPT can be implemented for the family
S which is the collection of all sets S that can be represented as the set of
mixed-integer points in a rational polytope. SAMPLE can be implemented for
the family Γ which is the uniform measure on the sets S from S by adapting
a result of Igor Pak [17] on d = 0 to d ≥ 1, using results on computing mixed-
integer volumes in polynomial time for fixed dimensions [3]. ��
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