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ABSTRACT 

This article reports on a key-logging study carried out to test the benefits of post-editing 

Machine Translation (MT) for the professional translator within a hypothetico-deductive 

framework, contrasting the outcomes of a number of variables which are inextricably linked 

to the professional translation process. Given the current trend of allowing the professional 

translator to connect to Google Translate services within the main Translation Memory (TM) 

systems via an API, a between-groups design is utilised in which cognitive, technical and 

temporal effort are gauged between translation and post-editing the statistical MT engine 

Google Translate. The language pair investigated is English and Welsh. Results show no 

statistical difference between post-editing and translation in terms of processing time. 

Using a novel measure of cognitive effort focused on pauses, the cognitive effort exerted 

by post-editors and translators was, however, found to be statistically different. Results 

also show that a complex relationship exists between post-editing, translation and technical 

effort, in that aspects of text production processes were seen to be eased by post-editing. 

Finally, a bilingual review by two different translators found little difference in quality 

between the translated and post-edited texts, and that both sets of texts were acceptable 

according to accuracy and fidelity.  
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1. Introduction 

 
The 1950s saw the birth of Machine Translation (MT) (Hutchins 2001; 

Somers 2003), and, indeed, the automatic translation of natural language 

was one of the first tasks to which computers were applied (Pugh 1992; 
Hutchins 2001, 2004; Lopez 2008). Some involved in MT Research and 

Development in this earlier period of its history considered ‘Fully Automatic 
High Quality MT’ a complete possibility, although others took a more 

tempered approach and acknowledged even then the centrality of having to 
correct the output (Garcia 2012). That MT can benefit the professional 

translator, however, through this correcting of the raw output is now 
commonly accepted. This process of correcting the output so as to ensure 

it complies with the twin requirement of fidelity to the source language (SL) 
and grammaticality of the target language (TL) is known as ‘Post-editing.’ 

As post-editing is central to the empirical comparison carried out here, this 
process is first discussed. According to the translation think tank TAUS 

(Translation Automation Users Society), “Post-editing is the process of 
improving a machine-generated translation with a minimum of manual 

labour” (TAUS 2010). Following this definition, two main components of this 

important attempt to define post-editing can be gleaned, namely that the 
MT must be corrected to ensure grammaticality of the TL and fidelity to the 

SL, and secondly that this must be done in such a way that human labour 
is used sparingly; i.e. no unnecessary changes are made. How, then, could 
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this process using free Statistical Machine Translation (SMT) be of practical 

benefit to the professional translator, and how could these benefits be 
measured? Despite the fact that customised MT solutions based on purpose 

built corpora are becoming more popular, these are still important questions 
to ask given that SDL Trados Studio, Déjà Vu,  Memsource, MemoQ and 

Word Fast Pro systems all allow users to connect to Google Translate via an 
API key1. Typically MT is used within these workbenches where the 

translation memory (TM) fails to offer a match of 70% or above, though the 
exact threshold selected is configurable. The next section reviews the 

available literature related to the comparison of MT Post-editing with human 
translation, with a view to providing a theoretical background for the current 

analysis. Studies that collated translation and post-editing data from 
students or other non-professionals were not included.  

 

2. Comparing MT and human translation 
 

The evaluation of MT takes a myriad of forms, and each project will have 
tailored its evaluation criteria according to the expected use of the system 

(White 2003). Accepting that the MT output rarely needs to be perfect for 
it to be useful Newton (1994: 4), for example, stated that: 

 
Direct comparisons between a system’s raw output and human translation are 

therefore pointless; as MT is a production tool, its capacity to increase or speed up 

production, within acceptable cost parameters, is the only valid measure of its 

effectiveness.  

 

According to Newton then, the measuring stick for the usefulness or 
otherwise of MT is its ability to speed up the work of translators and its 

capacity to increase their productivity, a metric which would likely be 

measured by words per minute/hour and daily throughput. Measuring 
increases in processing time and productivity, however, is only one 

approach to the evaluation of MT within the context of professional 
translation, and others have considered variables which arguably determine 

this processing time and resultant productivity. These variables include 
keystrokes and text production in general, as well as the cognitive 

challenges and benefits that the post-editing of the MT output as opposed 
to translation can bring. A pioneering study by Krings (2001) brought these 

variables together into one triadic framework, which consists of cognitive, 
technical and temporal effort. According to Krings (2001: 179), cognitive 

effort can be defined as ‘the extent of cognitive processes that must be 
activated in order to remedy a given deficiency in a machine translation’. 

Technical effort in turn refers to the process of producing text and the 
manipulation of it on screen, and finally temporal effort refers to the time 

taken to complete the translation. Using time and productivity as well as 

the triadic framework offered by Krings (2001), a number of studies have 
compared variables related to these metrics between translating and post-

editing, or between translating, post-editing and revising TM matches.  
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O’Brien (2007), Flourney & Duran (2009), Groves & Schmidtke (2009), De 

Sousa, Aziz & Specia (2011), Lee & Liao (2011), Green, Heer & Manning 
(2013), Läubli et al. and Aranberri et al. (2014) found that post-editing MT 

was quicker in terms of processing time than translation, and O’Brien 
(2007), Läubli et al. (2013), Carl, Gutermuth & Hansen-Schirra (2015) and 

Koglin (2015) found, as well as translation being speeded up, that text 
production in terms of keystrokes was also reduced when the MT output of 

the same source text was post-edited compared to the process of 
translating it. In terms of productivity specifically, as opposed to processing 

time, a range of published studies have shown within empirical frameworks 
that MT post-editing can boost the productivity of professional translators. 

Guerberof (2009, 2012), Kanavos & Kartsaklis (2010), Plitt & Masselot 
(2010), Federico, Cattelan & Trombetti (2012), Moran, Lewis & Saam 

(2014), Silva (2014) and Zhechev (2014) all report that using MT allowed 

the participating translators to improve their productivity over a period of 
time. Despite being known for its ‘elusiveness’ (Vieira 2014: 189), cognitive 

effort has been measured in a number of different ways by researchers 
working in Translation Studies as well as MT research. Pauses in text 

production, based on the work of Butterworth (1982) and Schilperoord 
(1996), have been used in MT research to investigate the cognitive effort 

invested in MT post-editing (Krings 2001; O’Brien 2006a,b; Lacruz, Shreve 
& Angelone 2012; Lacruz & Shreve 2014; Koglin 2015), cognitive effort in 

translation and the revising of TM matches (Mellinger 2014; Screen 2016), 
as well as to investigate other aspects of cognitive processing in translation 

(Jakobsen 2002, 2003, 2005; Dragsted 2005, 2006, 2012; Immonen 
2006a,b; Vandepitte 2015). The original work of Butterworth (1982) and 

Schilperoord (1996) posited that the number and duration of pauses 
measured in language production can be related to processing effort of 

varying degrees and that Working Memory Capacity is inextricably linked to 

this processing effort (see Section 5.3 below where pause analyses are 
discussed in more detail). Another popular research method using variables 

related to gaze data gleaned from eye-tracking technology has been used 
in translation and post-editing research alike recently, analysing 

pupillometrics, average fixation duration or number of fixations. Pupil 
dilation, i.e. changes in pupil size, have been related to increases in 

cognitive load (Marshall, Pleydell-Pearce & Dickson 2003; Iqbal et al. 2005), 
and as such this variable has been used by researchers interested in 

measuring this psychological construct as it applies to translation and post-
editing. O’Brien (2006c, 2008) for example measured changes in pupil 

dilation using eye tracking equipment as translators interacted with 
different percentages of TM matches, and this pupil dilation was found to 

be lower when the participants were asked to revise segments of a lower 
match value. Average fixation time and duration was also found to be lower 

for post-edited segments with a high GTM score (General Text Matcher cf. 

Turian et al. (2003)) and low TER score (Translation Edit Rate cf. Snover et 
al. (2011)), thus confirming the inverse relationship between increased 

processing speed and reduced cognitive effort (O’Brien 2011). Doherty, 
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O’Brien & Carl (2010) used gaze time, average fixation duration, fixation 

count and pupil dilation to evaluate the usability of raw MT output, and 
average gaze time and fixation count were found to be higher for raw MT 

that was rated beforehand as ‘bad’ than MT segments rated as ‘good.’ Carl, 
Gutermuth & Hansen-Schirra (2015) measured comparative cognitive effort 

between human translation and post-editing using gaze data, and the texts 
that were processed by translators who did not have access to a machine 

translated text were found to have higher fixation durations and fixation 
counts than those who did. Koglin (2015), who used pauses as well as 

average fixation duration data, found however that there were no 
statistically significant differences in terms of pause and fixation data 

between those who post-edited metaphors as compared to those who 
translated them in terms of both metrics. The post-editors however were 

found to be quicker on average than the translators who translated 

manually.  
 

3. Why evaluate MT for Welsh now? 
 

It should be clear, then, that the use of MT within the translation workflow, 
according to a number of published studies, can in fact decrease time spent 

in translation and increase processing speed and productivity, decrease 
those variables related to text production and is capable of decreasing 

cognitive effort as measured by gaze data and pause analyses. A number 
of studies have also shown that the final quality of the translations does not 

suffer despite these decreases in effort (cf. Section 7.2 for a discussion of 
quality). These assumptions were translated into five testable deductive 

hypotheses (Table 1) that were investigated using a between-groups 
design, having recruited professional, practising translators of the language 

pair investigated. It was decided that the analysis of any contribution MT 

could make to the translation of Welsh was timely for two reasons, and it is 
likely that these reasons will be familiar to minority language communities 

outside of Wales. First of all, scholars working in language planning have 
noted the important role translation plays in normalisation efforts (Gonzalez 

2005; Meylaerts 2011) and have reminded us that official language policies, 
whether they explicitly acknowledge the fact or not, almost always lead to 

the practice of translation (Núñez 2013; Floran 2015). Indeed this is also 
the case in Wales. Efforts since the 1960s, when the British State gradually 

gave way to calls for greater Welsh cultural and political autonomy, and 
especially since 1993 when the Welsh Language Act was passed which 

created Wales’ first professional language planning agency and led to a 
spike in Welsh-English translation (Kaufman 2010, 2012), professional 

translation has become part of the ‘ethos’ of Welsh societal bilingualism 
(Miguélez-Carballeira, Price & Kaufman 2016: 125)2. The current official 

language plan for Wales can be found in the Welsh Government’s “A Living 

Language, A Language for Living” (Welsh Government 2012). In it, the 
important role translation technology can play, MT included, is given 

attention (Welsh Government, p. 50). This commitment to translation 
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technology was again confirmed in a later policy document, published in 

response to the UK Census figures for Welsh published in 2012 (Welsh 
Government 2014, p. 11).  

 
Given the context within which translation occurs, then, and its importance 

to normalisation efforts for minority language communities, as well as 
considering the official stance of the Welsh Government in relation to 

automatic translation technology, an experiment was carried out to test 
these apparent benefits. Google Translate was chosen for two reasons. First 

of all, it is available as an API in the three most common TM systems in use 
by Welsh translators, which according to Watkins (2012) are Déjà vu, SDL 

Trados and WordFast. Secondly, a recent human evaluation of Google’s raw 
MT output by five professional freelance translators of Welsh found that in 

terms of both accuracy and fluency, a majority of segments were found to 

be either ‘Excellent’ or ‘Satisfactory’ in terms of fluency, and either ‘Correct’ 
or ‘Partly Correct’ in terms of accuracy (Techscribe 2010). No such 

evaluation for any other MT system for English to Welsh could be found. 
The reviewers were asked to analyze a corpus of sixty sentences each, with 

accuracy rated as either ‘Correct’, ‘Partly Correct’, ‘Incorrect’ or ‘Nonsense,’ 
and with fluency rated as either ‘Excellent,’ ‘Satisfactory,’ ‘Bad’ or 

‘Incomprehensible.’ 
 

4. Evaluation criteria: hypotheses  
 

No evaluation of Google Translate for Welsh translators has yet been 
published, and so variables that are relevant to professional translation for 

this language pair are yet to be considered, despite the government policies 
mentioned above. As Daelemans & Hoste (2009) and Ramon (2010) note, 

using translation as a baseline and comparing the practical benefit of post-

editing against it is an essential part of MT evaluation within a professional 
context. The hypotheses listed in Table 1 were tested. The dependent 

variables measured are noted, along with a description of how the variable 
was measured. In terms of cognitive effort, the theory behind the metric 

chosen is described in the next section. 
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Table 1. Deductive hypotheses tested 

 
 

5. Methodology  
 

The experiment was carried out in Translog-II (Carl 2012) and conducted 
at Cardiff University, UK, with the aim of evaluating Google Translate in 

terms of its ability to assist translation from English to Welsh. Translog-II 
is a key-logging programme which logs all keystrokes pressed during a 

session as well as pauses recorded between keystrokes. A secondary aim 
was to contribute to the evaluation literature from the perspective of an 

under-researched language pair, and to contribute evidence from a 
controlled experiment. Data was gleaned from the Linear Representation 

provided by Translog-II, as well as its Replay Function. All statistical 

analysis was done using IBM SPSS, the confidence threshold used was 95% 
and all statistical tests were two-tailed.   
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5.1 Participants 

 
Ten professional translators were recruited, nine of whom were members 

of Cymdeithas Cyfieithwyr Cymru (the Welsh Association of Translators and 
Interpreters), membership of which is gained through passing an 

examination after translating professionally for at least a year. All 
participants, however, had a minimum of 5 years’ experience in professional 

translation. All participants were familiar with Translation Memory tools, and 
all confirmed they used either Memsource (n=2) or Wordfast Pro (n=8) in 

their respective organisations (Cardiff University, the Welsh Government 
and the National Assembly for Wales). All were familiar with SMT (all were 

aware of Google Translate and Microsoft Translator), but no participants 
were trained in post-editing. Two translators in the Experimental Group had 

at least one year’s experience of post-editing MT output, however. All 

participants were familiar with the text type (a general information text 
from a local authority), as all were familiar with and experienced in 

translating for the public sector domain in which this type of text is common. 
No participant had seen the source text beforehand.  

 
5.2 Experimental Design 

 
These ten translators were randomly assigned to a Control Group (CG) 

(n=4) who translated, and an Experimental Group (EG) (n=6) who post-
edited a machine translated version of the same source text given to the 

CG. The source text contained 1,499 characters and 316 words, and the 
machine translation contained 1,566 characters and 346 words. The source 

text can be found in Appendix A and the raw MT output used in Appendix 
B.  Two participants’ data had to be discarded as one participant failed to 

save data correctly before doing the task again in half the time, and the 

other failed to complete the task.  
 

5.3 Quality expectations  
 

Post-editors were given a copy of the TAUS post-editing guidelines and were 
asked to correct the MT output so as to make it a translation of publishable 

quality, but not to make any unnecessary changes in the process of doing 
so. As such, a full post-edit was required. These guidelines were explained 

to participants before commencing. All translators were informed in their 
research ethics permission form that any set of translations may be taken 

for an analysis of quality by qualified professionals at a later date, and all 
agreed to this. All participants were aware, therefore, of the quality 

expected. 
 

5.4 Apparatus  

 
The software used to collect data was Translog-II as noted, and, as this 

research software is unfamiliar to most translators, all participants were 
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asked to type a short paragraph in English in the software in order to gain 

familiarity with how Translog-II looks, how to open projects and how to 
save files. It also allowed participants to become accustomed to a new 

keyboard and a different machine. However, all participants use desktops 
in their own work and so all were familiar with this type of workstation. In 

terms of the CG, the English source text was shown on the left and the 
target text window on the right within the Translog-II interface, using its 

parallel screen option. This was done for both groups so as to increase 
ecological validity as TM systems typically display the source text on the left 

and the target text on the right similar to a bitext. Participants were asked 
to click ‘ESC’ in order to be able to see the next segment. Participants were 

asked not to proceed to the next segment until they had finished the 
previous one. In terms of the EG, all 15 source segments were displayed on 

a parallel screen, but in order to see the next MT segment the participants 

were required to strike ‘ESC’ also. The participants in the EG were asked 
not to press ‘ESC’ until they had finished processing the previous MT 

segment. The source text side was locked for both groups. The parallel 
layout chosen for the Translog-II GUI therefore was kept constant for 

translators and post-editors.  
 

5.5 Pauses and cognitive effort 
 

Research that has relied on pauses as a metric to gauge cognitive effort 
was outlined above. Whilst accepting that supplementary methods should 

ideally be taken advantage of when using pause analysis to measure 
cognitive effort (O’Brien 2006: 1), pauses are used here as the use of eye-

tracking equipment to collect gaze data was not possible at the time of data 
collection and subjective ratings of effort have been shown to be inaccurate 

by past research (Koponen 2012; Gaspari et al. 2014; Teixeira 2014; Carl, 

Gutermuth & Hansen-Schirra 2015; Moorkens et al. 2015). Previous 
collated data regarding translator’s attitudes towards MT technology has 

also shown that some can be negative towards it (Guerberof 2013), and as 
such this was another reason not to rely on qualitative data as antagonisms 

could well have biased the participant’s ratings. It was also noted above 
that pauses in language production, according to the theories of 

Butterworth (1980) and Schilperoord (1996), are linked to cognitive effort. 
Butterworth (1980: 156), spelled it out: “The more the delays [e.g. pause 

time], the more cognitive operations [e.g. processing effort] are required 
by the output.” Schilperoord (1996: 11) adopted a similar stance, “[…] 

longer pauses reflect cognitive processes that are relatively [emphasis by 
Schilperoord] more effortful compared to processes reflected by shorter 

pauses.” Kumpulainen (2015: 55), commenting from within Translation 
Studies in particular, also succinctly explained the logical basis of pause 

analysis and the distinction between pause number and pause duration, 

thereby linking the theories of Butterworth and Schilperoord, “Several 1-
second pauses clustered in a segment can be regarded as an equally clear 

indication of extra cognitive effort as one long pause in a segment.” Pauses, 
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according these researchers, are a function of Working Memory Capacity 

(WMC). As working memory is considered to be limited (Baddeley 1999, 
2007), and in particular the Central Executive that is responsible for 

managing and allocating cognitive resources and the Phonological Loop 
which is linked to language production including writing (Kellog 2001; Kellog 

et al. 2007), it follows that translation and post-editing, as linguistic tasks, 
are also subject to these constraints on working memory3. Lacruz & Shreve 

(2014: 248) also invoke WMC as a central element of cognitive effort in 
post-editing: 

 
The Cognitive Effort exerted by post-editors will be driven by an interaction between 

the internal factors of their available cognitive resources and the extent to which they 

need to be allocated…and the external factor of MT quality.  

 

Segments that contain SL material and MT output that require deeper, more 
effortful processing on the part of the translator will likely cause greater 

pause activity. This is arguably because the translator and post-editor will 
be forced to concentrate on singular challenging elements of the segment 

at a sub-sentential level, and is required to do this whilst keeping in mind 
the whole due to WMC (Dragsted 2005: 50). Disregarding for the moment 

any time spent pausing at the beginning of segments, as well as time spent 

revising extant text already produced, it could be postulated that internal 
pauses recorded between initial reading and segment revision are likely to 

be correlated with cognitive problem solving within that particular segment. 
Were the duration of internal pauses in a segment to be high, then one 

could argue that due to WMC the translator divided attention at different 
times between different translation and post-editing related problems, and 

so the cognitive effort related to this particular segment could be considered 
high. Shreve and Diamond (1997: 243) seem to provide support for this 

understanding:  
 

Frontal systems may employ the Central Executive to initiate more effortful 

processing and allocate attentional and other resources when we become aware of 

what we might loosely call ‘’information processing problems.’  

 
This will, in turn, lead to “reductions in the efficiency with which a particular 

task is performed” (Shreve and Diamond Ibid.), i.e. it will be slowed down 
as a result of frequent pausing and by longer fixations on particular 

elements within the text. As a result, pauses were decided upon as a 
measure of cognitive effort and a threshold of 1.5 seconds was used, pauses 

below which were not analysed. It was decided to use this threshold as it 
has been linked to the theoretical capacity of the Phonological Loop 

(Dragsted 2006), a component of working memory which, as noted above, 
is linked to written language production.  

 

Pauses before the first keystroke and after the last keystroke were not 
included in the analysis of pauses linked to cognitive effort. Translators are 

unlikely to produce text without having read any of the source text at all, 
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and post-editors are just as unlikely to start the correction process before 

having decided what the problem is. Equally, all pause activity after text 
production stops once a full rendition has been created is unlikely to be 

linked to translation or post-editing, and much more likely to be related to 
self-revision. Recent research has provided evidence that more effort is 

expended by translators in transfer processes than in the orientation and 
revision phases (Jakobsen & Jensen 2008; Sharmin, Spakov & Räihä 2008; 

Pavlović & Jensen 2009), and so arguably any attempt to isolate the pauses 
linked to these different processes would be desirable. As noted by Jensen 

(2011, p. 49), “Assuming that processing effort is identical across all three 
production stages entails the risk of basing an analysis on data that reflect 

several tasks.” This tripartite task sequence of reading (and possibly 
starting to form a mental translation (cf. Macizo & Bajo 2004; Ruiz et al. 

2008; Jakobsen & Jensen 2008; Dragsted 2010), followed by text 

production and finally revision has also been found for post-editing, as the 
reading and evaluation data noted above suggest. Carl et al. (2011) found 

in their pilot study that the gaze data of post-editors showed that post-
editors also tended to read the source text as did translators (albeit to check 

the target text against the source text as well as reading for meaning), and 
this was confirmed in a later study by Carl, Gutermuth & Hansen-Schirra 

(2015). Including this reading and evaluation time could therefore have 
skewed the conclusions drawn in relation to cognitive effort and so these 

data were treated separately. In fact, total reading time for the post-editors 
was found to be longer than that of the translators (CG M= 6, Mdn= 4.5, 

EG M= 15, Mdn= 12) which was a statistically significant difference 
according to a two-tailed bootstrapped independent T-test (-9.13, BCa 95% 

CI (-12.51, -5.76), t(118)= -5.36, p= .001). This was also true for 
evaluation time (CG M= 3.4, Mdn= 0, EG M= 8, Mdn= 4.5), which was also 

significant according to the same test (-4.77, BCa 95% CI (-8.75, -.77), 

t(118)= -2.4, p= 0.25).  
 

Finally, in terms of other pause metrics used in the literature, Pause Ratio 
(O’Brien 2006), Average Pause Ratio (Lacruz & Shreve 2014; Mellinger 

2014) and Pause to Word Ratio (Lacruz & Shreve 2014) were not used. This 
was decided as they analyse all pause data collected together as though it 

refers to one single process of equally distributed effort, even though the 
data most likely represent three distinct cognitive processes all of which 

require different processing demands. 
 

6. Results  
 

With the methodology outlined and the cognitive theory that was 
operationalised in the pause analysis also described, the next section 

discusses the results obtained. 
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6.1 Cognitive effort  

 
The hypothesis in relation to this evaluation parameter was that the post-

editing of MT output could render the process of finding TL material 
cognitively easier for the EG. In this case the Alternative Hypothesis had to 

be accepted, as a statistical difference was found between the internal 
pauses produced by the CG compared to the EG (CG M=16, Mdn= 10, EG 

M= 32, Mdn= 20). The EG paused significantly longer between reading for 
meaning (orientation) and self-evaluating than the CG, and so it cannot be 

argued in this case that post-editing was cognitively easier. Given the non-
parametric nature of the data, a boot-strapped independent T-test was 

used, which gave -.164, BCa 95% CI (-28.84, -5.96), t(77)= -2.71, p= 
.015. This is displayed graphically in Figure 1 below, along with the pause 

data for Orientation and Self-revision.  

 

 
Figure 1. Average pause duration (ms) for both groups in all pause positions 

 

Contrary to the studies cited above that found that post-editing can in fact 

be cognitively easier than translation, this finding seems to contradict this 
assertion.  

 
6.2 Text production 

 
Hypothesis 2 predicted that the translators would in fact produce more 

alphanumeric characters as text would need to be typed anew. The Null 
Hypothesis was rejected in this case. The CG produced more alphanumeric 

characters during text production processes (M= 114, Mdn= 114) than their 
EG counterparts (M= 18, Mdn= 12.5), and this difference was statistically 

significant. Bootstrapping was used when performing the independent T-
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test due to the non-parametric nature of the data (96, BCa CI 95% (81.7, 

112.1), t(12.6)= 70, p= .000). It can also be deduced from this finding that 
the post-editors in the EG tended not to rewrite translations. This difference 

is represented in Figure 2 below, where this significant difference can clearly 
be seen:  

 

 
Figure 2. Median number of alphanumeric characters produced 

 

It was also predicted, in Hypothesis 3, that post-editors would rely more on 
non-alphanumeric keys however as a result of their adaption and 

manipulation of text, rather than their typing it anew. This form of text 
production will lead to mouse-clicks, deletions by using the Backspace key 

and Delete key, copy and paste procedures, use of the arrows and spacebar 
as well as Ctrl commands. The adaption, correction and manipulation of 

extant text on screen will also be a feature of manual translation processes. 
Translators, having written a first rendition, may decide to adapt and 

improve upon their first attempt or delete it altogether. This latter tendency 

is known as a ‘false start.’ Post-editors however will likely rely more on this 
form of text production as they have to correct text rather than type their 

own on a blank screen, unless they delete the MT output and translate 
independently. There was a difference between groups (CG M= 27, Mdn= 

9, EG M= 43, Mdn= 18), although the Null Hypothesis had to be accepted 
in this case as no statistically significant difference between the datasets 

was found according to a bootstrapped independent T-test: -16.4, BCa CI 
95% (-37.5, 2.24), t(77)= -1.73), p= 0.088). The low p-value here 

however (0.088) means that statistical significance was marginally missed.  
 

These results show that the underlying text production processes in 
translation and post-editing are likely to be different. The results presented 

here also confirm a similar finding by Carl, Gutermuth & Hansen-Schirra 
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(2015), who found that the number of insertions and deletions (measured 

by a novel metric labelled ‘InEff,’ or Inefficiency Metric) was higher for 
translators than it was for post-editors of the same MT system studied here 

(Google Translate), as well as earlier results of another experiment carried 
out by Carl et al. (2011). These scholars found that post-editing led to more 

deletions, navigation keystrokes and mouse clicks than translation, but less 
insertions. It should be noted however that the number of alphanumeric 

characters produced by the post-editors, arguably the most common form 
of text production, was significantly less and the total number of keystrokes 

produced by the CG was 8,064 but 3,026 for the EG. These are interesting 
findings despite the use of different language pairs. 

 
In Table 2 below, summary statistics are offered for the total of all 

keystrokes recorded in every segment. The ‘Other Keys’ column refers to 

use of arrows, the space bar and CRTL combinations.  
 

 
Table 2. Total of all keystrokes for each segment 

 

6.3 Processing time 

 
Finally, differences in processing time will be discussed. Productivity is not 

analysed due to the relatively modest number of segments processed 
(120). Taking first of all the processing times recorded before the process 

of final revision (called here ‘draft processing times’), where every 
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participant went through a completed draft making a small number of 

changes to some segments, no statistical differences could be discerned 
between the two groups4. These draft processing times were captured using 

the replay function in Translog-II. The central tendencies of the time taken 
to complete a segment on average by both groups were similar: CG Mean 

= 63 seconds, SD = 39, CI (53, 74), EG Mean = 62 seconds, SD = 41, CI 
(51.8, 73.2). As the processing times for each segment processed by each 

participant was the only dataset to have a normal distribution, an 
independent T-test was used without bootstrapping to test for differences 

between means. The result (t(181) = 118, p = .857) showed no statistically 
significant difference between the draft processing times for both groups, 

as to be expected given the almost identical means. The Effect Size was 
also small (d = 0.1). The Null Hypothesis was accepted as a result and 

deductive Hypothesis 4 was rejected. These data are illustrated in Figure 3 

below: 
 

 
Figure 3. Average draft processing times per segment 

 

In terms of total processing time, i.e. the time recorded from the start of 
the session in Translog-II to the time ‘Stop Logging’ was pressed by the 

participant after completing final self-revision, post-editing did not lead to 
automatic reductions in the time taken to complete a professional 

translation. It should be noted however that P5, P6 and P9 in the EG were 
quicker than P1 in the CG, and that P9, the quickest post-editor, was 5.17 

minutes quicker than P1 and 40 seconds quicker than P2. Also, taking the 
average time taken to process each segment by both groups, it should be 

noted that in 33.3% of cases, the machine translated segments were 
processed faster than when the same segments were translated by the 

translators who didn’t have access to MT. Equally however, translation was 

quicker on average in the remaining 67.7% of cases. Hypothesis 5 then 
must be rejected. These differences between Total Processing Times are 

displayed graphically in Figure 4 below. Red bars denote CG data and blue 
bars denote EG data.  
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Figure 4. Total processing times (seconds) 

 

7 Quality assessment of final texts 
 

In order to validate the data analysed above, a quality assessment (QA) 
was carried out on the completed translations. The methodology used is 

described below. 
 

7.1 Reviewer profile 
 

Two experienced reviewers, both of whom had at least 20 years’ experience 
in the translation industry and both of whom were members of Cymdeithas 

Cyfieithwyr Cymru, carried out a bilingual evaluation of the translated and 
post-edited texts. One held the position of senior translator before starting 

their own language company, and the other was head of the translation unit 

in their respective organization. Both also held a PhD in translation or 
linguistics. This aspect of the methodology then complies with Hansen’s 

advice (2009: 394) on product validation in translation process research, 
which is that qualified translators with experience of revision should ideally 

be used. In terms of the number of reviewers, it is noted that published 
studies by Garcia (2011), Teixeira (2011) and Läubli et al. (2013) also used 

two reviewers.  
 

7.2 Method 
 

Reviewers were sent an Excel spreadsheet containing all translations 
produced by participants in the CG (Set A) in one tab, and all translations 

produced by the EG (Set B) in another tab. This review was blind; no 
reviewer knew which tab contained which set of translations. Reviewers 

were asked to rate the translations of both groups against the source text 

(Appendix A), using a scale of 1-4, where 1 was the poorest score and the 
4 the best. Each translation was judged for grammatical accuracy, fidelity 

and style. The criteria used in Fiederer & O’Brien’s 2009 study were 
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therefore replicated despite a change in terminology; grammatical accuracy 

corresponds to clarity and fidelity to accuracy. A consideration of register 
was also added to ‘Style.’ The definitions used are shown in Figure 5. No 

reviewer knew which set was produced through manual translation and 
which was produced through post-editing.  

 

 
Figure 5. Assessment criteria used for the ratings 

 
7.2 Quality assessment results 

 
All three parameters (grammatical accuracy, fidelity and style) were taken 

together and the average calculated using the mean in order to gain a single 
translation quality score for each translator in both groups. This result is 

shown in Figure 6 below. As can be seen, there is little difference in this 
overall translation quality score and all participants had a mean score of 4 

which was the highest score possible. This lack of difference was then 
confirmed by a Wilcoxon signed rank test (p = .162).  
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Figure 6. Overall Translation Quality Score for both groups 

 

Looking individually at the three parameters combining the scores given by 

both reviewers, the same tendency is observed for grammatical accuracy 
(p = .059) and fidelity (p = .094), but not for style (p = .028) according to 

a Wilcoxon signed rank test. This result for style (p = .028) in particular is 
interesting, as Fiederer & O’Brien (2009) found that their participants also 

rated the translations produced manually higher for style, with a statistically 
significant difference being found using a Wilcoxon signed rank test. It 

should be noted however that the mean score for the EG was 3.53 and 3.68 
for the CG, so despite this difference the machine translated texts still 

succeeded in gaining a fairly high score overall for style. What these results 
also do is validate the data gleaned for the results presented above on 

effort; as all translations were deemed acceptable by experienced peers, it 

can be said that all translators treated the task as they would any other.  
 

The results of this QA then by two experienced reviewers show that the use 
of post-editing when producing a translation does not necessarily lead to 

texts of inferior quality, which echoes results of other studies that have 
investigated this aspect of translation and post-editing. Despite using 

dissimilar methodologies in their QA, Bowker (2009), Bowker & Ehgoetz 
(2009), Fiederer & O’Brien (2009), Garcia (2011), Plitt & Masselot (2010), 

Carl et al. (2011), Teixeira (2011), Läubli et al. (2013), O’Curran (2014) 
and Ortiz-Boix & Matamala (2016) also found that post-editing does not 

lead to a decrease in translation quality, and in fact Garcia (2010) and Plitt 
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& Masselot (2010) actually found that the post-edited texts were deemed 

to be of higher quality than the translations.  
 

8 Conclusions 
 

Despite a body of research which has shown that MT in many cases can 
speed up translation, make the translation process cognitively and 

practically easier as well boost productivity (accepting that the results are 
system, domain and language dependent), this study has shown that 

Google Translate did not help the four post-editors who were recruited here 
for the EN-CY language pair, and no statistical differences could be found 

overall between groups in terms of time and cognitive effort. This finding 
chimes with that of Carl et al. (2011) who could find no statistically 

significant differences using Google Translate for the pair EN-DA in terms 

of processing time (also using participants without post-editing training), 
and Sekino (2015) who found that the same system did not significantly 

speed up translation for PT-JA either. It should be borne in mind however 
that one aspect of the translation process was made easier by post-editing; 

the text production process in terms of the total number of keystrokes 
recorded was less in the case of the post-editors. It is not argued here that 

MT as a translation strategy is unlikely to be useful; the research reviewed 
above would render such a conclusion dumbfounded. As Ramos (2010) 

reminds us, “MT is here to stay.” This particular system however according 
to the evaluation criteria laid down mostly failed to be of practical benefit, 

but further work is required before final conclusions can be made and the 
sample size means findings should be interpreted carefully. One further 

finding however is that there is no difference in quality between translated 
and post-edited texts; despite marginal differences between groups in 

terms of time when post-editing, the fact the quality is the same in terms 

of grammatical accuracy and fidelity puts the use of MT in a professional 
context in a much more positive light and confirms the finding of a number 

of similar studies where the final quality of translated and post-edited texts 
has been compared.  

 
9 Limitations 

 
A limitation of this study is that only two out of four post-editors had 

experience in post-editing; an avenue for future research is to empirically 
investigate the interface between training, positive dispositions and post-

editing efficiency (as done recently by De Almeida (2013)) to ascertain 
whether this could have affected the results presented here. Scaling up the 

study with a greater number of participants is also needed, as the sample 
of 8 here is arguably small (although less than ten participants have been 

used in similar research, cf. Guerberof (2009)).  
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Appendix 1: Source Text 

Who can foster? If you have space in your home and time in your life you 
can help us make the big difference to a child’s life. People do not need to 

be married to become a foster carer; they can be single, divorced, or living 
together. There are no upper age limits to becoming a foster carer but in 

Merthyr Tydfil we expect people to be sufficiently mature to work with 
children, some of whom can have complex needs. It is also expected that 

the foster carers are fit enough to provide for the child’s needs. Our policy 
within Merthyr Tydfil is that we will not consider anyone who smokes to 

foster children under the age of 5 because of the associated health risks for 
children. How will the children I foster behave? If you expect the unexpected 

as you often might in caring for your own child, you won’t go far wrong. It 
is not uncommon for children to feel withdrawn, insecure, or distressed 

when they arrive, and depending on circumstances this behaviour may be 

prolonged. Some children have been rejected or hurt by their parents and 
may be feeling angry, confused or anxious, so Foster Carers need to be 

prepared to allow such children to express themselves. This is best achieved 
in a safe and a secure environment, where the child’s circumstances are 

considered and where clear boundaries can be set. Children who have been 
abused or harmed can display very disturbed behaviour and this can be 

daunting for anyone thinking of fostering.  However, it is important to 
recognise that these are ordinary children who have suffered extraordinary 

circumstances and still need nurturing and their basic needs met, as with 
any other child. Expressing An Interest. If you would like more information 

or if you would like a member of our fostering team to contact you to discuss 
matters further please click here.  

 
 

Appendix 2: Machine Translation for Post-editing  

Pwy all faethu? Os oes gennych le yn eich cartref ac amser yn eich bywyd, 
gallwch ein helpu i wneud y gwahaniaeth mawr i fywyd plentyn. Nid oes 

angen i fod yn briod i fod yn ofalwr maeth bobl; gallant fod yn sengl, wedi 
ysgaru, neu'n byw gyda'i gilydd. Nid oes unrhyw derfynau oedran uchaf i 

fod yn ofalwr maeth, ond ym Merthyr Tudful yn disgwyl i bobl fod yn ddigon 
aeddfed i weithio gyda phlant, gall rhai ohonynt ag anghenion cymhleth. 

Disgwylir hefyd bod y gofalwyr maeth yn ddigon iach i ddarparu ar gyfer 
anghenion y plentyn. Mae ein polisi o fewn Merthyr Tudful yw na fyddwn yn 

ystyried unrhyw un sy'n ysmygu i feithrin plant o dan 5 oed oherwydd y 
risgiau iechyd sy'n gysylltiedig ar gyfer plant. Sut fydd y plant i faethu yn 

ymddwyn? Os ydych yn disgwyl yr annisgwyl wrth i chi aml efallai wrth ofalu 
am eich plentyn eich hun, ni fyddwch yn mynd yn bell o'i le. Nid yw'n 

anghyffredin i blant deimlo eu tynnu'n ôl, ansicr, neu'n ofidus pan fyddant 
yn cyrraedd, ac yn dibynnu ar amgylchiadau gall yr ymddygiad hwn fod yn 

hir. Mae rhai plant wedi cael eu gwrthod neu eu hanafu gan eu rhieni a all 

fod yn teimlo'n ddig, yn ddryslyd neu'n bryderus, felly mae angen i Ofalwyr 
Maeth fod yn barod i ganiatáu i blant o'r fath i fynegi eu hunain. Cyflawnir 

hyn orau mewn amgylchedd diogel ac amgylchedd diogel, lle mae 
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amgylchiadau'r plentyn yn cael eu hystyried a lle y gall ffiniau clir yn cael 

eu gosod. Gall plant sydd wedi cael eu cam-drin neu ei niweidio arddangos 
ymddygiad afreolaidd iawn a gall hyn fod yn frawychus i unrhyw un sy'n 

ystyried maethu. Fodd bynnag, mae'n bwysig cydnabod bod y rhain yn blant 
cyffredin sydd wedi dioddef amgylchiadau eithriadol ac yn dal i fod angen 

meithrin ac yn diwallu eu hanghenion sylfaenol, fel gydag unrhyw blentyn 
arall. Mynegi Diddordeb. Os hoffech gael mwy o wybodaeth neu os hoffech 

aelod o'n tîm maethu i gysylltu â chi i drafod materion ymhellach cliciwch 
yma. 
 

 

1 As noted by Zaretskaya, Pastor & Seghiri (2015), however, customised MT may in fact 

be out of reach for many freelancers or independent language service providers who may 

not have the time, resources or knowledge to be able to create or purchase such systems. 

Some smaller languages may also find it difficult to find sufficient data to feed the language 

and translation models in one particular domain. In these cases, Google Translate as well 

as other available generic systems may be a more practical option.  

 
2 To such an extent that the annual cost of translation between English and Welsh was 

estimated in 2007 to be worth £45,000,000 per annum (Prys, Prys & Jones 2007). Whilst 

this is a drop in the water compared to other European languages, it is still a significant 

sum and is likely to grow due to recent developments in Welsh language policy following 

the Welsh Language Measure (2011), which amongst other things made Welsh an official 

language in Wales.  

 
3 Previous published research has found a link between WMC and professional translation. 

Despite finding no statistically significant regression model between features of working 

memory and the translation processes of novices, Rothe-Neves (2003) did in fact find such 

a link between professional translation and working memory. Vieira (2014) also found a 

similar result for post-editing.  

 
4 This tendency to self-revise before completing a final draft (one of the two main forms of 

translation revision according to Mossop (2013), has been found to be a feature of 

translation in two process studies. Alves & Vale (2011) and Dragsted & Carl (2013) both 

found different revision strategies displayed by participants, one of which was self-revision 

after forming a first draft. It is interesting that this has also been found in this study, as 

well as being found to be a feature of post-editing.  

                                                           


